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ABSTRACT The affinity propagation (AP) clustering algorithm has received a lot of attention over the past
few years. AP is efficient and insensitive to initialization, and generates clustering results with lower error
and in less time. However, there are still two key limitations: AP-related algorithms cannot identify outliers in
clusters. And they are usually not ideal for processing nonlinear data. To address the above issues, we propose
a geodesic affinity propagation clustering algorithm based on angle-based outlier factor (ABOF-GAP). First,
outliers are identified according to the value of angle-based outlier factor. Besides, Euclidean distance is
replaced with geodesic distance to measure similarity. Experiments on synthetic data and real data illustrate
the effectiveness of the ABOF-GAP algorithm.

INDEX TERMS Affinity propagation (AP), geodesic distances, outlier identification, angle-based outlier
factor (ABOF).

I. INTRODUCTION
Cluster analysis is a critical step in data science [1], [2], [3].
As a classical clustering algorithm based on similarity mea-
sure, K-means algorithm starts with a random set of initial
cluster centers and minimize iterately the sum of squared
errors between the data point and the corresponding exam-
plars [4], [5], [6]. However, this algorithm is very sensitive
to the setting of initial cluster centers. And it usually reruns
many times for different initializations. In 2007, Frey and
Dueck proposed Affinity Propagation (AP) [7], a clustering
method which simultaneously considers all data as potential
exemplars. It takes as input the similarities between data
points. Then the messages between data points are contin-
uously passed until a set of high-quality exemplars appear.
By contrast, AP does not need to initialize the cluster centers
and the number of clusters. AP is shown to perform more
efficiency (with lower error and in less time) than k-means
algorithm [8], [9], [10].

Many improved versions of AP have been proposed in
recent years. In 2013, Wang et al presented a multi-exemplar
affinity propagation (MEAP) algorithm to extend the
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single-exemplar model [11]. In 2017, Li et al proposed an
adjustable preference affinity propagation algorithm (APAP).
It computes the value of each element preference based on the
data distribution in the initial stage, and the preference will
adjust automatically during iteration process [12]. Besides,
many other similarity measurement method were also devel-
oped to improve the Euclidean distance used in AP. In 2017,
Liu et al used the negative sine-squared value of the acute
angle between discontinuity unit normal vectors as similarity
measurement [13]. In 2020, Wang proposed an IMFSE-AP
method, which measures similarities between signals based
on the sample entropy of IMFs [14].

Although many achievements have been made in
AP-related researches, the performance of AP or AP-based
algorithms is vulnerable to outliers. The existence of outliers
will affect the accuracy of clustering results. In some prac-
tical problems, the identification of outliers is even critical.
As for this issue, some improved methods have been devel-
oped. In 2012, Sushravya et al addressed this limitation
through the use of an asymmetric dissimilarity metric and
a density-based outlier detection technique [15]. In 2018,
Lei and Li proposed a Semi-supervised Affinity Propagation
Clustering Algorithm based on outlier pruning (LOF-SAP),
which used the local outlier factor algorithm (LOF) to identify
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outliers [16]. But there still is a problem that these methods
are hard to apply to other kinds of data.

The identification of cluster outliers is a big challenge
for the application and development of AP algorithms.
In addition, the clustering performance of AP-related algo-
rithms may get worse when dealing with nonlinear data.
Calculating similarity between data points using Euclidean
distance ignores the non-linear structure of the data, and may
bring unexpected errors in clustering. The main contribu-
tion of this paper is to propose an improved AP algorithm,
geodesic affinity propagation clustering based on angle-based
outlier factor (ABOF-GAP). In our algorithm, outliers can be
identified and eliminated more accurately based on the angle-
based outlier factor. Besides, Euclidean distance is replaced
with geodesic distance to measure similarity between data
points. This is more consistent with the nonlinear structure of
data. Experiments on both synthetic data and real data prove
that the proposed ABOF-GAP algorithm can obtain better
performance.

The remaining of this paper is organized as follows.
In Section II, we give a brief review ofAP algorithm, geodesic
distance and angle-based outlier factor. In Section III, we pro-
pose the ABOF-GAP algorithm. In Section IV, we show the
experimental results on simulation data and real-world data.
At last, Section V states conclusions.

II. AFFINITY PROPAGATION METHOD AND
RELATED PROBLEM
A. AP
Affinity Propagation is an exemplar-based clusteringmethod,
which considers all data points as potential exemplars simul-
taneously and identify clusters automatically. Compared with
other clustering method, AP can avoid poor clustering results
caused by unlucky initialization and hard decision, and find
clusters with much lower error and in less time. AP takes as
input measures of similarity between pairs of data points, then
real-valued messages are transmitted between data points
recursively until a high-quality set of exemplars and cor-
responding clusters gradually emerges. For data points i
and data point k , their similarity s(i, k) is set to a negative
Euclidean distance, which reflects how well data point k is
suited to be the exemplar for data points i. In particular,
AP takes as input a real number s(k, k) called preference for
each data point k , and the data point with larger value of
s(k, k) is more likely to be chosen as an exemplar. In AP-
based algorithms, all the values of preferences are commonly
set as a constant, the median of the input similarities gener-
ally, which could results in a moderate number of clusters.

In the iterative process, two kinds of message, responsi-
bility r(i, k) and availability a(i, k), are exchanged between
data points. The responsibility r(i, k) sent from i to k , reflects
the priority for data point k to be chosen as the exemplar of
point i, compared with other potential exemplars for point i.
The availability a(i, k) sent from k to i, reflects the fitness for
point k to be the exemplar of point i, with the support from

FIGURE 1. Geodesic distance.

other points that point k can serve as an exemplar. Messages
are updated on the basis of simple formulas that search for
minima of an appropriately chosen energy function. At any
point in time, the magnitude of each message reflects the
current affinity that one data point has for choosing another
data point as its exemplar. The concrete algorithm is shown
as follows:

1) Input the matrix of similarities, S, where S(i, k) is the
similarity s(i, k) between point i and point k . For point
xi and xk ,

s(i, k) = −||xi − xk ||2. (1)

and s(k, k) is commonly set to be the median of the
input similarities.

2) Compute responsibility r(i, k), where

r(i, k) = s(i, k) − max
k ′ ̸=k

{a(i, k ′) + s(i, k ′)}. (2)

To begin with, the availabilities are set to zero in the
first iteration.

3) Compute availability a(i, k), where

a(i, k) = min
{
0, r(k, k) +

∑
i′ /∈{i,k}

max{0, r(i′, k)}
}
,

(3)

a(k, k) =

∑
i′ ̸=k

max{0, r(i′, k)}. (4)

4) Combine availabilities and responsibilities to identify
exemplars and corresponding clusters, and terminate
the algorithm: (i) after a fixed number of iteration,
(ii) after changes in themessages fall below a threshold,
or (iii) after the local decisions stay constant for some
number of iterations.

B. GEODESIC DISTANCE
In AP and AP-based algorithms, each similarity between data
points is set to be a negative Euclidean distance. However, it is
difficult to obtain a good clustering effect when the dimension
of dataset increases gradually. Geodesic distance (GD) is an
important concept in mathematical morphology. The way of
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calculating distance is not only determined by the spatial
location of two samples, but also by the spatial distribution
of the dataset. For example, in graph theory, geodesic dis-
tance is the distance of the shortest path between two points
in the graph, which is different from Euclidean distance.
In Figure 1, the Euclidean distance of the two black points
should be the length of the line segment represented by the
dashed line d15. But geodesic distance is the shortest distance
of the actual path. Its distance should be the minimum value
of the sum of the distances of the solid line segments along
the way, namely d12 + d23 + d34 + d45.
In order to make better use of the manifold structure

information in data with complex structure, this paper will
adopt the negative geodesic distance as the similarity measure
between data points.

C. ABOF
The existence of outliers in original data influences the per-
formance of AP-related methods. We use ABOF algorithm to
solve this problem. ABOF algorithm is an outlier detection
method based on angle [17]. As the dimensionality of the
data increases, comparing distances becomes less and less
meaningful. The ABOF algorithm not only uses the distance
between points in a vector space, but also mainly considers
the difference between the angles of the vectors. Figure 2
shows a 2D dataset with distinct in-cluster points, boundary
points, and outliers. It can be found that the difference in
the angle between the vectors formed by the points in the
cluster and other points is very large. The difference in the
angle between the vectors formed by the boundary points and
other points is smaller. The difference in the angle between
the vectors formed by the outliers and other points is very
small.

FIGURE 2. Point distribution.

The ABOF algorithm uses the cosine between the vectors
to measure the size of the angle, and uses the variance to
measure the size of the angle difference. For all data points,
each data has anABOFvalue, to detect outliers. For datasetD,
the concrete descriptions of ABOF algorithm are as follows:

1) Cosine of the angle between two vectors:

cos
〈
−→
AB,

−→
AC

〉
=

〈
−→
AB,

−→
AC

〉
∣∣∣−→AB∣∣∣ ·

∣∣∣−→AC∣∣∣ (5)

2) Angle-based outlier factor of point A:

ABOF
(
A⃗
)

= VARB⃗,C⃗∈D

 cos
〈
−→
AB,

−→
AC

〉
∥AB∥

2
· ∥AC∥

2

 (6)

The essence of the ABOF algorithm is the weighted vari-
ance of the angle cosine. So the smaller the ABOF value is,
the more likely the object is an outlier.

III. THE PROPOSED CLUSTERING METHOD
In this section, we propose an improved AP algorithm.

A. OUTLIER DETECTION
In the sample space, points inconsistent with the general
behavior or characteristics of other sample points are called
outliers. The outliers is generally caused by the error of
calculation or operation, or the variability or elasticity of the
data itself. The existence of outliers often leads to calculation
errors and even some false information. But on the other
hand, outliers can sometimes provide important information
that researchers are concerned about. For example, outliers
in medical data are usually more important than normal data.
Therefore, the identification of outliers is very important in
clustering problems. We give a simple example to illustrate
the problem of AP algorithm on outlier detection.

FIGURE 3. Point distribution.

We design a dataset with 11 data points in 2D space, which
is shown in Figure 3. In this dataset, there are 1 outlier (in red),
and 3 categories with 5 (in green), 3 (in gold), and 2 (in blue)
data points respectively. It is visually obvious that point n1 is
isolated and should be considered as an outlier. However,
under AP algorithm, point n1 is assigned to the cluster with
point x5 as its ‘‘cluster center.’’ And point x5 is the closest
exemplar to point n1. In this example, the clustering results
of AP algorithm are inconsistent with the real distribution of
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FIGURE 4. Flowchart of ABOF-GAP algorithm.

the data. This is because AP cannot identify outliers automat-
ically, which would have a negative effect on the accuracy of
clustering results.

B. ABOF-GAP
In order to make up for the shortcoming that AP cannot iden-
tify outliers, we propose an improved AP algorithm based on
geodesic distance and the ABOF method.

For each data point xi, we calculate its angle-based outlier
factor ABOF(xi) based on Formula (6). According to ABOF
principle, the smaller the ABOF value is, the more likely
the object is an outlier. So we remove outliers from original
dataset with relatively small ABOF, and get a pruned dataset.

After getting rid of the outliers, we calculate geodesic
distance to evaluate the similarity between data points. For
data point xi and data point xj, their similarity s(i, k) is set to
a negative geodesic distance. Then we set s(k,k) to the median
of the input similarities and get the similarity matrix S.

At last we input similarity matrix S and perform AP
clustering algorithm. Responsibility r(i, k) and availability

a(i, k) are initialized and calculated iteratively via Formula
(2)-(4). When meeting termination condition, we combine
availabilities and responsibilities to identify exemplars and
their corresponding clusters.

Algorithm 1 ABOF-GAP
1) Calculate the angle-based outlier factor of each

data point by (6) in turn to get ABOF (xi).
2) Remove outliers with relatively small ABOF.
3) Calculate the geodesic distance s(i,k) between data

points.
4) Set s(k,k) to the median of the input similarities

and get similarity matrix S.
5) Perform AP clustering algorithm.
6) Output clusters and their exemplars.

This algorithm is summarized in Algorithm 1. And the
flowchart for the proposed ABOF-GAP algorithm is shown
in Figure 4.
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TABLE 1. The clustering results on the synthetic datasets.

C. COMPUTATIONAL COMPLEXITY
This section summarizes the computational complexity of the
proposed ABOF-GAP algorithm. Assuming that there are N
samples in the dataset, in ABOF algorithm, each data point in
the dataset is combined with any two points other than itself
to form a vector. The computational complexity of this step
is O(N 2), which means that the computational complexity of
generating vectors for all objects in the data set is O(N 3).
In addition, the original AP clustering takes N ×N similarity
matrix S as input. Therefore, the computational complexity
of the original AP clustering is O(N 2T ), where T is the
number of iterations. Overall, the computational complexity
of ABOF-GAP algorithm is O(N 3

+ N 2T ).

IV. EXPERIMENTS
In this section, several numerical experiments are conducted
to benchmark our algorithm.

A. EVALUATION INDEX
In order to make a reasonable evaluation of the results of each
clustering algorithm, we use the following five evaluation
metrics to analyze and compare the clustering performance.

Suppose U is the external evaluation criterion and V is the
clustering result. TP is the number of pairs of data points of
the same class in U and V ; TN is the number of pairs of data
points of the different class in U and V ; FP is the number of
pairs of data points of the different class in U but of the same

class in V ; FN is the number of pairs of data points of the
same class in U but of the different class in V .
The rand index (RI) can be considered as the ratio of correct

clusters, which is a classic measure of the similarity between
two data clusterings [18]. RI is defineded as:

RI =
TP+ TN

TP+ FP+ FN + TN
(7)

The Precision measures the proportion of sample points
that are correctly assigned [19]. Precision is defined as:

Precision =
TP

TP+ FP
(8)

The Recall indicates the correctness of the clustering
results [20]. Recall is defined as:

Recall =
TP

TP+ FN
(9)

The F-score counts the harmonic mean of Precision and
Recall [21]. F-score is defined as:

F − score = 2 ·
Precision · Recall
Precision+ Recall

(10)

The normalized mutual information (NMI) evalutes the
similarity between two clusters from an information theory
perspective [22]. NMI is defined as:

NMI =

∑c
i=1

∑c
j=1 Ni,jlog

N ·Ni,j
Ni·Nj√∑c

i=1 Nilog
Ni
N ·

∑c
j=1 Njlog

Nj
N

(11)
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TABLE 2. The clustering results on the synthetic datasets.
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FIGURE 5. Rand Index(RI) of clustering result on synthetic data sets for 5,
25 and 50 dimensions.

where, N is the number of data, Ni and Nj denote the number
of data in category i and cluster j respectively,Ni,j denotes the
number of data in category i as well as in cluster j.
The above five methods have a range of value [0,1]. As the

value is higher, the clustering quality is better. The value is
close to 1 if the clustering results perfectly match the category
labels. And the value is close to 0 if data are randomly
partitioned.

B. SYNTHETIC DATA EXPERIMENTS
The synthetic dataset for simulation evaluation consists of
600 normal data points and 10 outliers. Normal data points
are from three different Gaussian distributions. Outliers are
randomly generated for each data set. To exactly evaluate the
behavior of our new method for different dimensionalities,
we generated multiple data sets in 5, 25 and 50 dimensions.

FIGURE 6. Rand Index(RI) of clustering result on synthetic data sets for
10-100 dimensions.

TABLE 3. Characteristics of datebases.

Besides, we also constructed an ‘‘intermediate’’ algorithm,
geodesic affinity propagation (GAP) for comparison. The
GAP method uses geodesic distance instead of Euclidean
distance to measure similarity between data points. The
GAP method can be taken as a reference for the proposed
ABOF-GAP algorithm. This is in a view that the GAP
does not include the outlier elimination process based on
ABOF. For comparison, AP [7], LOF-SAP [16], CLAP [23],
SSAPEC [24], DDAP [25] and GAP algorithm are all per-
formed on these three datasets for comparison. The results
are shown in Table 1.

As shown in Table 1, all five indices of ABOF-GAP are
significantly higher than the other six algorithms. To better
show the difference between the new algorithm and other
algorithms in different dimensions, wemake RI for each clus-
tering result, which are shown in Figure 5. As the dimension
increases, the gap between ABOF-GAP and other algorithms
in indexes also increases. The above results also indicate that,
as the dimension increases, distance gradually loses its value
as a measure of outlier degree. However, this does not mean
that the more outliers are eliminated, the better effect of the
clustering could be got. Two indexes of ABOF-GAP reach
the highest values when 3 outliers are removed, instead of all
outliers being pruned. This may because the relative positions
of all data points will change after an outlier is removed.
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TABLE 4. The clustering results on the UCI datasets.

To further show the change of clustering effect of
ABOF-GAP algorithm under different dimensions, another
experiment is performed on datasets generated from three

different Gaussian distributions. Each dataset consists of
600 normal data points and 10 outliers. The dimension of
these datasets varies from 10 to 100. The number of outliers
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TABLE 5. The clustering results on the BBC dataset.

to be removed in ABOF-GAP algorithm is set to 3. The
complete experimental results are shown in Table 2. ABOF-
GAP achieves better clustering performance on all datasets.
Figure 6 compares ABOF-GAP and AP, LOF-SAP, CLAP,
SSAPEC, DDAP by RI. As the increase of dimension, the
difference between other algorithms and ABOF-GAP’s RI
becomes more obvious. After the dimension exceeds 80, the
RI of AP, CLAP and LOF-SAP clustering especially has a
downward trend, which can be concluded that ABOF-GAP
can better overcome the negative impact of dimension incre-
ment on clustering.

C. REAL-WORLD DATA EXPERIMENTS
The experimental data are from the UCI reference database
and text dataset. UCI database is set up by the University of
California Irvine as a database for machine learning, which
derived from real life [26]. In the UCI database, datasets
Wine, Iris, Glass, Segmnt, PenDigits and Semeion are tested

in our experiments. The data characteristics are shown in
Table 3.

We use the proposed algorithm ABOF-GAP to cluster the
datasets Wine, Iris, Glass, Segmnt, PenDigits and Semeion.
In order to reflect the effect of the algorithm, we also test AP,
LOF-SAP, CLAP, SSAPEC,DDAP andGAP for comparison.
The results are shown in Table 4. As shown in Table 4, RI,
Precision, Recall and F-score of ABOF-GAP on the six UCI
data sets are all higher than that of AP and other algorithms.
The five indexes of ABOF-GAP is also higher than that of
GAP on Wine and Iris. However, the improvement effect of
ABOF on clustering by GAP method on Glass is not very
significant compared to performing GAP method directly.
Furthermore, NMI of ABOF-GAP is slightly lower than that
of GAP onGlass. Thismay because there are no outliers in the
Glass dataset. And removing the two points with the smallest
ABOF slightly leads to worse clustering results.

In addition, based on the above data experiments, we com-
pared the clustering results of AP, LOF-SAP, CLAP,
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FIGURE 7. The clustering results on wine.

SSAPEC, DDAP and ABOF-GAP algorithm on the Wine
dataset. The comparison results of the six algorithms are
shown in Figure 7. The RI value of ABOF-GAP is signif-
icantly higher than that of the other algorithms. And the
five indexes of ABOF-GAP reach the highest values when
3 outliers are removed.

Next we tested the effect of ABOF-GAP algorithm on text
datasets. We chose BBC dataset in this work, which consists
of 737 text documents, 4613 terms and 85576 words from
the BBC website [27]. The data set can be divided into 5 cat-
egories: athletics, cricket, football, rugby and tennis. We use
TF-IDF (Term Frequency-Inverse Document Frequency) to
construct the feature vector of text [28]. In order to evaluate
the influence of dimension on the clustering effect of the
algorithm, the feature vector matrix of BBC text is processed
into different dimensions through PCA (Principal Compo-
nents Analysis) algorithm. We performed AP, LOF-SAP,
CLAP, SSAPEC, DDAP, GAP and ABOF-GAP algorithm
to cluster BBC dataset. As shown in Table 5, the 4 indexes
of ABOF-GAP algorithm are higher than other algorithms
except Recall. Figure 8 shows the RI achieved by AP,
LOF-SAP, CLAP, SSAPEC, DDAP, GAP and ABOF-GAP
algorithm, plotted against the dimension of text feature vec-
tor. We can find that with the increase of dimension, the clus-
tering effect of the ABOF-GAP algorithm remains relatively
stable while most of the other methods show a downtrend.
And the gap of clustering effect between other algorithms and
ABOF-GAP algorithm increases gradually.

The real data experimental results demonstrate that the
proposed ABOF-GAP algorithm is an effective algorithm.

FIGURE 8. RI of clustering result on BBC dataset.

The overall performance of the proposed ABOF-GAP algo-
rithm is better than that of other existing AP-related methods.
The results also indicate that the NMI of ABOF-GAP should
be improved for such a data set like Glass, which will be
studied in our future work.

V. CONCLUSION
Considering the problems caused by outliers, and nonlinear-
ity of data in most AP-based algorithms, an improved AP
algorithm based on angle-based outlier factor and geodesic
distance (ABOF-GAP) is proposed in this work. The dis-
tinguishing features of the proposed ABOF-GAP algorithm
are that outliers is firstly identified and eliminated based
on ABOF method. Then Euclidean distance is replaced by
geodesic distance to more realistically measure the similarity.
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Experiments on six datasets in UCI and BBC dataset are
carried out. Five evaluation indexes (RI, NMI, Precision,
Recall and F-score) are adopted to evaluate the performance
of clustering. The experimental results show that the proposed
ABOF-GAP algorithm is an effective algorithm and its over-
all performance is better than that of other existing AP-related
methods.

This work attempts to develop a new AP-based algorithm
to conveniently and efficiently solve some problems in data
processing, when the clustering effect is not ideal or the clus-
tering performance needs to be improved. Since ABOF-GAP
is an algorithm involving outlier problem, it is more suitable
for clustering data with outliers. In addition, computational
complexity andmemory cost become a great bottleneck ofAP
when handling extremely large-scale datasets. In our future
work, we will embark on solving the problem of AP clus-
tering for extremely large-scalable and structurally complex
datasets.

REFERENCES
[1] G. Wang, C. Bu, and Y. Luo, ‘‘Modified FDP cluster algorithm and its

application in protein conformation clustering analysis,’’ Digit. Signal
Process., vol. 92, pp. 97–108, Sep. 2019.

[2] C. Wu and Z. Kang, ‘‘Robust entropy-based symmetric regularized picture
fuzzy clustering for image segmentation,’’Digit. Signal Process., vol. 110,
Mar. 2021, Art. no. 102905.

[3] X. Zhao, Y. Li, and Q. Zhao, ‘‘Mahalanobis distance based on fuzzy clus-
tering algorithm for image segmentation,’’ Digit. Signal Process., vol. 43,
pp. 8–16, Aug. 2015.

[4] A. Khamparia, G. Saini, D. Gupta, A. Khanna, S. Tiwari, and
V. H. C. de Albuquerque, ‘‘Seasonal crops disease prediction and classifi-
cation using deep convolutional encoder network,’’ Circuits, Syst., Signal
Process., vol. 39, no. 2, pp. 818–836, Feb. 2020.

[5] A. Likas, N. Vlassis, and J. J. Verbeek, ‘‘The global k-means clustering
algorithm,’’ Pattern Recognit., vol. 36, no. 2, pp. 451–461, Feb. 2003.

[6] J. MacQueen, ‘‘Some methods for classification and analysis of multi-
variate observations,’’ in Proc. 5th Berkeley Symp. Math. Statist. Probab.,
Oakland, CA, USA, 1967, vol. 1, no. 14, pp. 281–297.

[7] B. J. Frey and D. Dueck, ‘‘Clustering by passing messages between data
points,’’ Science, vol. 315, no. 5814, pp. 972–976, Feb. 2007.

[8] K. Chehdi, M. Soltani, and C. Cariou, ‘‘Pixel classification of large-size
hyperspectral images by affinity propagation,’’ J. Appl. Remote Sens.,
vol. 8, no. 1, Aug. 2014, Art. no. 083567.

[9] C. Yang, L. Bruzzone, R. Guan, L. Lu, and Y. Liang, ‘‘Incremental and
decremental affinity propagation for semisupervised clustering in mul-
tispectral images,’’ IEEE Trans. Geosci. Remote Sens., vol. 51, no. 3,
pp. 1666–1679, Mar. 2013.

[10] C. Yang, L. Bruzzone, F. Sun, L. Lu, R. Guan, and Y. Liang, ‘‘A fuzzy-
statistics-based affinity propagation technique for clustering in multi-
spectral images,’’ IEEE Trans. Geosci. Remote Sens., vol. 48, no. 6,
pp. 2647–2659, Jun. 2010.

[11] C.-D. Wang, J.-H. Lai, C. Y. Suen, and J.-Y. Zhu, ‘‘Multi-exemplar affinity
propagation,’’ IEEE Trans. Pattern Anal. Mach. Intell., vol. 35, no. 9,
pp. 2223–2237, Sep. 2013.

[12] P. Li, H. Ji, B. Wang, Z. Huang, and H. Li, ‘‘Adjustable preference affin-
ity propagation clustering,’’ Pattern Recognit. Lett., vol. 85, pp. 72–78,
Jan. 2017.

[13] J. Liu, X.-D. Zhao, and Z.-H. Xu, ‘‘Identification of rock discontinuity sets
based on a modified affinity propagation algorithm,’’ Int. J. Rock Mech.
Mining Sci., vol. 94, pp. 32–42, Apr. 2017.

[14] C.Wang, ‘‘A sample entropy inspired affinity propagationmethod for bear-
ing fault signal classification,’’ Digit. Signal Process., vol. 102, Jul. 2020,
Art. no. 102740.

[15] S. Raghunath, S. Rajagopalan, R. Karwoski, B. Bartholmai, and R. Robb,
‘‘Quantitative image analytics for stratified pulmonary medicine,’’ in Proc.
9th IEEE Int. Symp. Biomed. Imag. (ISBI), May 2012, pp. 1779–1782.

[16] L. Qi and L. Ting, ‘‘Active semi-supervised affinity propagation clustering
algorithm based on local outlier factor,’’ in Proc. 37th Chin. Control Conf.
(CCC), Jul. 2018, pp. 9368–9373.

[17] H.-P. Kriegel, M. Schubert, and A. Zimek, ‘‘Angle-based outlier detection
in high-dimensional data,’’ in Proc. KDD, 2008, pp. 444–452.

[18] F. Cao, M. Estert, W. Qian, and A. Zhou, ‘‘Density-based clustering over
an evolving data streamwith noise,’’ in Proc. SIAM Int. Conf. DataMining,
Apr. 2006, pp. 328–339.

[19] J. Zhang, M. He, and Y. Dai, ‘‘Modified affinity propagation clustering,’’
in Proc. IEEE China Summit Int. Conf. Signal Inf. Process. (ChinaSIP),
Jul. 2014, pp. 505–509.

[20] T. Hu and S. Y. Sung, ‘‘Detecting pattern-based outliers,’’Pattern Recognit.
Lett., vol. 24, no. 16, pp. 3059–3068, Dec. 2003.

[21] R. Guan, X. Shi, M. Marchese, C. Yang, and Y. Liang, ‘‘Text clustering
with seeds affinity propagation,’’ IEEE Trans. Knowl. Data Eng., vol. 23,
no. 4, pp. 627–637, Apr. 2011.

[22] A. Strehl and J. Ghosh, ‘‘Cluster ensembles—A knowledge reuse frame-
work for combiningmultiple partitions,’’ J.Mach. Learn. Res., vol. 3, no. 3,
pp. 583–617, 2003.

[23] H. Ge, L. Wang, H. Pan, Y. Zhu, X. Zhao, and M. Liu, ‘‘Affinity prop-
agation based on structural similarity index and local outlier factor for
hyperspectral image clustering,’’ Remote Sens., vol. 14, no. 5, p. 1195,
Feb. 2022.

[24] Q. Lei and T. Li, ‘‘Semi-supervised selective affinity propagation ensemble
clustering with active constraints,’’ IEEE Access, vol. 8, pp. 46255–46266,
2020.

[25] Y. Li, C. Guo, and L. Sun, ‘‘Fast clustering by affinity propagation based
on density peaks,’’ IEEE Access, vol. 8, pp. 138884–138897, 2020.

[26] (2022). UC Irvine Machine Learning Repository. [Online]. Available:
http://archive.ics.uci.edu/ml/

[27] A. I. Kadhim, Y.-N. Cheah, and N. H. Ahamed, ‘‘Text document prepro-
cessing and dimension reduction techniques for text document clustering,’’
in Proc. 4th Int. Conf. Artif. Intell. with Appl. Eng. Technol., Dec. 2014,
pp. 69–73.

[28] K. S. Jones, ‘‘A statistical interpretation of term specificity and its applica-
tion in retrieval,’’ J. Document., vol. 28, no. 1, pp. 11–21, 1972.

CHAOJIE WANG received the M.Sc. and Ph.D.
degrees in applied mathematics from Beihang
University, in 2015 and 2019, respectively.
From 2017 to 2018, he visited the University of
Birmingham funded by the China Scholar Council.
In 2019, he joined the Department of Mathematics
and Statistics, Beijing Technology and Business
University. His current research interests include
digital signal and image processing, machine
learning, and preconditioning iterativemethods for
large-scale linear systems.

JIAQI JU received the B.Sc. degree in chemical
engineering and technology from Xiamen Univer-
sity, in 2016. She is currently pursuing the M.Sc.
degree with the Department of Mathematics and
Statistics, Beijing Technology and Business Uni-
versity. Her current research interests include data
science and business statistics.

VOLUME 11, 2023 43629


