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ABSTRACT With the rapid development of network technology, network intrusion detection plays a vital
role in network security. In the era of big data, a large amount of network data is generated in the network all
the time. Traditional detection methods do not achieve high accuracy and need to take a long time to detect
network data. Therefore, how to improve the efficiency and accuracy of detection has become a hot topic
of current research. Since each network traffic data has both spatial and temporal characteristics, this paper
proposes a hybrid network classifier consisting of improved residual network blocks and bidirectional gated
recurrent units. Before inputting the classification network, the feature dimensionality of the network data
is first reduced using an improved autoencoder, and then the processed network data is detected using the
constructed hybrid network classifier. In this paper, the proposed research approach is justified using official
experimental datasets in the field of network detection (NSL-KDD and UNSW-NB15). The experimental
results show that the proposed method in this paper achieves a higher accuracy of 93.40% and 93.26% on
the datasets of NSL_KDD and UNSW_NB15, respectively, compared with the known detection methods.

INDEX TERMS Bidirectional gated recurrent units, residual networks block, improved auto encoder,
network intrusion detection.

I. INTRODUCTION
With the continuous development of Internet of Things
technology, a large number of Internet of Things devices
have become more and more intelligent, and have gradually
involved in various industries. Such as education, industry,
finance, medicine, military, transportation, tourism, etc.,
which greatly facilitate people’s quality of life and improve
the efficiency of people’s work. At the same time, hacker
technology is constantly updated and iterated. Relying solely
on firewall technology cannot ensure the security of networks
and computer systems. So an intrusion detection system with
high accuracy, low false negative rate, and low false positive
rate becomes very important [1].

Intrusion detection technology mainly includes signature-
based intrusion detection and anomaly-based intrusion
detection. Signature-based detection mainly relies on manual
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experience for pattern matching, which has high detection
efficiency, but it cannot detect new attacks and needs
to update the pattern library frequently. Anomaly-based
detection technology mainly uses machine learning, deep
learning, and other methods to find malicious traffic that
deviates from normal traffic. Traditional machine learning
detection methods have been widely applied to network
intrusion detection, such as Bayesian network [2], decision
tree [3], etc., and have achieved good detection results. With
the great success of deep learning in natural language pro-
cessing, image recognition, and other fields, some researchers
have introduced deep learning technology into the field of
intrusion detection, which has greatly improved the detection
effect. Reference [4] according to the characteristics of
network intrusion behavior with temporal characteristics, the
gated recurrent unit memory module is introduced into the
recurrent neural network, and an intrusion detection network
model based on memory and timing is proposed. This
paper only predicts the two classifications of the NSL_KDD
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dataset. Reference [5] proposed an abnormal traffic detection
method based on a long short memory network (LSTM) and
improved residual neural network optimization to solve the
defects of traditional intrusion detection methods such as
poor feature selection and weak generalization ability.

Reference [6] proposed a mobile malware traffic detection
method based on value derivative GRU. This method
introduces the concept of ’ cumulative state change ’ to
describe the change information of mobile network malicious
traffic in different hidden layers of GRU network, and adds
pooling operation in the hidden layer, so that the algorithm
can capture the key information of mobile malicious traffic
and improve the accuracy of intrusion detection. Because the
derivative information of each hidden node is calculated and
saved, it does not mean that the data with too high dimension
and large scale still has a good effect.

Reference [7] introduces the sparrow search algorithm into
the particle swarm optimization algorithm to improve the
basic particle swarm optimization algorithm, which is easy
to fall into local optimum, slow convergence speed, and
low accuracy of later optimization. The improved SSAPSO
algorithm uses the sparrow’s large-scale fast search ability
to improve the convergence speed of the particle swarm and
improve the performance of the algorithm. However, the
model of this paper is based on the KDD99 data set, and the
detection effect is good, but the data set is not convincing.

Reference [8] proposed an online learning model com-
bining K-means clustering and GRU neural network for
trajectory prediction. This method uses an online learning
prediction model based on GRU neural network to learn the
trajectory points of each cluster.

Reference [9] proposed a complaint classification model
based on a hybrid attention mechanism and GRU neural net-
work (HATT-GRU). The bidirectional GRU neural network
is used to capture sequence information of different lengths
and learn the correlation between features.

Reference [10] proposed a multivariate time series data
region clustering feature extraction model based on CNN-
GRU, using CNN to identify the characteristics of each
variable, and based on GRU to derive trends over time.

Reference [11] proposed a network intrusion detection
method based on CNN_BiLSTM, which extracts network
traffic features in parallel by CNN and BiLSTM. However,
with the deepening of CNN, network degradation is prone to
occur, and only one data set has been tested, which cannot
well explain the feasibility of the model.

Through analysis, it can be found that the above network
intrusion detection methods all use a machine learning
algorithm and a neural network model to classify network
intrusion data. But most algorithms just perform simple
preprocessing on the data and then use machine learning
algorithms for feature selection. The preprocessing is only
done by using relevant text analysis and simple normalization
of the data, so the optimal features obtained are still
redundant. At the same time, only using normalization and
other operations to process network traffic data will directly

FIGURE 1. Gated Recurrent hidden layer unit.

filter out some important features of the original network data
samples, which cannot achieve the purpose of optimal data
cleaning. Blindly increasing the neural network model will
produce phenomena such as training regression, overfitting,
gradient disappearance, and generalization ability.

The main contributions of this work can be briefly
highlighted as follows:
• This paper uses a greedy strategy to improve the self-
encoder and solves the problem that with the increase
of the number of network layers, the conventional self-
encoder cannot make good use of shallow network
parameters, resulting in unsatisfactory coding results.

• This paper first proposes the concept of a double pooled
layer and applies it to bidirectional gated recurrent units
to enhance its ability to extract time-series features.

• This paper first proposes the concept of a double-pool
layer and applies it to residual network blocks to enhance
its ability to extract spatial features.

• This paper proposes a hybrid network intrusion detec-
tion method based on improved residual network blocks
and improved bidirectional gated recurrent units.

II. MATERIALS AND METHODS
A. BiGRU (BIDIRECTIONAL GATED RECURRENT UNIT)
A gated recurrent unit (GRU) [12] is a commonly used
gated recurrent neural network, which is a simplified
version of LSTM (Long short-term memory). Compared
with LSTM, GRU simplifies the gating unit reduces the
network parameters and is less likely to produce overfitting,
and GRU achieves better results with the same number of
iterations, so GRU can make the network structure simpler
whilemaintaining the LSTMeffect.At present, GRUhas been
widely used. GRU includes an update gate and a reset gate,
which determine the retention and discarding of information
respectively. The gated Recurrent hidden layer unit is shown
in figure 1.

Zt = σ (Wz[Ht − 1,Xt ]) (1)

Rt = σ (WR[Ht − 1,Xt ]) (2)

H̃t = tanh(WH [Rt
⊙

Ht − 1,Xt ]) (3)

Ht = (1− Zt )
⊙

Ht − 1+ Zt
⊙

H̃t (4)
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FIGURE 2. The structure of bidirectional gated recurrent units is shown in
figure.

Zt is the update gate at time step t; Rt is the reset gate at
time step t; H̃t is the state of the hidden layer unit at time
step t; Ht is also used as the input for the next time step; Xt
is the input at the current time step t; Ht − 1 is the state of
the hidden layer unit at the previous moment. Since GRU can
only read sequence data from one direction, the influence of
subsequent information is not fully considered, so this paper
uses BiGRU instead of GRU to process network data. BiGRU
[13] is generated by combining forward GRU with reverse
GRU for learning from forward and reverse time series data.
The hidden layer contains two units with the same input and
connected to the same output. Among them, one unit handles
the forward time series and the other handles the backward
time series, increasing the time series participating in training
by better learning features, thus providing higher accuracy for
longer time series data, as shown in equation 5. The structure
of bidirectional gated recurrent units is shown in figure 2.

Vt = [
→

H :
←

H ] (5)
→

H is the state of gated recurrent unit for forward;
←

H is the
state of gated recurrent unit for backward;

B. IAE(IMPROVED AUTOENCODER)
Autoencoder (AE) [14] consists of two parts: encoder and
decoder. It is an unsupervised learning network consisting
of input layer, hidden layer and output layer. The sequence
X is encoded by the encoder to obtain the hidden layer
vector sequence L, and the sequence L is reconstructed by
the decoder to obtain the reconstructed signal X̃ with the
same dimension as the input sequence. The pre-training of
the preprocessed data by the self-coder can effectively reduce
the dimension of high-dimensional data, effectively reduce
the detection time and reduce the impact of redundant data
features on the performance of the detection method.

Lt = f(WXt + b) (6)

FIGURE 3. Improved Auto Encoder Network structure.

Xt is the input of decoder,W is the weight between input Xt ,
b is the bias,f is the function of decoding, Lt is the result of
decoding.

s̃t = g(WLt + b) (7)

g is the function of decoding,̃st is the result of decoding

losst = ||Xt − X̃t ||2 (8)

losst is the loss between the input of encoder and the output
of decoder

However, as the number of network layers increases,
it is difficult to train low-level network parameters in deep
networks. To solve this problem, this paper proposes a
greedy hierarchical weight initialization method based on the
traditional method, which ensures that the loss of each layer
is minimized. This method first trains the first layer of the
network to minimize the training loss, and finally uses the
output of the first layer as the input of the second layer to
train the model to minimize the training loss of the network
model, and then uses the output as the input of the third layer
to train the model, Minimize the training loss of the network
model. The network structure is shown in figure 3.

The network parameters are updated through backprop-
agation to make the input sequence and the reconstructed
sequence as similar as possible to minimize the training loss,
and finally, the intermediate result of the hidden layer is used
as the input of the anomaly detection network.

C. IMPROVED RESIDUAL NETWORK BLOCK
Convolutional neural networks [15] generally consist of
convolutional layers, pooling layers, and fully connected
layers. The convolution layer is used to extract the features of
the local area. Different convolution kernels are equivalent to
different feature extractors. The function of the convergence
layer is to select features and reduce the number of features,
thereby reducing the number of parameters. However, with
the increase in the number of convolutional layers, it is easy to
cause problems such as gradient disappearance and gradient
explosion, so how determining an effective network depth is
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FIGURE 4. Residual convolutional block.

a problem that needs to be overcome. In order to overcome
the above problems, this paper uses a residual convolutional
neural network to extract local features of the data. It uses
skip connections to achieve activation from one layer and
suddenly pass it to the next layer, even deeper neural network
layers. The structure of residual convolutional block is shown
in figure 4.

H(Y0) = F(Y0)+ Y0 (9)

Y0 is the input of the residual network, F(Y0) is the output of
the residual network, H(Y0) is the result of skip connections
of the residual network block.
Although convolutional neural networks can extract the
spatial characteristics of data very well, Convolutional neural
networks are prone to the increase of the estimated value
variance caused by the limited neighborhood size and the
deviation of the estimated mean caused by the parameter
error of the convolution layer. Therefore, to overcome the
above problems of convolutional networks and enhance the
ability of residual network blocks to extract spatial features.
This paper makes improvements to residual network blocks.
Since average pooling can reduce the increase in variance
in estimates caused by neighborhood size constraints and
Maximum pooling can reduce the deviation of the estimated
mean caused by the parameter error of the convolutional
layer. This paper proposed an improved residual network
structure based on the above strengths of Average pooling and
Maximum pooling. The structure of the improved residual
convolutional block is shown in Figure 5.

Ĥ (Y0) = Max_pooling(H(Y0))+ Average_pooling(H(Y0))

(10)

Ĥ (Y0) is the result of double pooling.

III. NETWORK INTRUSION DETECTION MODEL OF THE
PROPOSED HYBRID NETWORKS
Since each network traffic data includes spatial features
and temporal features. In this paper, we propose a hybrid
network-based classifier which consists of improved residual
convolutional blocks and bidirectional gated recurrent units.

FIGURE 5. The structure of the improved residual convolutional block.

A. THE EXPERIMENTAL PROCESS OF THE PROPOSED
METHOD
Currently, traditional network intrusion detection methods
cannot detect traffic in the network at all times.It can only
detect network malicious attacks at the current moment.
Moreover, traditional methods are prone to forgetfulness and
network degradation, and cannot make good use of temporal
characteristics to detect attacks on network traffic.To better
maintain a stable network security environment and improve
the accuracy of network intrusion detection. Since each piece
of network traffic data have include spatial characteristics and
timing characteristics.Therefore, we propose an ensemble
hybrid neural network classification method, which extracts
the spatial features of data by improved residual convolu-
tional blocks and extracts the time series features of data by
using bidirectional gated recurrent units.

This paper aims to be able to extract more timing features
and spatial features about the network traffic. Therefore, this
paper constructs a two-way gated looping network by bidirec-
tional gated recurrent unit and constructs optimized residual
convolutional network by optimized residual convolutional
blocks. At the same time, adding regularization can improve
the generalization ability of the model and reduce overfitting.
Introducing double pooling can reduce the convolution error
and improve the expression ability of the detection algorithm.
Since the two-dimensional convolution has a wider range
than the two-dimensional convolution, in this paper, in order
to adapt the data to the two-dimensional convolution, the
sequences after dimensionality reduction are processed into
gray images. For example, 1*3 convolution only considers
the front, middle and back 3 features, while 3*3 convolution
considers 9 features at the same time, which can extract more
spatial features.

The network intrusion detection method consists of four
parts: data processing, time series feature and spatial feature
extraction, obtain fusion features, detection and classifica-
tion. the structure of the network intrusion detection method
is shown in Figure 6.

B. EXPERIMENTAL MODEL PARAMETER SETTINGS
The hyper-parameters of the hybrid network intrusion
detection model proposed in this paper consist of two
parts. One is the hyper-parameters of the iterative IAE
feature dimension reduction part, and the other is the hyper-
parameters of the hybrid network intrusion detection model.
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FIGURE 6. The structure of the network intrusion detection method.

After several rounds of hyper-parameter debugging, the
detailed experimental hyper-parameters of the model were
finally determined, as shown in table 1.

The loss function of AE is square loss function, as shown
in equation 11. The loss function of Hybrid Neural network
measures the binary cross entropy between the output and the
target, as shown in equation 12.

loss_AE =
1
N

N∑
i=0

(Xi − Yi)2 (11)

loss =
1
N

N∑
i=0

Wi[Yi logXi+(1−Yi) log(1−Yi))] (12)

IV. EXPERIMENT ANALYSIS
A. EXPERIMENTAL ENVIRONMENT
In this paper, the specific experimental environment is shown
in table2.

B. DATASET
The simulation experimental data are selected from the
NSL_KDD dataset [16] and the UNSW_NB15 dataset
[17]. NSL_KD dataset is a relatively authoritative intrusion
detection dataset in the field of network security, which
improves some inherent problems of KDDcup99. The
training and test sets of the NSL_KDD dataset do not contain
redundant records, making detection more accurate. The
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TABLE 1. The hyper-parameters of the experiment.

TABLE 2. The configuration of the experimental environment.

FIGURE 7. Class Distribution of NSL_KDD training and testing set.

dataset contains 41 features. There are 23 attack types in the
training set and 38 attack types in the test set. The attack
types can be further divided into four categories: Denial of
Service(DOS), Remote-to-Login(R2L), User-to-Root(U2R),
and PROBE.

1) NSL_KDD
The well-known intrusion detection dataset NSL_KDD has
been used to evaluate the methods proposed in this study.
We trained with KDDTrain +_20% and tested our proposed
model with KDDTest+. The distribution of normal samples
and attack samples is shown in Figure 7.

2) UNSW_NB15
The original network packets of the UNSW_NB15 dataset
were created by the ACCS Network Scope Lab using the IXI

FIGURE 8. Class Distribution of UNSW_NB15 training and testing set.

PrimeSturf tool, and contain both real-world network normal
activity and synthetic contemporary attacks. The data set
contains nine types of attacks, namely backdoors, penetration
analysis, denial of service attacks, exploits, obfuscation test-
ing, generic attacks, stepping stones, shellcode, and worms.
This article is divided into two categories, specifically divided
into normal traffic: Normal, abnormal traffic: Abnormal. The
distribution of normal samples and attack samples is shown
in Figure 8.

C. DATASET PREPROCESSING STEP
1) ONE HOT ENCODING
It is found that among the 41-dimensional features of
the NSL_KDD dataset, 3-dimensional features are discrete
non-numerical features, protocol_type, service, and flag by
analyzing of the NSL_KDD dataset and UNSW_NB15
dataset, respectively. Among the 45-dimensional features
of the UNSW_NB15 dataset, 3-dimensional features are
discrete non-numerical features, proto, service, and state,
respectively. Since most deep learning models need to
transmit numerical data, they need to be converted into
numerical data. This paper applies an independent thermal
coding technique to convert discrete non-numerical features
into numerical values. This technique counts different values
of each feature and assigns a unique index to each value. This
article uses the function of pandas(get_dummies( )) to one-
hot encode discrete features into numeric variables [18].

2) DATA NORMALIZATION
Data normalization, also known as standardization, helps to
reduce training time and converge the model faster. In order
to achieve data standardization, there are many techniques,
such asminimum andmaximum scaling, standard scaling and
average scaling. In this paper, the minimum and maximum
scaling is used to compress the data between [0,1], such as
equation 13.

X ′ =
X−min(X )

max(X )−min(X )
(13)
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D. EXPERIMENTAL EVALUATION
TP indicates the number of attack traffic detected by the
network intrusion detection model, and the detection result is
correct. FN indicates the number of attack traffic detected,
but its detection If the result is wrong, these traffics are
actually normal traffic. TN indicates the number of normal
traffics detected, and the detection result is correct. FP
indicates the number of normal traffic detected, and the
detection result is wrong, the traffic is actually an attack
flow [19]. Accuracy represents the proportion of the overall
sample that the classifier correctly classifies the sample, and
the higher the value, the better the performance of the network
intrusion detection model. Calculated as equation 14.

Accuracy =
TP+ TN

TP+ TN+ FN+ FP
(14)

Recall represents the proportion of the number of samples
predicted as positive samples by the classifier to the total
positive samples. The higher the value, the better the
performance of the network intrusion detection model.
Calculated as equation 15.

Recall =
TP

TP+ FN
(15)

Precision represents the proportion of positive samples in the
positive examples classified by the classifier. The higher the
value, the better the false positive performance of the network
intrusion detection model. Calculated as equation 16.

Precision =
TP

TP+ FP
(16)

F1-score is the weighted average of Precision and Recall,
which is used to integrate the scores of Precision and Recall.
The larger the value, the closer the precision and recall are
to 1, and the better the detection performance of the network
intrusion detection model for normal traffic. Calculated as
equation 17.

F1-score =
2× Precision× Recall
Precision+ Recall

(17)

V. EXPERIMENTAL RESULTS AND ANALYSIS
A. MODEL PERFORMANCE ANALYSIS EXPERIMENT
To verify the feasibility of the network intrusion detection
method proposed in this paper, the UNSW_NB15 data set
and NSL_KDD data will be used to verify the proposed
detection method, and the accuracy, precision, recall, and F1-
score of the model will be obtained. And compared with the
traditional network intrusion detection model. Experiments
were carried out on the UNSW_NB15 and NSL_KDD
datasets respectively. it was found that with the increase of
training rounds, the accuracy of the UNSW_B15 training
set continued to increase, and the loss continued to decrease
by analyzing Figure 9 and Figure 10. The model reached
convergence and the accuracy and loss gradually stabilized
with 80 rounds of training. Finally, the trained model is tested
against the test set of UNSW_NB15 using the trained model
with an accuracy rate is 93.26%, a precision rate is 91.40%,

FIGURE 9. UNSW_NB15 scatter plot of the iteration rounds and loss
changes of the training set.

FIGURE 10. UNSW_NB15 scatter plot of the iteration rounds and accuracy
changes of the training set.

TABLE 3. UNSW_NB15 test set classification report.

TABLE 4. NSL_KDD test set classification report.

a recall rate is 99.35%, and an F1-score is 95.21%. As shown
in table3 of the classification report.

It is found that with the increase of training rounds, the
accuracy of the NSL_KDD training set continues to rise, and
the loss continues to decrease by analyzing Figure 11 and
Figure 12. The model reached convergence and the accuracy
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FIGURE 11. NSL_KDD scatter plot of the iteration rounds and accuracy
changes of the training set.

FIGURE 12. NSL_KDD scatter plot of the iteration rounds and loss
changes of the training set.

TABLE 5. The experimental results of the proposed method in this paper
are compared with traditional classification methods on the UNSW_NB15
test set.

and loss gradually stabilized with 80 rounds of training.
Finally, the trained model is tested against the test set of
NSL_KDD using the trained model. The accuracy rate is
93.40%, the precision rate is 92.87%, the recall rate is 92.98%
and F1 The -score is 92.92%. As shown in table4 of the
classification report.

B. COMPARISON EXPERIMENT
1) COMPARISON WITH TRADITIONAL MACHINE LEARNING
CLASSIFICATION METHODS
To further verify that the proposed method of network
intrusion detection classification in this paper is better

TABLE 6. The experimental results of the proposed method in this paper
are compared with traditional classification methods on the NSL_KDD
test set.

than the traditional classification method. A comparison
experiment is set up in this paper. The experimental results
in table 5 show that on the UNSW_NB15 test set, the
proposed method achieves the highest accuracy of 0.93,
which is 0.14 higher than that of classification using
Bayesian network techniques, 0.09 higher than that of
classification using decision trees, and 0.06 higher than that
of classification using random forests. In terms of precision
rate, the proposed method in this paper is 0.09 higher than the
results of classification using Bayesian network technique,
0.06 higher than the results of classification using decision
tree, and 0.05 higher than the results of classification using
random forest. The proposed method in this paper also
achieves the highest recall rate of 0.99 compared to other
methods.

By analyzing the experimental results in table 6, it can
be found that the proposed method in this paper achieves
the highest accuracy of 0.93 on the NSL_KDD test set,
which is 0.17 higher than the results of classification
using Bayesian network techniques, 0.16 higher than the
results of classification using decision trees, and 0.16 higher
than the results of classification using random forests.
In terms of precision rate, the proposed method in this
paper is 0.27 higher than the results of classification using
Bayesian network technique, 0.26 higher than the results
of classification using decision tree, and 0.27 higher than
the results of classification using random forest. Therefore,
the experimental results on UNSW_NB15 and NSL_KDD
datasets show that the detection performance of the proposed
method is better than several other commonmachine learning
classifier methods.

2) COMPARISON WITH CURRENT ADVANCED
CLASSIFICATION METHODS
To further verify the research value of the method proposed
in this paper, the experimental results of the method proposed
in this paper and the currently known advanced research
methods are compared. The experimental results are shown
in table 7. By comparing the detection method proposed in
this paper with the references [23], [24], [25], and [26], it can
be found that the detection method proposed in this paper
achieved higher accuracy on the NSL_KDD dataset, 3.39%
higher than the accuracy of the detection method proposed
in the reference [23], 3.35% higher than the accuracy of the
detection method proposed in the reference [24], 19.83%
higher than the accuracy of the detection method proposed
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TABLE 7. The experimental results of the proposed method in this paper are compared with the currently known advanced research methods.

in the reference [25], 3.70% higher than the accuracy of the
detection method proposed in the reference [26], and 19.83%
higher than the accuracy of the detection method proposed in
the reference [26]. By comparing the experimental results of
this paper with the references [24], [25], [27], and [28], it is
clear that the detection method proposed in this paper also
achieves better detection performance on the UNSW_NB15
dataset. Therefore, the detection method proposed in this
paper has a strong research value.

C. ABLATION EXPERIMENT
To further validate the overall performance of the anomalous
flow detection method proposed in this paper, an ablation
experiment was set up. Under the condition that the exper-
imental conditions such as data pre-processing and training
times are guaranteed to be constant, the proposed hybrid
network structure is tested for the existence of redundant
parts. The experimental results are shown in table8 and
table9.

It is found that the detection method proposed in this paper
has better detection capability by comparing and analyzing
other detection methods, The highest accuracy is achieved on

TABLE 8. Comparison of UNSW_NB15 ablation experiment.

TABLE 9. Comparison of NSL_KDD ablation experiment.

both the UNSW_NB15 dataset and NSL_KDD dataset with
0.93 and 0.93, respectively. the proposed method improves
the accuracy of the UNSW_NB15 dataset by 0.04 and of
NSL_KDD by 0.13 compared to the BiGRU-only detection
method.The proposed method is compared with a hybrid
network using a combination of BiGRU and resnet The
accuracy of the proposed method is improved by 0.03 on
UNSW_NB15 and by 0.05 on NSL_KDD.Therefore, the
above analysis reveals that the improved autoencoder, the
improved residual convolutional blocks, and the bidirectional
gated recurrent units incorporating dual pooling proposed in

VOLUME 11, 2023 68969



H. Yu et al.: Network Intrusion Detection Method

this paper can indeed improve the detection capability of the
network intrusion detection model.

VI. CONCLUSION
In the context of the Big Data era, maintaining a sta-
ble network environment has become critical. Although
researchers have proposed many different methods to deal
with cyber threats, none of them have good detection
capabilities and either have low detection accuracy or
fail to detect all attacks.In addition to this, most of the
proposed IDSs use a large number of features with high
computational costs.In this work, we summarize previous
research work and reduce the number of features in the
UNSW_NB15 and NSL_KDD datasets using an improved
autoencoder for binary classification.In addition, we propose
a new method for detecting network attacks.The method
first reduces the number of features of network data by
IAE, then extracts spatial features and temporal features in
different dimensions using hybrid networks, and finally uses
the extracted features to identify whether it is a network attack
or not.

The results show that the proposed method is superior to
most previous works in terms of accuracy and sensitivity.
To study in more detail the ability of hybrid networks
to identify network attacks, we used the UNSW_NB15
and NSL_KDD datasets. By analyzing the KDE (kernel
density estimation) distribution plots for each feature of
the UNSW_NB15 and NSL_KDD datasets, it can be found
that the distributions of the training and test sets are
inconsistent and the data labels are unbalanced. Since this
paper aims to test the accuracy and other metrics of the
proposed method with two datasets, the problem of data
imbalance is not addressed, but the use of upsampling
and downsampling techniques in machine learning can
be considered.Currently, deep learning is widely used in
intrusion detection, but it faces data privacy issues.We can try
to use joint learning to solve the problem of network intrusion
detection.
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