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ABSTRACT The types of Activities of Daily Living (ADL) a person performs or avoids, and underlying
patterns can provide insights into physical and mental health, making passive ADL recognition from
smartphone sensor data important. However, as people perform ADLs unequally in real life, ADL datasets
collected in the wild can be extremely imbalanced, which presents a challenge to Machine Learning (ML)
ADL classification. Prior solutions to mitigating imbalance, such as oversampling and instance weighting,
reduce but do not completely eliminate the problem. We instead propose ADL-GAN, which utilizes
translation Generative Adversarial Networks (GANs), to synthesize smartphone motion and audio sensor
data to improve ADL classification performance. ADL-GANs augment the minority ADL of subject A by
translating real samples from either 1) other ADLs where subject A has adequate data in Context-transfer
ADL-GAN or 2) other subjects with adequate ADL data in Subject-transfer ADL-GAN. ADL-GANs utilize
multi-domain and contrastive loss functions to performmany-to-many translations between ADL classes and
subjects, respectively. Subject-transfer ADL-GAN outperformed baselines and improved balanced accuracy
(BA) on an in-the-wild ADL dataset by 27.9 %, while context-transfer ADL-GAN performed best on a
scripted dataset, improving the BA of baselines by 9.58 %. The augmented samples from ADL-GANs were
shown to be more realistic and diverse than conditional GAN.

INDEX TERMS Activity of daily living, imbalanced class, GAN, data augmentation, smartphones.

I. INTRODUCTION
Activities of Daily Living (ADLs) are routine tasks of daily
life that healthy adults can performwithout assistance. Exam-
ples include walking, sleeping, and bathing. Measuring and
analyzing ADL patterns, including their frequency, dura-
tion, and regularity, can be utilized for health assessment,
especially for the elderly who live independently [1]. When
patients are unable to perform basic ADLs, alternative living
arrangements (e.g., hospitalization or nursing homes) may
be considered [1]. To accurately evaluate the performance
of ADLs, the ADL and activity recognition research com-
munities have explored using mobile devices for collecting
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pervasive sensor data that can be collected passively while
users live their lives. Moreover, data collection using mobile
devices already owned by users does not require the user to
carry an additional device or wear uncomfortable sensors,
which facilitates the capture of natural user behavior [2], [3].

Artificial Neural Networks (ANNs) have become a pop-
ular method for automatic ADL recognition, Human Activ-
ity Recognition (HAR), and Human Context Recognition
(HCR).1 Previous work achieved state-of-the-art ADL recog-
nition accuracy, mainly by employing ANN classifiers [2],
[3], [4]. ANNs have demonstrably outperformed traditional
machine learning that classifies hand-crafted sensor features

1Human context usually includes the user’s activity but also other
attributes such as phone placement and location.
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FIGURE 1. Top: Distribution of the ADL classes in the MobiAct and WASH datasets. Bottom: An example of ADL class labels that may be rare in some
subjects, but common in other subjects.

using algorithms such as Support Vector Machine (SVM) and
Random Forest (RF). While early ANNs for ADL recogni-
tion also analyzed handcrafted sensor features [2], [5], more
recent work [4], [6] analyzed raw data directly using powerful
ANNs such as Convolutional Neural Networks (CNNs) and
Long Short-Term Memory (LSTMs), which obviate the need
for feature engineering step that is error-prone and time-
consuming. While significant progress has been made, some
in-the-wild ADL recognition challenges remain unsolved,
including class imbalance. Unequal distribution of ADL
classes is a major challenge in ADL recognition, especially
in in-the-wild (realistic) datasets, which is the focus of this
paper. Training a classification model on a dataset with
unequal numbers of instances per class creates the model that
learns to predict the majority class and seldom the minority
class [7]. Unlike the other problems caused by errors during
data collection, the class imbalance problem is inevitable
in realistic ADL datasets as people perform various ADLs
at different frequencies. For instance, while some people
jog often, others never jog. This extreme imbalance can be
observed in Fig. 1, which summarizes the distribution of ADL
labels in an HCR dataset gathered in the real world.

To mitigate class imbalance using ANNs, prior work has
either included class weights in the loss function [3], [6]

or applied data augmentation, such as Synthetic Minority
Over-sampling Technique (SMOTE) and Generative Adver-
sarial Network (GAN) [8], [9], [10], [11]. Vaizman et al. [3]
and Ge and Agu et al. [6] addressed imbalanced in-the-
wild HCR dataset by introducing class weights, which were
inversely proportional to the class distribution in order to
reduce the attributions of the majority classes. However,
weighting class attribution in the loss function frequently
causes the HCR model to overfit to the minority class [12].

In this paper, we propose ADL-GAN, a data augmenta-
tion method that utilizes GANs to address class imbalance.
GANs are able to model the true distribution of the training
dataset and generate new samples that improve the decision
boundary of the ADL classifier [13]. This is not possible
with traditional data augmentation techniques that linearly
interpolate or transform real samples [13], [14]. GANs have
previously been used to address the class imbalance in various
domains, including computer vision [13], speech/audio [15],
[16], and sensing [17], achieving noteworthy improvements
in performance. For sensor data, various GAN architectures
have been proposed to synthesize new samples from a random
variable [9], [10], [11], but no prior work explored image-
to-image translation GANs that are capable of augmenting
higher fidelity samples of multiple classes using a single
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GAN [18] whereas previously proposed GANs [9], [10], [11]
were only able to augment sensing data of a single activ-
ity class, requiring a separate GAN model for each activity
class. Moreover, image-to-image translation GANs learn the
relationships between two classes instead of learning the
complete data distribution of an image class, which is a less
complex task and produces amore realistic image than vanilla
GAN and ACGAN. Since an image is utilized as source input
during inference, the generator model no longer needs to
memorize fine details but the high-level representation of the
image.

Inspired by image-to-image translation GAN, we pro-
pose two ADL-GANs that augment low-level smartphone
accelerometer, gyroscope, and audio features corresponding
to minority ADL classes. Giving a scenario where subject A
has insufficient data for ADL I (minority ADL class), the two
ADL-GANs generate synthetic ADL I data for subject A as
follows:
• Context-transfer ADL-GAN uses data from other con-
texts/ADLs for which subject A has sufficient data. For
example, the jogging class of subject A can be aug-
mented using data from the walking class of subject A.

• Subject-transfer ADL-GAN uses ADL data from other
subjects that have sufficient data for that ADL. For
example, the jogging class of subject A can be aug-
mented using data from the jogging class of subject B.

Image-to-image translation GAN was originally proposed
to transfer facial expressions such as happy, angry and sad,
from one image to another while preserving the identity of
faces and the background [18]. This study draws parallels
between image-to-image translation and ADL synthetic data
generation by considering the subject’s context and identity
as components of the signals that should be transferred. ADL-
GAN learns to transform high-level components of ADL
signals such as amplitude, peak values, and frequency in the
deep layers of GAN while the shallow layers learn the fine
details of sensor data. Specifically, high-level components
corresponding to ADL class are transformed by context-
transfer ADL-GAN, while the transformation of individual
movement patterns, smartphone placement and the recording
device’s characteristics is learned by subject-transfer ADL-
GAN, as visualized in Fig. 3. To translate the signal from
one domain to another domain, context-transfer ADL-GAN
utilizes one-hot encoding as a conditional input to the GAN,
while subject-transfer ADL-GAN utilizes a subject embed-
ding vector obtained from a separate embedding model that
learns a representation of the subject domain using a con-
trastive loss function.

Using ADL-GAN, we answer fundamental questions
on whether deriving synthetic data from related real data
(subject-wise or ADL-wise) when available, achieves better
results than from random noise with condition [17], [19], [20]
and without condition [9], [10], [11]. By utilizing a GAN for
data translation instead of data generation, the complexity of
the task of generating synthetic is significantly reduced and
less training data is required compared to previously proposed

GANS for sensor data [9], [10], [11]. For instance, subject-
transfer ADL-GAN can augment jogging class of subject
A even though jogging class data is missing, deriving the
jogging class from other subjects that have more samples.
We evaluated the two ADL-GANs in terms of their capability
to augment realistic and diverse sensor data, and how much
the synthetic data they generate improves ADL recognition.
Our evaluation explored three state-of-the-art HCR mod-
els [2], [3], [6] on two in-the-wild HCR datasets and one
scripted ADL dataset collected from smartphone [2], [3]. The
two in-the-wild HCR datasets contain activity classes that can
be directly utilized for ADL assessment, such as sleeping,
bathroom, talking on the phone and typing in unscripted
WASH dataset and eating, driving, bathroom, doing laun-
dry, cleaning, working on computer and watching TV in
the UCSD ExtraSensory dataset [3] while other activity
classes that indicate physical activity levels, such as walking,
running, jogging, are also beneficial to the assessment of
ADL [21], [22]. To demonstrate the impact of data augmenta-
tion on the class imbalance problem, both ADL-GANs were
evaluated on datasets with different degrees of class imbal-
ance, as characterized by Shannon entropy [23], a widely used
metric to measure information impurity. The impact of data
augmentation on each smartphone sensor and the importance
of each feature were also examined in this study.

The remainder of the paper is organized as follows:
Section II presents background knowledge on GANs.
Section III describes prior work related to ADL-GANs.
Section IV presents our ADL-GAN approach including train-
ing methodology. Section V describes our evaluation of
ADL-GAN including datasets, metrics and the ADL recog-
nition models we used with results presented in section VI.
Section VII discusses our main findings and section VIII
concludes the paper.

II. BACKGROUND
Generative Adversarial Networks (GANs) are generative
models that utilize adversarial training of generator (G) and
discriminator (D) networks [24]. The generator aims to pro-
duce a rich vector x̂, typically from a random variable z, x̂ =
G(z), in a way that x̂ is indistinguishable from observed data
x, by the discriminator. This optimization is often referred to
as vanilla GAN.

Although traditional GANs can generate raw data from
a random variable, it is not possible to control the class
generated data corresponds to. ACGAN [25] was proposed
to tackle this issue by including an additional variable to con-
trol the class of augmented sample. pix2pix, another GAN,
considers an image as conditional input in G and learns the
transformation between a pair of images from two different
domains, often referred as image-to-image translation GANs.
However, pix2pix requires samples in both domains to have
the same image structure, which is not feasible in many real-
world applications. This limitation was overcome in Cycle-
GAN and StarGAN using cycle consistency:
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FIGURE 2. Top: Multi-domain image translation GANs such as StarGAN are repurposed for ADL translation for the purpose of data augmentation
by teaching two ADL-GANs to transfer components within the sensor signal from one ADL domain to another. Bottom: Examples of facial image
translation using StarGAN [18] (left to right are original, mustache, blond hair and brown hair) and sensing data translations between ADL classes
and subjects.

FIGURE 3. 1) Context-transfer ADL-GAN: One-hot encoding of the target ADL class sleeping is fed into the ADL-GAN to transfer the ADL class. 2)
Subject-transfer ADL-GAN: An embedding vector of the target subject is fed into the ADL-GAN to transfer the subject.

A. CycleGAN
CycleGAN [26] introduced a cycle consistency loss function
that optimizes parameters in the generator network (θG) using
Gforward to transfer an image x from the source domain to
a target domain with a cycle-transfer back to its original
domain using Gbackward and image x ′ from target domain to
source domain, as shown in Eq. 1. Cycle consistency is able
to capture domain characteristics rather than local feature
transfer. Consequently, CycleGAN is considered one of the
baselines.

min
θG
∥Gbackward (Gforward (x))− x∥1

× ∥Gforward (Gbackward (x′))− x′∥1 (1)

B. StarGAN
Image translation using CycleGAN is limited to two specific
classes. StarGAN [18] was then proposed for translating
images from multiple source domains to any target domain
by incorporating a target domain label in the form of a
one-hot encoding vector along with the picture that defines
the target domain, as an auxiliary input. ADL-GANs use
StarGAN’s translation concept to transfer the signal between

ADL classes in our context-transfer ADL-GAN, and between
subjects in subject-transfer ADL-GAN.

III. RELATED WORK
A. CLASS IMBALANCE
Biases caused by imbalance negatively impact ADL recogni-
tion [3], [4]. To learn robust representations from the minor-
ity class while reducing the influence of the majority class,
previous work has proposed several techniques to address
class imbalance, which can be categorized into dataset-level
and algorithm-level approaches [27] that are expounded
on below.

1) DATASET-LEVEL APPROACHES
Balancing class distribution of a dataset can be accomplished
by either sampling a small portion from the majority class
(undersampling), duplicating samples from theminority class
(oversampling), or combinations of both approaches (hybrid).
These approaches are effective when using non-complex
model that does not require a large number of training sam-
ples [7]. Otherwise, overfitting may occur. As machine learn-
ing algorithms have become more complex, larger training
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sets are required to avoid overfitting. Instead of gathering
more data, data augmentation techniques were proposed as a
cost-effective, alternative method to increase the training set
size for deep learning.

To avoid the overfitting problem caused by oversampling,
which duplicates minority class samples, data augmentation
is generally applied on new samples to prevent the ANN from
learning noise or fine details in the training set. Data aug-
mentation methods are fundamentally categorized into data
manipulation methods and deep learning approaches [28].
Data manipulation methods for sensor data include kernel fil-
ters, random erasing, signal transformation, and space trans-
formation [29], [30]. These methods aim to prevent the model
from learning fine details within the signal. Alternatively,
Synthetic Minority Oversampling Technique (SMOTE) [8]
was proposed to augment a sample at the feature-level by
randomly selecting two real instances from a minority class,
which are within the k-nearest points. Interpolation is used
to generate a new synthetic point data point between them.
However, even though the samples generated by data manip-
ulation methods are unique, they are highly correlated as they
transform low-level features. More complex transformation
functions are required to prevent the ANN from learning the
data augmentation function and to train an ANN to learn
important features from the augmented data [27].

Deep learning has achieved remarkable performance on
various tasks including data augmentation. Recently, GANs
have been proposed as an alternative and powerful gener-
ative model. Although the generator in the GAN creates
a new image from a random vector that follows Gaussian
distribution, which is similar to the autoencoder, the GAN’s
latent vector can be in any form of data representation, e.g.,
image (image-to-image translation [26]). This makes a GAN
a robust generativemodel. GAN-based data augmentation has
been shown to improve ADL recognition in various works
including an increase from 86% to 98% using SVM [9],
from 93% to 96% using a CNN-LSTM model [10], from
96% to 98% using a logistic regression model [11]. However,
the aforementioned GAN-based data augmentations for HAR
were extended from a vanilla GAN that does not have a
controllable parameter and, hence, requires a dedicated GAN
model for each ADL class.

In this paper, we investigate GAN-based data augmentation
of smartphone sensor data using ADL class information as
auxiliary inputs, an approach that has not been explored in
previous ADL data augmentation work [9], [10], [11]. More-
over, no prior work has investigated GANs to augment in-
the-wild datasets that have severe class imbalances and noisy
labels.

2) ALGORITHM-LEVEL APPROACHES
In contrast to dataset-level approaches that address class
imbalance prior to model training, algorithm-level meth-
ods aim to remove the prior class probability during train-
ing. In previous HAR and HCR studies, instance-weighting

was adopted to balance the cost attributed to each activ-
ity class and subject in the objective function [3], [6].
The instance-weighting method was shown to reduce the
classification error of class-sensitive metrics. However,
prior work did not compare instance-weighting to other
approaches.

B. THE USE OF TRANSLATION GANs FOR DATA
AUGMENTATION
Translation GANs were previously used to augment or to
generate data in many signal-processing domains includ-
ing audio and speech. However, to the best of our knowl-
edge, this paper is the first work that uses translation
GANs to augment in-the-wild sensor data for the ADL
recognition task. Similar to image translation GANs, sig-
nal translation GANs learn to map input signals from
one class to another class using a high-level representa-
tion between classes. The development of ADL-GAN was
inspired by the following studies. Shahnawazuddin et al. used
Parallel-data-free voice conversion [31], a CycleGAN-based
method, to augment child speech derived from adult speech
for the Automatic Speech Recognition (ASR). By map-
ping adult speech (majority class) to child speech (minor-
ity class), the word recognition error in the child’s ASR
was reduced by 21.1% [16]. Esmaeilpour et al. proposed
an unsupervised learning model for environmental sound
classification using a GAN and reported that unsupervised
clustering using augmented Mel-spectrograms from Cycle-
GAN improved the results of clustering, outperforming state-
of-the-art supervised models [15]. To augment smartphone
sensor (accelerometers, gyroscopes, and magnetic sensor)
data for road surface assessment, [19] proposed a GAN that
synthesized sensor features from a random vector separately
for each class. Similarly, [17] trained a Wasserstein GAN
separately on each minority class to augment accelerometer
features for diagnosing faults in rotating machinery. Both
augmentation approaches achieved higher detection accura-
cies on minority classes.

Our ADL-GAN synthesizes minority class samples to
match the number of samples in the majority class. The
novelty of ADL-GAN lies in the use of a single GAN to
synthesize multiple ADL classes. Prior methods trained sep-
arate GANs for each class, which is computationally expen-
sive as they do not adequately exploit relationships between
classes, especially for ADL recognition or HCR with a large
number of classes. Moreover, we employed a contrastive loss
function in the subject-transfer ADL-GAN in order to learn a
better representation of subjects. In contrast, StarGAN uses
the cross-entropy loss to learn a deterministic mapping of
classes, neglecting to exploit the similarity between classes
and requiring data from all subjects to be in the training
set. In contrast to the image-to-image translation that is per-
formed on two-dimensional data in order to capture spa-
tial information, our ADL-GAN performs in the temporal
domain and utilizes sensor data as input, making the data
one-dimensional.
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TABLE 1. Architecture of generator network.

IV. ADL-GAN
A. CONTEXT-TRANSFER ADL-GAN
We propose context-transfer ADL-GAN to augment training
data (xcp) of the minority ADL class cwithin the same subject
p, i.e. sensor data xcip is transferred to x̂

cj
p where i and j

denote the majority and minority classes respectively. The
input and output are visualized in Fig. 4. To accomplish
this goal, a shallow ADL recognition model in the form of
Dcls is included into the loss function Lcls in order to learn
multi-class context transfer, together with an adversarial loss
Ladv. The main components in our context-transfer ADL-
GAN are as follows.

1) GENERATOR
Our data generator contains three residual Convolution Neu-
ral Network (CNN) blocks with self-attention at the last layer.
After each convolution operation, the generator included
Instance Normalization (IN) and LeakyReLU (LReLU).
Table 1 details the network’s architecture, which is grouped
into downsampling, backbone and upsampling. The down-
sampling network uses CNN to learn important features
across sensors, which is then fed into the backbone network to
extract high-level features. To include the target ADL vector,
the vector c was appended before the residual network at the
end of the feature dimension. The upsampling part recon-
structs the signal in reverse order using a De-Convolution
Neural Network (De-CNN) [32], which increases the spatial
dimensions of the tensor from the backbone network to match
the dimensions of sensing data x. Our generator G utilizes cj
in the backbone network by concatenating cj with the output
from the previous layer ([hcip , cj], where h is the output from
the hidden layer) and synthesized smartphone sensor data
x̂cip = G(xcip , cj).

TABLE 2. Architecture of discriminator network.

2) DISCRIMINATOR AND ADL CLASSIFIER
Our discriminator andADL classifiers have the same network
architecture but were trained independently. As indicated in
Table 2, four layers of CNN, max-pooling, and self-attention
are utilized. In the final layer, c is defined as one in the
discriminator and defined as the ADL vector size in the ADL
classifier with a Softmax activation function. The discrimi-
natorDsrc is trained to distinguish fake and real samples on a
combined set of real and fake samples. Simultaneously, the
ADL classifier Dcls learns to classify ADL classes on the
same combined set of real and fake samples.

3) ADVERSARIAL TRAINING OBJECTIVE FUNCTION
The fake/real discriminator and generator are optimized using
the adversarial loss function (Ladv) computed using Eq. 2.
For the ADL classifier, parameters in Dcls are updated by
optimizing G and Dsrc as LD = −Ladv + λclsLrcls and
LG = Ladv+λclsLfcls+λrecLrec, where λcls, λrec, and λgp are
hyperparameters that balance the domain classification loss,
reconstruction loss and gradient penalty in the Wasserstein
GAN.

Ladv = Exp [logDsrc(xcip )]

+ Exp,cj [log(1−Dsrc(G(xcip , cj))]

− λgpEx̂p (∥∇x̂pDsrc(x̂)∥2)2 (2)

Lrec = Exp,cj,ci [∥xp − G(G(xcip , cj), ci)∥1] (3)

B. SUBJECT-TRANSFER ADL-GAN
The subject-transfer ADL-GAN transfers the subject p’s
activity style to subject q. Specifically, this method augments
xciq where ci is a minority ADL class. To this end, we intro-
duce a subject embedding vector (vq) into Dcls analogous
to speaking style-transfer [33]. Subject embedding vectors
are typically applied to speech features in order to recognize
subjects in short utterances [34] and, more recently, to aid
speech processing applications such as a speaker-aware appli-
cations [35]. Representing a subject as an embedding vector
makes the transformation applicable to any subject, not just
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FIGURE 4. Networks in ADL-GAN: a) Context-transfer ADL-GAN, b) Subject-transfer ADL-GAN.

on the training subject as [31] that used one-hot embedding
to represent the subject. In addition to MFCC, our subject
embedding also considers accelerometer and gyroscope in
order to capture body movement features.
Adversarial Training Objective Function: We used the

same generator and fake/real discriminator as the context-
transfer ADL-GAN. The ADL classifier model was replaced
by the subject classifier model and the d-vector v was used
as a label instead of c. The D-vector was originally proposed
to represent speaker identity for the speaker recognition task,
using a latent vector from the last hidden layer of an ANN
that was trained on the speaker’s speech [36]. We trained
the d-vector as a subject embedding vector and used it to
control the subject identity of augmented sensing data. Pre-
viously, one-hot encoding was used to represent a speaker
in StarGAN-based voice transfer [37]. However, considering
each speaker as a distinct class does not produce a model
that generalizes well between the training and testing sets.
Alternatively, the distance between speaker representations
was found to better represent the speaker [38]. In this study,
GE2E loss function (Eq. 6), an improved contrastive loss [38],
was used along with a cosine distance as classifier loss.
The loss is defined as in Eq. 4 for the real sample, where
v′ represents the input subject and Eq. 5 for the generated
sample. λ denotes a hyperparameter that allows the learning
of embedding vector.

Lrcls = Ex,v′ [1− cos(Dcls(x), v′)]+ λLGE2E (v′) (4)

Lfcls = Ex,v[1− cos(Dcls(G(x, v), v)]+ λLGE2E (v) (5)

The contrastive loss function (LGE2E ) uses two learnable
parameters, positive weight w and bias b, to scale the cosine
similarity between all centroids c. Vji denotes the subject
embedding of sample i from subject j. To ensure that Dcls
functions properly, samples in a mini-batch must have the
same number of samples from each subject j.

LGE2E (v) =
∑
j,i

1− σ (w · cos(vji,
1

M − 1

∑
m,m̸=i

vjm)+ b)

+ max
k,k ̸=j

σ (w · cos(vji, ck + b)) (6)

C. DATA OVERSAMPLING USING ADL-GAN
To increase the number of samples in the minority ADL class
c of each subject p in the training set, an oversampling strat-
egy was utilized, which resamples each class such that each
class has an equal number of samples. Within each minority
class, a random sample was chosen to be augmented using
two different ADL-GANs as shown in Algorithm 1. ADL-
GAN created augmented samples to yield equal distributions
of ADL classes and avoid repeated samples in the training set.

V. EVALUATION METHOD
Context-transfer and Subject-transfer ADL-GANs were eval-
uated as a data augmentation method for ADL recognition

Algorithm 1 ADL Augmentation Using ADL-GAN

Input: ADL feature xADLsubject , ADL label y, ADL class
list C, subject class list P and Generator
network G from either context-transfer or
subject-transfer ADL-GAN

Output: Augmented feature x̂ and ADL label ŷ
N ← max

i,j
(|| x ij ||)

x̂, ŷ← new List, new List
foreach i in C do

foreach j in P do
for k ← 0 to N-len(xij) do

xreal ← randomSelect(xj − xij)
if G is context-transfer ADL-GAN then

Append G(xreal, onehot(i)) to x̂
Append class i to ŷ

else if G is subject-transfer ADL-GAN
then
v← Dvector(xj)
Append G(xreal, v) to x̂
Append class i to ŷ

return x̂,ŷ
randomSelect(x) randomly yields one sample x from sensor dataset.
onehot(i) encodes ADL class i into one-hot numeric array.
Dvector(xj) yields a subject embedding vector representing
subject j.
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with the main objective of solving class imbalance. We aug-
mented accelerometer, gyroscope and audio signals in three
corpora that contain smartphone sensor data for HCR
and ADL recognition. ADL-GAN was compared against
baseline augmentation methods, including dataset-level and
algorithm-level, in terms of ADL recognition improvement
and synthetic data quality. Furthermore, we investigated the
impact of data augmentations on the ADL datasets with
different class entropy values and on a subset of smartphone
sensors.

A. DATASETS
1) UNSCRIPTED WASH DATASET
Unscripted WASH is an in-the-wild and unscripted HCR
dataset gathered as part of the Warfighter Analytics using
Smartphones for Health (WASH) project. Unscripted context
data were collected from 100 healthy adults aged 18-65 years
old at Worcester Polytechnic Institute who gave informed
consent for an IRB-approved study. Participants installed
a data gathering app on their smartphone, which continu-
ously recorded sensor data from their phone’s accelerometer,
gyroscope, magnetometer, pressure sensor, light sensor, GPS,
WiFi access points, WiFi location, battery life, soft sensor,
and audio in natural settings. Periodically, participants were
prompted to report their current activities in the mobile appli-
cation, which were considered as ADL labels in this study.
A complete list of label and data distribution are shown in
Fig. 1. The WASH dataset also contained phone placement
labels but they were not considered in this study.

2) UCSD ExtraSensory DATASET
The ExtraSensory dataset [5] continuously gathered con-
text features from 60 subjects (34 female and 26 male) at
the University of California San Diego (UCSD) in-the-wild
using 34 iPhone devices and 26 Android smartphones and
smartwatches. Participants periodically reported their current
context as labels for the context features. The frequency with
which ExtraSensory participants and reported various con-
text labels differed significantly between subjects, ranging
between 685 and 9,706 samples for one subject. The aver-
age duration of participation was 7.6 days, with a standard
deviation of 3.2 days. The extraSensory dataset had 51 HCR
labels, which includes activity, phone placement, location
and processed labels. Since our focus is on ADLs, only
29 activity labels including 7 ADL classes (eating, driving,
bathroom, doing laundry, cleaning, working on computer and
watching TV) were considered as labels in the evaluation of
ADL-GAN.

3) MobiAct DATASET
TheMobiAct dataset [2] collected scripted ADL from 50 sub-
jects (42 male and 15 female) ages between 20 and 47
(means: 26) years at the Technological Educational Institute
of Crete. Each subject performed the following sequence of
ADLs, standing (5m), walking (5m), jogging (30s, 3 trails),

jumping (30s, 3 trails), stairs up (10s, 6 trails), stairs down
(10s, 6 trails), sit (6s, 6 trails), car step in (6s, 6 trails),
car step out (6s, 6 trails), in a specific order that ensured
that the dataset was accurately labeled. The MobiAct dataset
collected accelerometer and gyroscope data from the same
smartphone device, located in the trousers’ pocket at random
orientations, with a sampling rate of 20 Hz. The MobiAct
dataset was included in order to investigate the utility of
ADL-GAN on scripted vs. unscripted datasets.

B. DATA PRE-PROCESSING AND FEATURE EXTRACTION
AND SELECTION
This study excluded soft features such as time of day and
battery percentage features from the ADL-GAN evaluation.
Instead, we focused on the tri-axial accelerometer, tri-axial
gyroscope, and 13 MFCCs of audio, which were aggre-
gated into a feature vector of 19. Each input sample to the
ADL-GAN and ADL recognition models was created to
contain 3 seconds of ADL features with a 50% overlap of
consecutive windows, according to [6] that found this setup
to deliver the best HCR performance. All features were re-
sampled to 100 Hz, resulting in a sample size of (300,19).
At the subject level, features were normalized using z-score
normalization, defined as (x ip − µXp )/σXp where µXp and
σXp are mean and standard deviation of all data from sub-
ject p. Figure 5 shows our data pre-processing and evaluation
pipeline.

C. ADL CLASSIFICATION MODELS
1) ExtraSensory MULTI-LAYER PERCEPTRON (ES-MLP)
ES-MLP is a state-of-the-art multi-sensors HCR, achieving
an average Balanced Accuracy (BA) of 77% [3]. The MLP
model consists of two hidden layers with 16 units. While
the authors extracted a total of 78 handcrafted features from
smartphone sensors, this study only considered the subset
of their features that can be extracted from accelerometers
(26 features), gyroscopes (26 features), and audio MFCCs
(26 features). For accelerometers and gyroscopes, 17 features
were extracted from the magnitude of 3-axis time series and
3 features from each of the axis, and mean and standard
deviation were extracted for each MFCC coefficient as listed
in Table 3.

2) MobiAct-MLP (MA-MLP)
Vavoulas et al. rigorously investigated the best feature set
for the ADL recognition task. The Optimal Feature Set
(OFS) was constructed by recursively eliminating unimpor-
tant accelerometer and gyroscope sensor features, and out-
performed other feature sets explored for MLP. A total of
90 features were extracted over 5 seconds of signals with 80%
overlapping, including those listed in Figure 3 with slop and
tilt angle as additional features. A classifier model containing
three MLP layers was applied to the OFS. To compare MA-
MLP with the other two methods, we extended the OFS to
include MFCC features from the ES-MLP.
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FIGURE 5. Pipeline of data pre-processing and training steps in ADL-GAN and ADL classification.

TABLE 3. Extrasensory’s handcrafted features extracted from low-level features.

3) CONTEXT RECOGNITION UNDER UNCERTAINTY USING
FUSION AND TEMPORAL LEARNING (CRUFT)
CRUFT [6] is a state-of-the-art method proposed originally
for HCR. It uses a joint learning model with two arms:
One arm has an MLP to analyze high-level features and a
second arm with deep CNNs that analyzes raw accelerometer
and gyroscope data. The model was trained using multi-task
learning with Mean Squared Error (MSE) loss for predicting
tasks and negative log-likelihood for predicting uncertainty,
which was derived from the mean and variance of 5 consec-
utive ADL labels. The MLP part of CRUFT has one layer
of 64 units, which is connected to the last layer of the deep
CNN network. The deep CNN network is comprised of a
4-layer CNNwith max-pooling after the first and third layers.

Following the CNNs, an attention layer withmax-pooling and
mean pooling is included prior to a bi-directional Long Short
Term Memory (bi-LSTM) layer. The output of LSTM is then
fused with MLP output to predict the context class and class
uncertainty. In rigorous evaluation, CRUFT achieved an HCR
Balanced Accuracy of 94.3% on the scriptedWASH dataset,
outperforming the ExtraSensory model that only uses MLP
by 2.72%.

D. BASELINE CLASS IMBALANCE MITIGATION METHODS
1) INSTANCE-WEIGHTING
was used to mitigate imbalance in data input to both
the ExtraSensory MLP [3] and CRUFT [6] models.
Vaizman et al. showed that instance-weighting improved
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HCR accuracy from 55.2% to 77.3% [3]. The loss function
of each instance was multiplied with a sample weight wp,i,
computed as 1/Number of samples in class i of subject p.

2) SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE
(SMOTE)
generates minority-class samples from real samples within
its k-nearest neighborhood [8]. Previous work [14] applied
SMOTE on the ExtraSensory feature set and reported an
improvement from 65% to 76% in classification F1-score
using MLP. SMOTE was applied in this study in the same
fashion as [14]. It is worth noting that SMOTE may not
exhibit such an improvement on raw sensor data as observed
on high-level features as is the case in the CRUFT model.

3) SIGNAL TRANSFORMATION
Smartphone sensor data can be augmented using simple
signal transformation. For MFCC, we applied SpecAug-
ment [29], which performs time warping, frequency masking
and time masking, on the time–frequency (Mel-spectrogram)
domain. For data augmentations of triaxial accelerometer and
gyroscope features, we simply applied three transformations
previously proposed for wearable sensor data [30]: rotation,
permutation, and time-warping. We picked these three trans-
formations (out of seven) due to a better performance found in
our experiments and in [30]. Specifically, each sensor feature
was rotated using a rotation matrix with a uniformly random
angle. Permutation was used to manipulate the sample by
segmenting data into five equal segments and permuting
them. Finally, the time-warping (ft ) factor was applied using
a random warping scale.

4) ActivityGAN [11]
ActivityGAN utilized vanilla GAN to augment sensor data
from a random noise vector. The generator of ActivityGAN
consists of 5 De-CNN layers and 5 CNN layers with LReLu
activation except for the last layer that uses Sigmoid. Activ-
ityGAN was originally developed to generate the amplitude
of the accelerometer over 100 timestamps. In this evaluation,
we modified them to augment 19 features over 300 tem-
poral steps by increasing the stride and padding factor of
De-CNN layers. For the discriminator, we adopted the use
of 3 2D-CNN layers with a modification on the input layers
from 1 feature to 19 features. Each ADL class was trained
separately as a vanilla GAN learns data distribution solely
from the training data without conditional variables.

5) AUXILIARY CLASSIFIER GENERATIVE ADVERSARIAL
NETWORK (ACGAN) [25]
ACGAN is a conditional GAN that takes a random vector as
input with auxiliary conditional arguments, i.e., ADL class
and subject embedding vectors. ACGAN was implemented
for ADL sensor data augmentation with model architecture
similar to ADL-GANs as in Table 1. Specifically, the gener-
ator is composed of backbone and upsampling parts where
‘‘128+c’’ of input size in Table 1 combines 64-dimensional

random vector z, 64-dimensional subject embedding vector v,
and ADL vector of c.

6) CycleGAN
In order for CycleGAN to learn transformations between all
possible pairs of ADL classes in an n-class dataset, n(n−1)/2
CycleGANs would be required. For the WASH dataset that
has 13 ADL classes, 78 separate CycleGAN models need to
be trained. The models were implemented using the same
generator and discriminator as the context-transfer ADL-
GAN but one-hot encoding and ADL classifier network were
not used.

7) StarGANv2 [39]
is an improvement on StarGAN, which was proposed to
capture the data distribution of multiple domains whereas
StarGAN depends on a discrete label using a diversity regu-
larizer that encourages the generator to produce more diverse
images. We included StarGANv2 as one of our baseline mod-
els during evaluation as it has performed well in translating
images between multiple domains. However, we found its
mapping function inferior to one-hot-encoding, which we
used instead in ADL-GAN.

E. IMPLEMENTATION
The implementation of ADL-GAN2 was done on PyTorch
1.4 [40] with evaluation performed on NVIDIA Tesla V100
andA100GPUs. Five-fold cross-validation with subject-wise
splitting was utilized with 60% for training, 20% for val-
idation, and 20% for testing. The validation set was used
to tune network configurations and hyperparameters such as
learning rate and decay rate via grid-search. Only training and
validation sets were used in the ADL-GAN data augmenta-
tion method. The testing set was held out and only used to
evaluate the ADL classification without applying any data
augmentation. The Adam optimizer [41] was used to train the
models as follows.

ADL-GAN was trained for 1,000,000 iterations
(30-40 hours) with a batch size of 8 samples, randomly drawn
from different subjects. Generator parameters were updated
every 10 iterations while the real/fake discriminator and ADL
classifier were updated every iteration. A learning rate of
0.0002 was used with a decay rate of 1e−5.
ExtraSensoryMLPwas trained for 50 epochswith a batch

size of 300. A learning rate of 0.002 was applied with a decay
rate of 5e−4. Cross-entropy loss was used to train the model.
CRUFT was trained using a batch size of 128 for

100 epochs. A learning rate of 0.001 was used with 1e−5

decay rate.
Subject embedding vector was implemented based on

d-vector as in [38]. We considered 200 ms with 50% overlap
of MFCC, gyroscope and accelerometer as an instance. The
D-vector model was trained for 1,000,000 iterations using a

2Python code: github.com/ADL-GAN/ADL-GAN
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batch size of 640, comprising 10 samples from each of the
64 subjects from the training set. The split testing set was not
used in this step. A learning rate of 0.002 was applied with a
decay rate of 1e−5.

F. METRICS
1) ADL CLASSIFICATION
The proposed methods were evaluated using the Balanced
Accuracy (BA =

∑c
i (Sensitivityi + Specificityi)/2c) and

F1-score metrics (F1=2(Precision × Recall)/(Precision +
Recall)), computed over c ADL classes. The standard error
for each measurement is in parentheses.

2) GAN METRICS
The quality of the generated image was measured using the
Inception Score (IS) [42] and Fréchet Inception Distance
(FID) [43]. IS and FID were proposed as alternatives to a
subjective human evaluation of GAN-generated images and
indicate correlations with human annotation. Both metrics
are based on the recognition performance of the pre-trained
model, where the CRUFT model was trained on real data
as a reference model. IS was computed on the predicted
class probability using Kullback–Leibler divergence (DKL)
following IS = exp(EX∼pf DKL(p(y | X ) || p(y))), where
X ∼ pf are fake data. FID was computed from the mean
and variance of values in the LSTM layer of the CRUFT
model from fake (µf , 6f ) and real data (µr , 6r ), as FID =
∥µr − µf ∥

2
2 + tr(6r +6f − 2

√
6r6f ).

3) SHANNON ENTROPY
Class imbalance can be considered as an impurity in class
distribution that can bemeasured by the entropymetric. Shan-
non entropy [23] was utilized as an uncertainty measurement
in class distribution. A lower Shannon entropy corresponds to
certain information, which means class distribution is skewed
to themajority class while a higher Shannon entropy indicates
uncertain information, whichmeans class distribution is more
evenly distributed [44]. Shannon entropy can be defined as
1
n

∑n
i=1−p(ci) log p(ci) where p(ci) is probability distribution

of class i.
Subsets of the WASH and MobiAct datasets were cre-

ated with Shannon entropy values ranging from 2 to the
log(1/number of class). Samples of the minority class were
randomly subsampled to create a subset with lower entropy
(more imbalanced) whereas samples in the majority class
were randomly subsampled to create a subset with higher
entropy (more balanced). The MobiAct dataset was selected
to be compared with the WASH dataset because it has a
similar number of classes (13 classes in the WASH dataset
and 9 classes in the MobiAct dataset). The subsampling was
repeated 30 times and applied in the same ADL recognition
pipeline, but filter sizes in the CNN and LSTM were reduced
by half to prevent overfitting that occurs due to sub-sampling
methods.

VI. RESULTS
A. DATA AUGMENTATION USING ADL-GAN
Based on the BA in Table 4 and the F1-score in Table 5,
we found that by augmenting ADL features using ADL-GAN
and combining them with real data in the training set,
ADL classification performance was improved in theWASH,
ExtraSensory and MobiAct datasets using the CRUFT and
MLP models. Compared to ACGAN and ActivityGAN, aug-
menting sensor data using translation GANs (ADL-GAN
and CycleGAN) significantly improves ADL classification
accuracy. Subject-transfer ADL-GAN increases the BA in the
WASH dataset by 27.9 and statistically outperforms SMOTE,
a popular data-level augmentation method, as well as
instance-weighting, a commonly used algorithm-level tech-
nique for mitigating imbalance in datasets. In the MobiAct
dataset, context-transfer ADL-GAN outperforms subject-
transfer ADL-GAN and all baselines. This breakthrough per-
formance may be because the MobiAct dataset is a scripted
dataset – the training of context-transfer ADL-GAN utilizes
class embedding where accurate label benefits the algo-
rithms – and is more balanced than the other two datasets.
In comparison to CycleGAN, context-transfer ADL-GAN
is competitive with the CycleGAN that utilizes 78 GANs
to achieve transfer between 13 ADL classes of the WASH
dataset whereas only one ADL-GAN is used in the context-
transfer ADL-GAN, which requires computing resources up
to 17 times less than CycleGAN. This result indicates that
one-hot encoding of the class is sufficient to map the distribu-
tion in the WASH dataset. In MLP, a better BA is achieved by
the subject-transfer ADL-GAN but the differences between
the methods with respect to baselines are not statistically sig-
nificant. The classification improvement on the ExtraSensory
dataset is significantly less than that in the WASH dataset,
possibly because the ExtraSensory dataset contains up to
three times the number of ADL classes as the WASH dataset.
However, the ExtraSensory dataset exhibits the same trend
of improvement as the WASH dataset. We did not perform
ActivityGAN andCycleGANon the Extrasensory dataset due
to the large number of classes in the Extrasensory dataset.

Based on the quantitative measures of GAN performance
in Table 6, subject-transfer ADL-GAN has the highest IS,
indicating that the generated sample is more distinct, espe-
cially for the ExtraSensory dataset. According to the FID
metric, CycleGANhad a lower distance between fake and real
samples in the WASH dataset, however, with a significantly
longer training time. The translation GANs (ADL-GAN and
CycleGAN) outperformed ACGAN and ActivityGAN for
both metrics.

The improvement from augmenting each ADL class in the
WASH dataset is summarized in Table 7. Subject-transfer
ADL-GAN improves classification accuracy in most classes,
followed by Context-transfer ADL-GAN. Without data aug-
mentation, the sensitivities of most minority classes are lower
than those of the majority classes. Instance-weighting con-
siderably improves the sensitivities of minority classes, but
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TABLE 4. ADL classification results: balanced accuracy.

TABLE 5. ADL classification results: F1-score.

TABLE 6. Quantitative measurement of generated sensor data.

at the expense of majority class sensitivities — sensitivities
of Sleeping and Walking classes are reduced. Additionally,
the results demonstrate that using instance-weighting and
SMOTE results in a large gap between sensitivity and speci-
ficity for the minority class; sensitivity is greater than speci-
ficity in the minority class, indicating that the model is more
sensitive to minority classes than other classes. This draw-
back does not exist in context-transfer and subject-transfer
ADL-GANs. Moreover, when SMOTE is employed to aug-
ment sensor data, the BAs of the Talking on phone, Stairs
down, Stairs up, Jogging, and Exercising ADL classes are

decreased. This decline in performance may be due to the fact
that traditional data augmentation techniques, such as linear
interpolation, generate samples in a way that does not repre-
sent the true data distribution. Furthermore, ADL-GAN and
CycleGAN show improvements in the accuracy of intense
ADL classes, such as Exercising, Jogging, Stairs down and
Stairs up, which is significantly better than the baselines,
as visualized in Fig. 6. ACGAN and ActivityGAN alleviate
the class imbalance problem better than instance-weighting
and SMOTE, based on the small gaps between the sensitivity
and specificity of the minority class, but the BAs are outper-
formed by ADL-GANs and CycleGAN.

To investigate the effect of subject embedding on ADL
classification accuracy, we analyzed the relation between
subject cluster, plotted in embedding space using t-distributed
Stochastic Neighbor Embedding (t-SNE) in Fig. 7, and
the ADL classification accuracy. An average cosine dis-
tance (1 − vi·vj

∥vi∥∥vj∥
) was calculated for each subject to

determine how well the subject clustered on the embed-
ding space. The result indicates a weak correlation of -
0.682 between average cosine distance and ADL classi-
fication accuracy. In other words, subject-transfer ADL-
GAN performs more effectively on subjects that are well
clustered.

50682 VOLUME 11, 2023



A. Ditthapron et al.: ADL-GAN: Data Augmentation to Improve In-the-Wild ADL Recognition

TABLE 7. ADL classification performance in each ADL class of WASH dataset.

FIGURE 6. Improvement of ADL classification performance for each class
in WASH dataset.

B. CLASS ENTROPY
In order to analyze the degradation of ADL classification
performance caused by imbalanced classes, we varied the
class entropy of WASH and MobiAct datasets, as shown in

FIGURE 7. t-SNE visualizations of subject embedding.

Table 8. The proposed ADL-GAN was compared against
SMOTE, ACGAN and signal transformation baselines. Aug-
menting data with subject-transfer ADL-GAN improves the
BA the most in very skewed data distributions (entropy<21.4)
whereas context-transfer ADL-GAN provides the best per-
formance when the class distribution is more balanced
(entropy>21.5). These findings imply that augmenting ADL
with imbalanced class distributions from the same ADL class
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generates a better sample than augmenting with a different
class and from a random vector (ACGAN). However, the
main limitation of ADL-GAN and other deep learning-based
data augmentation methods is that it requires a vast amount
of training samples. For the MobiAct dataset, signal transfor-
mation and SMOTE all do not manifest a trend of decreasing
BA while other methods do.

C. SENSOR-WISE AUGMENTATION
To measure the importance of each sensor, we retrained
subject-transfer ADL-GAN to augment all combinations
of these three sensors. The results are shown in Table 8.
When comparing each sensor individually, the accelerom-
eter is the most important sensor, attaining a BA of
48.25 using instance-weighting, which can be enhanced
by 34% using subject-transfer ADL-GAN. The CRUFT
model performs optimally on combinations of Acc+MFCC
and Acc+Gyro+MFCC, with slightly superior performance
on Acc+Gyro+MFCC. ADL-GAN also outperforms signal
transformation and ActivityGAN on all sensor combinations.
In the signal transformation method, an improvement
achieved from introducing MFCC features is limited com-
pared to other data augmentation methods, indicating that
SpecAugment may not be suitable for augmenting MFCCs
for ADL recognition tasks. For ActivityGAN, the data aug-
mentation method does not surpass the instance-weighting
baseline in all sensor combinations. The best perfor-
mance of ActivityGAN is observed in Acc+MFCC and
Acc+Gyro+MFCC with the lowest BA observed in Gyro.

VII. DISCUSSION
A. TRANSFER GANs CREATE MORE REALISTIC AND
DIVERSE DATA THAN OTHER GANs
Our results show that synthesizing a sample by transforming
from real data, which is visualized in Fig. 9, yields more
realistic samples than from a random vector with the con-
dition. This aligns with results in StarGAN and CycleGAN,
which both generated more realistic images than the condi-
tional GAN. While the conditional GAN is able to generate a
sample without using a real sample, the samples generated
are often less realistic than those generated using transfer
GANs such as ADL-GAN and CycleGAN. Table 7 and 8
also demonstrate that transfer GANs are able to improveADL
recognitions in an imbalanced dataset in most ADL class and
all sensors, which outperforms conditional GAN (ACGAN)
and vanilla GAN (ActivityGAN).

B. DATA AUGMENTATION OUTPERFORMS
COST-SENSITIVE LEARNING IN MITIGATING CLASS
IMBALANCE
Oversampling minority classes with data augmentation
improves overall classification BA in the CRUFTmodel. This
is seen in both ADL-GAN and baseline signal transformation
methods. ADL-GAN outperforms the instance-weighting
baseline by 31%. While cost-sensitive learning incorporates

the minority class into the weight gradient calculation, the
minority class may not be well-sampled, which leads to over-
fitting of some ADL classes as has previously been reported
in [12].

C. DEEP LEARNING-BASED ADL CLASSIFICATION
PERFORMED BEST USING DATA AUGMENTATIONS
GENERATED USING ADL-GAN
It was demonstrated that a deep learning model that classifies
low-level features outperforms one that classifies handcrafted
features. Although the handcrafted features were extracted
from ADL-GAN-augmented features, the performance of the
MLP model does improve significantly, as compared to the
CRUFT model. This may due to the limitation of hand-
crafted features or the fact that CRUFT model contains more
parameters.

D. MFCC IS THE MOST IMPORTANT FEATURE IN FOR THE
ES-MLP AND OFS-MLP ADL RECOGNITION MODELS
Feature importance was analyzed using GradientSHAP [45],
which estimates SHAP values by adding Gaussian noise
into each training sample as baseline and randomly selecting
points between baseline and test samples to compute the
gradient. The contribution of each input feature to the output
of MLP model is approximated by gradients * (inputs -
baselines).

The mean value of the first MFCC component is indicated
as features that have high impact on the MLP model based
on SHAP values plotted in Figure 10. Although MFCC was
initially developed for the speech task, e.g. the first MFCC
captures most information in human speech (e.g., formants
and spectral envelope). MFCC is not robust to noise, which
benefits ADLs that have trivial speech content. These find-
ings align with those of Vaizman et al. [3] that reported
that audio was a significant sensor in analyses and modeling
performed as part of ExtrasensoryHCR project when location
and phone state features were not considered. The ADL class
predictions that are affected by MFCC audio features the
most are sitting, lying down, running, sleeping, bathroom and
talking on the phone.

Although MFCCs are demonstrated to be important for
ADL recognition, there are concerns that collected audio
features or MFCCs may violate smartphone owner’s pri-
vacy. In traditional speech processing, MFCCs are frequently
adopted as features in the speaker recognition and ASR tasks.
In a data leak incident, MFCCs may reveal the identity of the
speaker and speech contents to a certain degree. However,
ASR requires more MFCCs to perform well. This study
considers only MFCCs up to 13 components, which is not
sufficient for ASR that needs 21-42 MFCCs for speech to be
intelligible [46].

E. POSSIBLE APPLICATIONS OF ADL-GAN
This study proposes ADL-GAN to address the class imbal-
ance problem that is common in in-the-wild datasets.
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FIGURE 8. ADL-GAN data augmentation method in various class imbalanced level, Top: WASH dataset, Bottom: MobiAct dataset,
Annotation on entropy value: * indicates original entropy of the dataset and † indicates upper bound of the entropy.

TABLE 8. ADL classification result using the CRUFT model on the WASH dataset.

ADL-GAN has the potential to be applied to other applica-
tions in ADL and HAR, such as subject/device adaptation,
data scarcity, and soft-labeling of unlabeled samples. For
instance, subject-transfer ADL-GAN can used for subject
adaptation and soft-labeling by augmenting testing subjects
data from the embedding vector extracted from a short (label
or unlabeled) snippet of data. For data scarcity, Figure 8
visualizes the performance of ADL-GANs in two extreme

scenarios. At the lowest entropy value of 2, the amount of
training data in minority classes are significantly reduced,
demonstrating how the models perform on a dataset that
contains ADL classes that rarely occur. At the highest entropy
value, total training samples are greatly reduced to obtain
a training set with equal numbers of samples in all ADL
classes, which demonstates how the models perform in a lim-
ited data scenarios without class imbalance. Our ADL-GANs
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FIGURE 9. Augmented MFCC, accelerometer and gyroscope features using context-transfer ADL-GAN, subject-transfer ADL-GAN, ACGAN and CycleGAN in
WASH dataset.

FIGURE 10. Feature importance: Top 10 features of ES-MLP in WASH dataset.

were demonstrated to outperform the baselines in both
scenarios.

F. LIMITATIONS OF ADL-GAN
ADL-GANwas designed for low-level sensor features, a sub-
set of features presented in the datasets. Some soft features
or high-level ones that accumulate through time, such as
‘‘time of day’’ and ‘‘walking step’’, were omitted from this
investigation due to overfitting during GAN training. Another
disadvantage of this method is due to the nature of GANs,
which requires more training time and a significant amount
of training samples.

G. FUTURE WORK
First of all, we would like to evaluate ADL-GAN on more
ADL classes. Secondly, both ADL-GANs can also be used
to augment data to solve the limited-data problem. Subject
embedding can work effectively on a small set of sam-
ples, and samples can be generated using the proposed
subject-transfer ADL-GAN. Another possibility is to employ
context-transfer or subject-transfer ADL-GAN to adapt sub-
jects in a meta-learning and meta-testing fashion. In the
experiments involving sub-sampling, some models overfitted
to the training set where we tackled the problem by reducing
the model size. Alternatively, transfer learning or pre-training
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model may be considered as they can reduce the overfitting
issue.

VIII. CONCLUSION
Class imbalance is a common classification problem in in-
the-wild datasets, including those collected for ADL. This
paper proposed ADL-GAN, which augments data in two
different ways: 1) context-transfer synthesizes features in
a minority ADL class for a given subject using features
from the majority class, and 2) Subject-transfer synthesizes
a minority ADL class of a subject using data collected for
that ADL from other subjects. We show that subject-transfer
ADL-GAN, which utilizes a subject embedding with con-
trastive loss, generatesmore distinct training samples and out-
performs conventional data augmentation methods, including
SMOTE, instance-weighting and a conditional GAN in the
ADL datasets with skewed class distributions. It improved
in-the-wild ADL classification the most, up to 27.9 on bal-
anced accuracy and 35.6 on F1-score. Context-transfer ADL-
GAN improved scripted ADL classification the most, up to
9.58 on balanced accuracy and 8.09 on F1-score. Our find-
ings demonstrate that ADL-GANs are a viable method for
augmenting data of minority classes to address the problem
of imbalanced classes.
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