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ABSTRACT Establishing reliable and efficient multicast services in heterogeneous networks under an
erasure channel is one of the current priorities in coding theory, particularly in Network Coding (NC) over
data networks. Additionally, the increasing number of clients with mobile devices with high processing
capabilities and the prevalence of non-delay tolerant traffic have led to the demand for non-feedback
multicast schemes regarding distributed resource management. Current communication platforms lack
gradual and dynamic coding control based on the type of data being transmitted. This paper proposes a
reliable transmission scheme based on a concatenation of systematic coding and Random Linear Network
Coding (RLNC) called Fulcrum coding. This hybrid rateless coding scheme with distributed characteristics
allows the implementation of an adaptive resource management system to increase the decoding probability
during data reception. The method ultimately results in a higher network throughput and shorter transmission
times (RTT) per packet by implementing efficient Forward Error Correction (FEC).

INDEX TERMS Fulcrum coding, random linear network coding (RLNC), network coding (NC), multicast,
rateless coding, coding theory, round-trip time (RTT), forward error correction (FEC), heterogeneous
networks, erasure channel.

I. INTRODUCTION
The excessive demand for services implies high throughput
of digital data traffic in multicast mobile wireless networks.
These services increasingly require data frame coding to
ensure efficient delivery in hostile transmission environ-
ments [1]. The wireless channel is a stochastic medium in
which many phenomena directly affect the transmission qual-
ity, including poor link quality, interference, noise, signal
fading, and power supply. These factors directly affect the life
cycle, reliability, and quality of services offered by mobile
networks [2], [3]. Owing to this problem, a variety of solu-
tions have been implemented based on protocols residing in
various layers of the Open Systems Interconnection (OSI)
model, some in the application layer and others in the trans-
port layer, to ensure the delivery of data, in compliance with
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some Quality of Service (QoS) policies [4]. However, these
protocols have some shortcomings, mainly because they do
not differentiate between failures due to network congestion,
consequences of bottlenecks, or modifications of the wireless
medium, drawbacks that do not consider the type of data
coding when sending high-performance streaming [5]. Thus,
advances based on code theory have been designed, espe-
cially in modern NC coding schemes and in derived codes
such as the Fulcrum Code, which aims to break the tradi-
tional stored and forward (SF) schemes and establish a new
transmission unit format or protocol data unit (PDU) for data
coding at each point of transmission [6], [7], [8]. The devel-
opment of this next-generation code has been extensively
implemented in digital data transfer, as it enables mapping of
data segments to an n-dimensional vector space over a finite
field, such as GF (2n) , with n≥ 1 and supported with linear
codes to implement forward error correction FEC strategies,
including the general class of erasure codes [9].
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Implementing these techniques in binary erasure channels
is efficient in recovering valid information when it is affected
by errors or losses in any transmission medium [10]. The
inherent nature of digital communication channels implies
unreliable links between each terminal, resulting in a wide
range of variants in different network connections. These pro-
cesses affect the system performance because of the increased
randomness of themedium caused by signal fading, broadcast
blockages, and congestion due to transmission on best-effort
channels [11].

II. RELATED TECHNIQUES
Currently, complements to RLNC coding have been devel-
oped to create data redundancy while encompassing gradual
decoding of the system, Fulcrum coding being an example of
this.

Fulcrum coding is a concatenation of two independent
coding systems: incoming inner code and outgoing outer
code [12], [13], [14]. One part is in charge of adding
redundancy, and the other has the option of adding addi-
tional complexity to increase the probability of generating
new degrees of freedom at the decoding time. This coor-
dinated system takes advantage of nodes with extra pro-
cessing capabilities to develop higher-order decoding, such
as using a degree extension of the binary corpus GF (2n) ,

n> 2 [15], [16].
Fulcrum coding establishes a mapping of native packet

segments to coded symbols through a finite fieldGF(2), and a
respective extensionGF (2n) , n> 2 in the same coded vector
called an expansion. For an initial condition, the outer code
coding generates an expansion of r new encoded vectors. This
expansion results from the linear combination of the total of a
generation or g segments of coded packets through matrix C ,
whose entries are made up of linear coefficients generated in
a finite field. There is a direct relationship between the coding
and extremes of the transmission in terms of processing from
the degrees of freedom defined in r and the coding extent
to which the linear coefficients are generated. In (1), each
entry of the new coded vector is systematically represented.
This vector was added to the native packet vector P to
form U [17].

Ui =
g∑
j=1

cijpj, i = 1, 2, . . . ,r, (1)

where cijϵGF (2n) , n > 2, the new coded vector P∗ = [PU]
will be of length g + r . Packet expansion guarantees a high
probability of receiving linearly independent packets and
increases the robustness against packet losses in an erasure
channel. However, this expansion requires high energy con-
sumption owing to the complexity of the processing symbols
of binary extensions [18]. It is necessary to carry out the
inner code coding, a process based on RLNC coding over
GF (2) to complement the concatenation, which leads to
a decrease in complexity at the time of decoding because
binary coefficients are implemented. Finally, each entry of

FIGURE 1. Fulcrum coding in a Cross-Layer Network Coding (CLNC)
process controlled by an Application Programming Interface (API). The
coding is composed of a direct sum of linear spaces and a multiplication
of linear coefficients. A scheme is defined on layer 3 of the
communication model and controlled with parameters that define the
performance of the communication. [20].

the encoded vector is of dimension g+ r , as shown in (2).

p′i =
g+r∑
j=1

λijp∗ij, i = 1, 2, . . . ,g+ r (2)

It should be observed that each coefficient {λ i,j, cr,j} gen-
erated in the system is uniformly distributed in (3).

Pr {i = t} =

{
σo, t= 0
1−σo
q−1 , t ∈ GF(2n),n ≥ 1 (3)

where 0 ≤ σo≤ 1 and σo = 1/q. There have been
advances in generating coefficients with other distributions,
such as solitons [19]. Each data flow of the system is
encoded through XOR (⊕) and AND (⊗) operators, defined
in a vector subspace, and controlled at the application layer
level (AL-Fulcrum, AL Application-Layer Fulcrum). It also
includes a cross-layer process that relies on the transport layer
for data segmentation, as Fig. 1.

However, within the same generation, the system can select
the number of packet segments that enter the coding process,
which we call the coding density. For example, for binary
coding and the generation of ten packet segments, the system
can generate five zeros (0) as linear coefficients to comply
with a density of 0.5 [26]. On the other hand, each coded
packet is introduced into the network with the possibility of
being forwarded by other intermediate nodes or establishing
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new coding or recoding, which means defining new linear
combinations in the information path, as illustrated in (4).

pi′′ =
g+r∑
j=1

zijp′ij, i = 1, 2, . . . ,g+ r (4)

Recoding determines the same operations as coding, mean-
ing that new random coefficients are generated to operate
on the uncoded information. It can be said that the recod-
ing coefficients update the coding coefficients. With new
linear combinations, the linearly dependent vectors at each
point of the network are eliminated, thus generating a higher
probability of obtaining an innovative vector or coded vector
that increases the rank of the decoding matrix. Additionally,
this new population of packets from recoding decreases and
maintains a constant probability of packet loss ϵ over an
erasure channel. That is, for an R-node transmission with
recoding, the forwarding probability is characterized by (5).

Min [(1− ϵ1) , (1− ϵ2) , . . . . . . , (1− ϵR)] (5)

In contrast, under normal conditions, without recoding, the
probability of sending will be

∏R
i=1 (1− ϵi)

i; as a conse-
quence, recoding will be a potential mechanism to minimize
the error in the system, an error that is caused by channel
fading and the effect of erasure on the information. This effect
can be characterized by absorbing the error through random
linear coefficients τ∈GF (qn) , n ≥ 1, according to (6).

pei′′ =
g+r∑
j=1

zijp′ij +
g+r∑
j=1

τϵij, i = 1, 2, . . . ,g+ r (6)

Nevertheless, it is important to note that at each receiver or
forwarding node, it is possible to consider a vector subspace
composed of encoded vectors or packets that arrive at the
memory buffer of the receiver. This vector space is in a
state of transition because new information constantly arrives.
The decoder algorithm captures a set of encoded vectors and
separates their linear coefficients to determine whether they
are innovative. Through this procedure, it is also possible to
detect linear dependence, which is usually the product of an
error in the transmitter channel that creates a blurring effect in
the linear system. Continuing with this line of analysis, when
the receiver obtains a full rank matrix, each encoded vector
is seen as a linear combination P ′′ = C×P, [21]; for that
reason, to find the native packet segments, it is necessary to
find C−1, [22].
The decoding process is performed using stepwise Gaus-

sian elimination [23], [24]. As each coded packet allows
storage of its linear coefficients, decoding can be performed
only with the information of each packet [25]. NC attempts to
suppress the disadvantages of current protocols, such as TCP,
which is characterized by a Stateless Protocol, meaning that
it does not preserve the states of previous request sessions.
Although it improves the scalability of packet networks,
this feature decreases performance by increasing the redun-
dant data sent by specific retransmission requests. Instead,

NC obtains complementary information from packets that
have not been decoded to avoid retransmission of require-
ments, which makes it possible to decode each packet in the
system, including at any point in the transmission, regardless
of the session of each stream, because each packet contains
the necessary information from the encoder field and its
respective linear coefficients.

III. PROPOSED FULCRUM TUNING ADJUSTMENT
The design aims to mitigate media errors and erasure prob-
lems by gradually increasing coding complexity. This goal
was achieved by controlling the density w in the coding
matrix. In addition, because Fulcrum is rateless code, it is pos-
sible to generate a potentially unlimited sequence of coded
packets from a set of native packets at the source such that
these packets can ideally be recovered from any subset of
coded packets of size equal to or slightly larger than the
number of coded packets at the source.

Rateless codes generate a redundant amount δ of packets
up to a set point in the communication, which indicates that
they have the advantage of compensating for system losses
caused by transmission errors and slowing down the injection
of coded packets until all native packets are recovered at the
endpoint of the communication. Based on the above, one way
to achieve a gradual increase in communication as a function
of coding density is to obtain the receiver degrees of freedom
i to reach w, according to (7), [27].

w (i) = (g+ u)min

{
1
2
, 1− g+u−i

√
1−

g+ r
g+ r + δ

}
(7)

The density of the inner code is required to be w< 0.5
because the linear coefficients are defined in GF (2); there-
fore, their uniform distribution is a randomly generated aver-
age value. Owing to feedback from the receiver, it is possible
to obtain the current rank i of the matrix in the decoder.
Consequently, it is feasible to obtain the probability of gen-
erating innovative vectors with minimum complexity at the
origin [28], [29] according to (8).

Pinno (i, g+ r) ≥ 1−
[
1−

w
(g+ r)

]g+r−i
,

i = 0, 1, . . . ,g− 1 (8)

where 0 ≤ u ≤ r ; that is, because r is the expansion of
the encoded vector, this can also be gradual and controlled
through u. In this case, r = u.

A. CODING REGIONS AND FEEDBACK
Because of delays in the network, it is almost impossible
to obtain exact information from the decoder in real time;
the solution to this problem is to define coding regions.
To approximate the matrix rank at the decoder, the scheme
represents a certain number of feedbacks according to the
fulfillment of the k = g+r degrees of freedom at the decoder.
Consequently, this feedback allows the source to regularly
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update the coding density at the origin according to (9).

i (k) =
⌊
[k] ·

2k − 1
2k

⌋
, k ∈

[
1, 2, ..,Log2 (k)+ 1

]
(9)

Each time the degrees of freedom corresponding to a spe-
cific area were completed, feedback was sent to adjust the
matrix density during the coding process. However, if no
feedback is obtained in response, the range at the decoder
is assumed to grow gradually until a density of 50% is
reached for binary coding. In addition, an overestimation
of the receiver range must be calculated because of packet
losses caused by transmission. The latter largely depends on
the degree of congestion in the network, type of wireless
transmission per channel, and processing level of the end
devices [30].

B. PROPOSED MATHEMATICAL MODEL
According to the coding process and header fields of a coded
packet, and as proposed by Muriel and Sundarararajan [9],
linear coefficients can be stored in the packet for decoding in
conjunction with the respective binary extensions, which can
produce more degrees of freedom at the time of decoding.

First, one starts from the probability of obtaining k linearly
independent vectors generated by inner code coding, repre-
sented by packets encoded in GF (2), a k-dimensional vector
subspace, which can generate 2k different encoded vectors.
In addition, the zero vector is explicitly excluded from the
extraction urn in a real implementation; hence, the probability
in (10).

2k − 1
2k − 1

= 1 (10)

For the second option of an innovative vector, it is nec-
essary to discard any scalar multiple of the received vector.
Therefore, the probability is defined in (11).

2k − 2
2k − 1

(11)

Subsequently, as innovative vectors arrive, they are accu-
mulated and discounted from the ambient spaceGF

(
2k

)
, and

because each arrival of a vector is taken as an independent
event, the probability of obtaining k innovative vectors is
defined in (12) [31].

Pgk =
k∏
i=1

[
2k − 2i−1

2k − 1

]
(12)

Thus far, the coding for a low-complexity Fulcrum inner
code transmission that includes only binary coefficients has
been characterized, in this case, for devices with low process-
ing capacity. However, to increase the degrees of freedom in
the receiver supported by an expansion of binary compatible
codes, a concatenation of codes was developed that takes
advantage of those devices with processing properties to
exploit more complex transmissions. Therefore, it is feasible
to create Fulcrum outer code decoding, where the increased

coded vector resulting from the expansion increases the prob-
ability of generating innovative vectors at the beginning of the
transmission. This model is specified in (13).

Pogk (g, r) =
[
2k − 2i−1

2k − 1

]
. . .

[
2k − 2g−1

2k − 1

]
·

[
qk − qg

qk − 1

]
. . .

[
qk − qg+r−1

qk − 1

]
=

g∏
i=1

[
2k − 2i−1

2k − 1

]
·

g+r∏
j=g+1

[
qk − qj−1

qk − 1

]
(13)

It is essential to differentiate the probabilities of generat-
ing innovative vectors according to the system’s complexity
because at the moment of initiating communication through
the session layer, it is essential to exchange the necessary
parameters to determine the coding most in line with the
properties of the codes. It is also necessary to map packet
segments according to the Maximum Transmission Unit
(MTU) requirements and streaming implemented through the
transport protocol. It should be noted that rateless coding is
generated because, owing to the stochastic effects of the data
channel, the packet is subjected to transmission under the era-
sure effect. Consequently, as many generations as necessary
must be produced to complete total decoding at the receiver.
For this, we start by modifying the model generated by
Trullols–Cruces [32], which considers the generation of extra
packet segments in rateless coding as mutually exclusive
events. In (14), we examine the modified Fulcrum Rateless
N = k + 1 model [33].

Pogk (g, r,N ) = Pgk (g, r) ·
g∑

i1=1

2k − 2i1−1

2k − 1

·

g+r∏
j1=g+1

[
qk − qj1−1

qk − 1

]
(14)

The modified model for a Fulcrum transmission is more
robust and flexible. Adding this additional information vector
would compensate for any additional linear combinations
needed to decode each generation. There is a way to generate
as many extra N = k+δ packets as required until the rank of
each decoding matrix is obtained, as stated in (15).

Pogk (g, r,N )

= Pgk (g, r)
g∑

i1=1

2k − 2i1−1

2k − 1

g+r∏
j1=g+1

[
qk − qj1−1

qk − 1

]

·

g∑
i2=i1

2k − 2i1−1

2k − 1

g+r∏
j2=g+1

[
qk − qj2−1

qk − 1

]

· · · · ·

g∑
i(δ)=i(δ−1)

2k − 2i(δ)−1

2k − 1

g+r∏
j(δ)=g+1

[
qk − qj(δ)−1

qk − 1

]
(15)

The advantage of the rateless coding property is its effi-
ciency in implementing it in unidirectional multicast com-
munications because, owing to the nature of FEC code
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correction, based on linear codes, it is possible to reduce the
effect of erasure correcting code (ECC) erasure, which ulti-
mately translates into increased decoding probability. In addi-
tion, this effect consistently reduces system signaling, as it
only generates the necessary feedback to inform the receiver
that the limit of a coding region has been reached.

For this type of distributed coding mechanism, there is no
need for additional coordination between the communication
points to create missing packets in the transmission. These
packets are originated by linear combinations of random coef-
ficients under a rateless transmission type and are sensitive to
controlled by complementary factors such as sliding window
control [38].

C. PACKET COMPENSATION FOR ERASURE EFFECT AND
DECODING PROBABILITY
It is crucial to determine whether data transmission occurs on
a channel with an erasure effect ϵh, where h is the transmitting
channel. In addition, the transmitting source system must
generate δ extra coded packets, the necessary ones, until the
receiver obtains the entire generation of the g native packet
segments. Therefore, the probabilistic model that character-
izes decoding according to these conditions, where a grad-
ual adjustment of the system by the receiver is considered,
is defined through a binomial probability model that consid-
ers the transmission of a total of N = k + δ, as stated in
(16) [32], [34].

Fh (δ) =

N∑
m=k

(
k+ δ

k

)
ϵN−mh (1− ϵh)

m
· Pogk (g, r,N )

· Pinno (i, g+ r) (16)

Implementing many links l, where each link contains
its erasure level ϵh(0 ≤ h ≤ l), is feasible when con-
sidering a channel model with memoryless erasure effect.
It is essential to consider this aspect because many current
Multiple-input Multiple-output (MIMO) transmission tech-
nologies are based on their efficiency in implementing multi-
ple frequency-hopping spread-spectrum (FHSS) transmission
channels. Therefore, the probability of reception increases as
the number of links increases, when copies of the same coded
vector are sent. This new generalized model for a total of m
native packet segments is defined in (17).

Pmi =
l∑

ϱ=1

m∏
h=1

Fh(Nϱ = δ) (17)

By sending multiple signals through different transmitter
channels, the receiver can reconstruct information by select-
ing the maximum decoding probability. The following sec-
tion describes the algorithm for sending a single generation
and communication link, as well as decoding delay d̄ as a
performance metric in the system. For this, it is necessary
to understand that data transmission is established over a
channel with time slots, and for each slot, a coded data packet
or a signaling packet is sent. To understand this delay metric

based on finite fields, the lower and upper bounds of d̄ must
be considered. This was proved by I. Chatzigeorgiou and A.
Tassi in corollary 1 in [35], which we state below:

Consider a transmitter that employs RLNC over GF(q)
on L source packets, and generates coded packets. Suppose
that a potentially infinite number of coded packets can be
transmitted over a broadcast channel to multiple receivers.
In this case, the average decoding delay d̄ incurred by each
receiver is bounded as follows:

L
1− ϵ

≤ d̄ <
1

1− ϵ

[
L +

q
(
1− q−L

)
(q− 1)2

]
(18)

Therefore, the minimum delay under an instantaneous sup-
pression and feedback effect is defined as d̄ + D̄, where D̄
is the packet delay in the network, that is, the time it
takes from the source to destination under point-to-point
transmission.

IV. PROPOSED FULCRUM TUNING CONTROLLER
The objective is to offer a protocol that guarantees a reliable
transmission over the transport layer. Data segmentation is
performed according to the system frame size and with the
minimum signaling load to guide the connection. A solution
that exploits the advantages offered by the linear combina-
tions of the inner code coding, which aims to increase a
robust system against packet loss caused by a channel with an
erasure effect, as well as the advantages of outer code coding,
which is necessary to exploit distributed coding in a network
with devices with high processing capacities. In the end, all
of the above translates into creating a distributed and flexible
code capable of establishing a balance between complexity
and energy efficiency in the system because, although the
complexity of the system increases, the transmission time is
reduced owing to the FEC capabilities. Equally important, the
coding scheme allows for a decrease in the transmission com-
plexity by tuning each generation dispatch with respect to the
receiver degrees of freedom. Under this design, it is necessary
that, at the beginning of each data transmission, a session is
defined, where an exchange of essential parameters is per-
formed to establish the number of feedbacks required for the
encoder algorithm, as well as the number of generations and
expansion level in the data vector to be encoded. See Fig. 2.

Through this feedback process, the density of the coding
W matrix can be adjusted. Matrix calculates the number
of coefficients required to generate innovative packets with
minimum complexity. The scheme suggests increasing the
coding density as the receiver(s) accumulates more linearly
independent packets of generation. Jointly, δ extra coded
vectors are generated, thanks to the fact that the error rate of
the transmission channel is known; therefore, it is possible to
compensate for packet loss caused by system erasures. Con-
sequently, it is possible to achieve any fraction of throughput
in exchange for an additional delay fraction resulting from
packet forwarding, owing to the lack of degrees of freedom
in decoding.
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FIGURE 2. Fulcrum Rateless Adapter Protocol signaling diagram.

A. CODING ALGORITHMS WITH ADAPTIVE TUNING AND
ADJUSTMENT
The process comprises the first stage of expansion or system-
atic coding, called outer, and a second stage defined by RLNC
coding, called the inner code. See Algorithm 1.
where m is the total number of generations to be encoded.
Consequently, the following process is a gradual control
of the transmission with the help of specific parameters of
the receiver: the current range of the Wr decoder matrix to
control the coding density, percentage of packet loss error,
and identification of decoded GedId generations to generate
only linear combinations of segments that have not yet been
decoded. Therefore, it is important to have functions that
allow the random selection of packet segments that have not
been decoded, and the generation of linear coefficients to
control the coding density. See Algorithm 2.

At the end of each generation transmission, the density of
the matrix reaches its maximum value of W = 0.5, meaning
that only 50% of the packet segments are sent. Above this
value, congestion occurs in the network; hence, the density
of the matrix has an upper limit.

B. ADAPTIVE DECODING ALGORITHM
The decoding process, as defined, involves a stepwise
Gauss–Jordan reduction of a rank k matrix. However, the
system can obtain linear coefficients of a binary extension
generated in the outer code coding, giving rise to extra
encoded data to complete the linear system for reduction.
This last event shortens the decoding steps because the linear
system goes from having rank g+r to rank g, with coefficients
absorbed by binary extensions. See Algorithm 3.

In the decoder algorithm, we identified that the system only
executes the feedback when the decoding matrix has reached
the range number or when the limit of the areas to be agreed
upon from the start of the session has been completed.

The extension property in Fulcrum coding leads to the
intuitive assumption that the decoder algorithm outperforms
the standard RLNC scheme in terms of computational com-
plexity because working with binary extensions exploits the
computational capabilities of the receiving system to reduce
decoding times. It is feasible to increase the gradual complex-
ity in decoding to obtain additional states because the table of
symbols to work with increases.
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Algorithm 1 Coding - Outer Code
Require: Generation g > 0,Expansion r > 0
Native Packets Pi = {p1, p2, p3, . . . , pg}

Ensure: Coding Packets P∗i = {p1, p2, . . . , pg, p
∗

1, . . . , p
∗
r }

k← 1
while k < m do
j <- 1
for j < r do
i← 1
Ui← 0
J ← ∅
while i < g do
j <— Random Segment Packets {1,2,3, ..,g} —

GedId\J
c <—Random coefficients \GF(2n),n > 1
J ← J ∪ {j}
Ui← Uj ⊕ (cij · Pi)
i← i+ 1

end while
P∗←− P U Uj

end for
k ← k + 1

end while

Algorithm 2 Coding - Inner Code
Require: NGenerationsm > 0, Generation g > 0, Expansion r > 0
Segment Packets P∗i =

{
p1, p2, . . . , pg, p∗1, . . . , p

∗
r
}
.

Ensure: Coding Packets P ′i =
{
q1, q2, q3, . . . , qg+r

}
.

GedIr ← ∅
i← 1
while i ≤ m do
Wt ← Wt = (g+ µ)

{
9+µ

√
1− g+r

g+r+δ

}
Qi ←

−→
0

δ← ∅
λ1← ∅
Ar ← SendArea (g)
while True do

if ( Received ()) then
[Wr Error← Received ()
if FullRank(Wr) then
i← i+ 1
Break

end if
δ← Rateless ( Error )

λ1← (n+ r) ·Min
(
(Densi(Wr, δ, g, r)), 1

2

)
end if
if (λ1 > Wt) then
Wt ← λ1

end if
λi ← Random coefficients \GF(2)yWt = λ1
P∗i ← Random Segment Packets {1, 2, 3, . . . , g+ r} −GedId
Qi ← Qi ⊕

(
λi · P∗i

)
P ′i ← Qi ∪ δ

Send′
(
P ′i

)
end while

end while

It is important to note that the only nodes that can encode
are the origins because recoding at intermediate points

Algorithm 3 Adaptative Decoding
Require:
Require: N Generations m > 0, Generation p′j:, λj coding
coefficient, Expansion r > 0, g: Generation size, Error : Error
Channel, Com : Complex device
High, Low
Ensure: P :Native Packet
j← 1

while j ≤ m do
i← 1
Ar ← ObtainArea()
while i ≤ g+ rdo
p′j:← new incoming coded packet
λ′j:← new incoming coding vector
P′i :← 0
if Depnendency

(
P′i, 3

)
then

continue
end if
if

∣∣P′i∣∣ ≥ n+ r then

P′i ← InnerD
(
Gauss Jordan

(
P′ij

)
, 3

)
else

if Com = Altathen
P′i ← OuterD

(
GaussJordan

(
P′ij

)
, 3

)
else

continue
end if

end if
if P′i ̸= 0 then
Pij ← Pij ∪

{
P′i

}[
WrGedId]← issuccessfulAre

(
Pij

)
Error ← ObtainError()
if FullRank (A r) then
Decode(GedIdr)
i← i+ 1
break

else if CheckArea(Wr,Ar) then
Feedback(Wr,Error)

end if
end if
i← i+ 1
Wr ← 0
3← 0

end while
j← j+ 1

end while

disables the tuning owing to the lack of density control in the
coding; therefore, there is no control over the complexity of
the communication.

V. ANALYSIS OF FRAMEWORK FULCRUM
PERFORMANCE WITH TUNING CONTROLLER
A simulation with point-to-point transmission from the
source node to the destination node was set up for the design
experiments. The data come from a random sampling scheme
with 30 (thirty) samples per simulation state, guaranteeing
the normalization of the data with a confidence interval cor-
responding to 95 %. Table 1 summarizes the experimental
parameters, performance metrics, factors, and levels for the
different scenarios [36], [37].
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TABLE 1. Parameters and levels.

FIGURE 3. The probability of decoding with different levels of erasure is
simulated through a binomial probability.

The maximum allowed frame size is set for each packet,
with a header overhead of 8 bytes for the link layer (LLC),
Logical Link Control, and overhead due to the storage of
linear codes. Care should be taken when selecting the block
size or g-generation, because choosing a large block can
result in a significant latency overhead, even more than what
would be induced by retransmission. Conversely, selecting a
small block may be insufficient to protect against packet loss.

The decoding probability at the receiving node was ana-
lyzed to evaluate the performance of the proposed scheme.
Data traffic and a gradual opening of the coding window
are determined because the transmission must be tuned,
which generates several coding coefficients proportional to
the degrees of freedom in the decoding matrix with a max-
imum of 50% of the number of generations to be coded.
It should be noted that the experiment uses a generation g
of 18 segments of native packets and an r of five segments
of packets encoded in a binary extension. The decoding
probability was examined to determine the efficiency of data
reception, as shown in Fig. 3.
The Fulcrum rateless scheme determines the maximum

decoding probability, where additional traffic with the same

FIGURE 4. Fulcrum Adapter Tuning Protocol with the transmission of
g+ r = 23 segments and i = 3 feedback corresponding to the generation
of 3 areas, with degrees of freedom of 12, 18, and 21.

FIGURE 5. Rateless Decoding delay with different erasure levels
simulated through a binomial probability, with (g=18 and r=5).

characteristics as encoded traffic is delivered. This scheme
shortens the transmission time. However, in a tuned transmis-
sion, it is observed that Fulcrum coding maintains the maxi-
mum probability of generating innovative vectors, as shown
in Fig. 4.

Fig. 4 shows that the difference between the decoding
probabilities of Fulcrum and RLNC over GF

(
27

)
is negli-

gible, except for RLNC coding over GF (2). The probability
of generating innovative vectors decays abruptly from the
beginning of transmission. It is also evident that through
Fulcrum coding, it is possible to create innovative vectors
with lower complexity thanRLNC coding, where all its inputs
are encoded in the same binary extension. The delay in each
decoding is shown in Fig. 5.

Fulcrum coding uses the flexibility of components. Indeed,
it is realized by combining two encodings: the first, called
inner coding, is performed on the binary field GF(2), while
the other, called outer coding, is performed using an extension
of the binary field, say GF (2n). This process allows us to

73846 VOLUME 11, 2023



Y. Rivera Julio et al.: Fulcrum Rateless Multicast Distributed Coding Design

FIGURE 6. Decoding delay with different coding field sizes at the source,
with (g=18 and r=5).

take advantage of the mapping between vector spaces to
take part of a generation encoded in a binary extension and
reduce it in another vector subspace to complete the full
decoding of the data. It implies the generation of innovative
vectors through linear combinations. While this mapping
between vector spaces allows for reducing the complexity
of the system, on the other hand, it requires an increase in
computational power. Significant research now promises to
mitigate these effects [39].

Although a higher complexity implies a longer decoding
delay, this is compensated for by the suppression of redundant
messages owing to the linear dependency caused by lower
base coding. Likewise, FEC-type coding facilitates the elim-
ination of signaling traffic owing to error and transmission
control, as well as the additional traffic caused by packet
requirements. Similarly, as shown in Fig. 6, the field size at
the coding time influences the decoding probability.

The capabilities of Fulcrum coding are highlighted, which
defines a maximum probability with the coding of (18/23)
78% in each of its binary-based GF (2) inputs and the other
22% under a respective extension, which is used in high-level
processing devices. In this case, the binary inputs are mapped
to extensions to achieve decoding with fewer steps, owing to
the reduction in dimensions.

Finally, A traffic encoded with Fulcrum code Rateless
directly increases the overall resilience of the system, thus
generating an efficiently obtained Goodput at the receiver,
as shown in Fig. 7.
While generating data in GF (2) RLNC encoders require

less complexity, it also leads to the generation of linearly
dependent vectors or redundant information in the system,
which affects a decrease in Goodput at the final receiver of
the data.

A. THEORETICAL ANALYSIS
The model consideration is a Hybrid Automatic Repeat
request (HARQ) scheme that implements Automatic Repeat

FIGURE 7. Transmission generated under a 100MB/s channel, with a 70%
erasure probability.

reQuest (ARQ) methods at the source of the transmission
for error control, as well as at the final destination (FEC) of
the system. This controlled architecture from the application
layer through, an API allows receiver feedback, not by pack-
ets received, but by the fulfilment of degrees of freedom at the
decoder. Specifically, the system triggers feedback for each
respective and acknowledged generation of packet segments
at the receiver. For this reason, distributed coding reduces
the number of necessary retransmissions, partly caused by
system errors and the extra signaling generated by the control
packets. Instead of retransmitting the necessary messages at
the receiver, these HARQ systems based on Fulcrum codes
successively probe the receivers to determine how to create
innovative vectors withminimum complexity by tuning while
generating additional traffic to compensate for the loss caused
by stochastic processes caused by the transmitter channel.
Therefore, the proposed architecture aims to define a valid
model for multicast streaming, generated with minimum
delay requirements for its propagation, whose transmission
efficiency depends on the processing performance of the
receiving device.

It is important to note that the only nodes that can encode
are the origins because recoding at intermediate points dis-
ables the tuning owing to the lack of density control in the
coding; therefore, there is no control over the complexity of
the communication.

VI. CONCLUSION
The proposed protocol is a mechanism that improves the
reliability of packet transmission over other protocols that do
not provide guaranteed delivery, such as the UDP protocol,
especially in multicast networks and/or in applications that
require low-delay tolerance. The architecture focuses on the
resiliency generated by Fulcrum coding in favor of transmis-
sion with the help of linear combinations to recover strictly
determined symbols due to erasures. Owing to this linear
combination of packet segments in a random manner, any
information is recoverable at its destination with the help of
packets that have not been decoded, so there is technically
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considered to be no loss of information. These properties are
complemented by a type of rateless code transmission, within
which the sender slows down the sending of coded packets
until each generation obtains a full-range matrix at the final
destination, that is, a mass sending of packets is performed,
conditioned by each system feedback, which reduces the
system signaling, and consequently, the RTT times.

The compatibility of Fulcrum coding with higher layer
services allows for a gradual deployment of the communi-
cation, which leads to the exploitation of a comprehensive
scenario of heterogeneous configurations and hybrid topolo-
gies. A distributed coding architecture that takes advantage of
devices with heterogeneous performance in the network was
implemented to fix a balance between performance and com-
plexity at the ends of the communication as a consequence of
generating a hybrid HARQ requirement scheme that ensures
connection through the recognition of degrees of freedom in
the final path of the information. While developing a multi-
cast in the network reduces the end-to-end delay overhead,
additional benefits were found if exceptional capabilities and
specific coding algorithms were implemented at various lay-
ers of the protocol stack, which decreased system signaling.

This study provides in-depth evidence of several aspects of
distributed and flexible coding for delay-insensitive stream-
ing data transmission. While most previous work on coding
focuses on point-to-point communications, this scheme tar-
gets the exploitation of heterogeneous devices in the network
to reduce the retransmissions generated by system errors.
The design is motivated by numerous applications in which
a gateway server with access to sufficient computing power
is defined as an agent for distributed data processing and
complemented by the endpoints of the communication.
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