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ABSTRACT The use of quantum annealers in black-box optimization to obtain the desired properties of a
product with a small number of trials has attracted attention. However, the application of this technique
to engineering design problems has been limited. Here, we demonstrate the applicability of black-box
optimization with a quantum annealer to the design of electric circuit systems, focusing on π -type noise
filters as an example. We develop a framework that uses quantum annealing to find the optimal location of
electrical components and conductor paths connecting the components, and confirm that the learning process
appropriately works over a number of trials to efficiently search for a design with high performance. The
results show the potential applicability of quantum annealing to design problems of electric circuit systems.

INDEX TERMS Combinatorial optimization problem, noise filter, quadratic unconstrained binary optimiza-
tion, quantum annealing, quantum computing.

I. INTRODUCTION
A. QUANTUM ANNEALERS
High-performance computers are required to elucidate and
predict complex phenomena, such as in simulations of the
behavior of systems with multiple interconnected factors.
However, Neumann-type computers, whose development
has followed Moore’s law, do not meet the demand for
high performance. Drastic improvements in Neumann-type
computers are not expected [1] as their single-threaded
performance has reached its ceiling [2]. Therefore, non-
Neumann-type computers are expected to be an alternative
for high-performance computation for complex problems.

Quantum annealers are one type of non-Neumann-type
computer [3]. Commercial machines are available from
D-Wave Systems. The architecture of a quantum annealer
implements the Ising model on a circuit using superconduc-
tivity. The ground state of the Ising model is efficiently found
using the quantum effect [4], [5], [6].

Since the ground state of the Ising model is equiv-
alent to the solution of quadratic unconstrained binary
optimization (QUBO), which includes not only fundamental
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problems [7] but also practical ones [8], [9], [10], [11], [12],
[13], [14], a quantum annealer is regarded as a quantum solver
for QUBO problems.

Pragmatically, the usability of quantum annealers for com-
plex problems relies on their compatibility with the QUBO
formulation. Previous studies are limited to cases in which
the original problem formulation has an apparent link to
QUBO, such as that for combinatorial optimization prob-
lems. A recent study combined quantum annealing with
machine learning to find the optimal arrangement of the
constituent elements of a metamaterial [15]. The original
problem (optical properties of the metamaterial) was not
necessarily converted to a QUBO formulation, implying the
applicability of quantum annealing to general optimization
problems. Specifically, they proposed a type of black-box
optimization framework, in which the unknown relation
between the input binary variables and the complex prop-
erty values computed according to the governing equations
is learned by means of a second-order regression equation
and the optimal input variables are obtained using quantum
annealing.

Reports of applying black-box optimization to design
problems are limited to optical problems with the opti-
mal arrangement of metamaterials described above and
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photonic-crystals [16], the structural dynamics problem of
substrate vibration [17], and molecular design [18].

B. DESIGN PROBLEM OF NOISE FILTER
In this study, we focus on an electric noise filter as an example
electric circuit. Noise filter performance depends on the com-
bination of electrical components and the paths of conductors
connecting them.

Products designed for electromagnetic compatibility incor-
porate noise filters that reduce input voltage noise to prevent
high-frequency noise from affecting surrounding electronic
devices, which are low-pass filters. The electrical component
allocation region needs to be determined under the constraint
of a certain amount of noise attenuation, i.e., an optimal
filter design is required. In this study, we apply black-box
optimization that incorporates calculations conducted using
quantum annealing to the design optimization of a noise
filter that consists of two capacitors and an inductor, called
a π -type filter, and demonstrate that this optimization frame-
work is useful for electric circuit design problems.

Topology optimization has been used for optimal design.
Although topology optimization is applicable to electric cir-
cuits [19], the inherent challenge is to avoid falling into a
local optimal solution, which stems from the method being
based on the gradient method. In particular, optimization
problems with many degrees of freedom related to element
location, as considered in this study, generally have a complex
objective function space, which can hinder the search for the
global optimal solution. The proposed optimization frame-
work, which combines black-box optimization and quantum
annealing, exploits the features of quantum annealing to
avoid becoming trapped in a local optimal solution.

C. SUMMARY OF CONTRIBUTIONS
The contributions of this study can be summarized as follows.

• We extend the framework of optimal design based
on black-box optimization using quantum annealing to
problems related to electric circuit systems.

• We confirm that the optimization process works as an
optimal design method for electric circuits by analyzing
the learning process based on the relation between the
number of searches and performance values.

II. METHOD
A. DESIGN PROBLEM OF π-TYPE NOISE FILTER
A circuit diagram of the π-type noise filter to be designed
is shown in Fig. 1. The circuit consists of three elements,
namely an inductor and two capacitors. Figure 2 shows the
π -type noise filter model utilized in this study. It is assumed
that the back side of the substrate is grounded. The perfor-
mance of a noise filter is determined by the capacitance of
the capacitor, the inductance of the inductor, inductive noise,
and parasitic capacitance. The inductive noise and parasitic
capacitance depend on the relative location of the inductor,
the capacitors, and the conductor path, which does not appear

FIGURE 1. Circuit diagram of π-type noise filter.

FIGURE 2. Example of element and conductor arrangement for π-type
noise filter. The input and output ports, capacitors, and inductor are
represented by simple square elements. The backplane is the electrical
ground.

in the circuit diagram but should be designed as described
below.

B. BLACK-BOX OPTIMIZATION OF NOISE FILTER
The objective of black-box optimization is to obtain the input
parameter x that minimizes (or maximizes) the characteristic
value y with a small number of trials under the condition that
the relation between x and y (y = f (x)) is unknown. Here,
we focus on Bayesian Optimization of Combinatorial Struc-
tures (BOCS) [20], which is a learning method applicable to
cases where the input parameter x is a binary variable, as done
in the literature [21]. In BOCS, the relation between x and y
is learned sequentially using a quadratic regression equation
of x. In other words, starting with several data sets of x and y,
we (1) obtain the data y for the input x through simulations or
experiments on a real system where the input-output relation
is unknown, (2) learn the relation between data y and input x
in quadratic form, and (3) search for the optimal input x
under the assumed quadratic relation. The relation between
the various tasks in BOCS is summarized in Fig. 3.
To apply this black-box optimization to the design of noise

filters, we define a binary variable x that specifies the location
of the element and the conductor path, and employ electro-
magnetic field analysis using the finite element method as
the data acquisition method in (1). In (3), quantum annealing
is employed to find the global minimum in the regression
model, which has many local minima. The solution x of
the quantum annealing and the corresponding output value y
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FIGURE 3. Schematic diagram of BOCS. (1) Data y for input x is obtained
from simulation or experiment. (2) Second-order regression equation is
estimated from input x and y . ỹ is estimated value. (3) Optimal x is
found. Here, A is the coefficient of the quadratic regression equation.
f is an unknown function under the governing equation.

FIGURE 4. Candidate element positions and conductor paths. As an
example of conductor paths, three candidates (A, B, and C) between the
upper side of the input port and the left side of capacitor 1 are shown.

are added to the data in the learning process. We refer to
this method as BOCS-QA. To clarify the effect of quantum
annealing, a calculation using simulated annealing (BOCS-
SA) instead of quantum annealing is also performed and the
results are compared. Explanations for the quantum annealing
and simulated annealing are given in Sec. II-C below.
The following sections describe the binary design variables

that represent electrical component positions and conduc-
tor paths and the characteristic values for evaluating filter
performance.

1) BINARY DESIGN VARIABLES
The element positions and conductor paths between the ele-
ments are mapped to the binary variable x. In this study, the
problem is to select the positions of five elements (an input
port, an output port, an inductor, and two capacitors) from two
candidates and the conductor paths from three candidates.
In order to represent these variables as binary variables, the
substrate is divided into a 10 × 15 (X×Y) grid. The input
and output ports are placed on the sides of the board and the
inductor and capacitor are placed in the grid as concentrated
elements, as shown in Fig. 4.

Three candidate paths as conductors are created by con-
necting the elements from top to bottom in the following
manner.

A. Draw a path in the X direction and then in the
Y direction.

FIGURE 5. Circuit corresponding to bit string ‘‘0101101010010001100100’’
in one-hot representation.

B. Draw a path in the Y direction to half of the difference,
then in X, and then in the remaining Y direction.

C. Draw a path in the Y direction and then in the
X direction.

The typical π-type noise filter, shown in Fig. 2, is appropri-
ately included as a candidate by the above conductor setting.
The present method can be simply extended to the case with
more than three candidate paths if necessary.

We adopt one-hot encoding to represent noise filters in
which element positions and conductor paths are selected
from these candidates. In the case considered here, 22 bits
are required because there are two candidates for each
of the five element positions and three candidates for each
of the four conductor paths. Let ‘‘10’’ be the state in which
the element is at the bottom or on the left and ‘‘01’’ be
the state in which it is at the top or on the right. Then, let
‘‘100’’ be a conductor path that first moves in the X direction,
‘‘010’’ be one that turns in the middle, and ‘‘001’’ be one
that first moves in the Y direction. The bits that represent the
conductor path follow the element position bits; that is, the
first 10 bits represent the five element positions and the latter
12 bits represent the selection of the four conductor paths.
The bits that represent the element positions are arranged
on the board in the following order from left to right: input
port, capacitor 1, inductor, capacitor 2, and output port. The
conductor paths are similarly arranged in the following order
from left to right: input port - capacitor 1, capacitor 1 - induc-
tor, inductor - capacitor 2, and capacitor 2 - output port. For
example, a circuit encoded by ‘‘0101101010010001100100’’
as binary variable x is shown in Fig. 5. Note that we adopted
one-hot encoding for qubit encoding in order to allow multi-
ple selections for conductor paths and exclusive selections for
element positions, which is not implemented directly using
domain-wall or binary encoding.

2) OBTAINING CHARACTERISTIC VALUE
The S-parameter S21 is adopted as the characteristic value y of
the noise filter. S21 indicates the ratio of output power to input
power. When the input power of noise is p1 and the output
power is p2, S21 is expressed by the following equation,

S21 =

√
|p2|
|p1|

. (1)
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We design a noise filter that minimizes S21 under the given
noise voltage. p1 and p2 are calculated using finite element
analysis for simulating the electromagnetic field of the elec-
tric circuit model shown in Fig. 2. The governing equations
utilized in the finite element method are Maxwell’s equations
in the frequency domain with a constitutive equation for the
materials as follows:

∇ × (∇ × E) − εµω2
(
1 −

jσ
ωε

)
E = 0, (2)

where E, µ, ε, σ , ω, j is the electric field, permeability,
permittivity, electrical conductivity, electric field frequency,
imaginary unit, respectively. With this equation, the currents
induced by high-frequency input voltages are taken into
account.

In the electric circuit model, the back of the board is the
ground and the electrical components are lumped-parameter
ones on the surface of the board. A sufficiently large air region
is provided around the board in order to precisely calculate
the induced noise. A scattering boundary condition is set at
the outermost boundary of the air region.

Special procedures are required in the following two cases
where the S-parameters are not correctly evaluated by the
finite element method.
(I) Element position does not satisfy the one-hot con-

straint.
(II) A bit in the conductor path is ‘‘000’’ (the circuit has a

disconnection on the board).
In case (I), the binary variables are unencodable to a config-
uration of a noise filter. Given such binary variables, instead
of performing the finite element method, we calculate y as a
penalty according to the following formula,

y = ybase + λ

5∑
m=1

(x2m−1 + x2m − 1)2 , (3)

where ybase is the base value of the violation of one-hot
constraints, λ is the penalty coefficient, and xi is the value
of the i-th bit of the binary variable x. Since BOCS learns
characteristic values in quadratic form, this penalty of one-hot
constraints is also expected to be learned.

In case (II), meaningful S-parameters for evaluating a noise
filter performance cannot be obtained because the conductor
path is disconnected such that voltage is conducted neither
from a normal signal nor noise. We assign a dummy conduc-
tor that avoids the disconnection, as shown in Fig. 6. Note that
when multiple conductor paths are selected, such as ‘‘011’’,
we take the sum of the conductor paths.

To summarize, we calculate the characteristic value of a
noise filter y using the following equation,

z ≡

5∑
m=1

(x2m−1 + x2m − 1)2 , (4)

y =

{
S21 ( for z = 0 ),
ybase + λz ( for z ̸= 0 ).

(5)

FIGURE 6. Circuit corresponding to bit string ‘‘1001011001000001000100’’.
The conductor paths between the input power port and capacitor 1 and
those between the inductor and capacitor 2 are not selected. To avoid
disconnection, conductors spread over the board are assigned.

C. NUMERICAL EXPERIMENT
1) CHARACTERISTIC VALUES
To conduct the electromagnetic field simulation on the basis
of a finite element method, we employed the COMSOLMul-
tiphysics software [22]. As a circuit model for finite element
method, the substrate thickness, width, and height are set to
1.6, 150, and 100 mm, respectively. An air area of 30 mm
is provided around the board. Scattering boundary condi-
tions are set at the outermost boundaries of this air region.
The substrate is divided into a 10 × 15 grid, as introduced
in section II-B1.

The physical constants of the power supply port, capacitor,
and inductor are set to 50 �, 100 F, and 10 H, respectively.
The substrate’s relative permittivity, relative permeability,
and conductivity are set to 4.5, 1, and 1.0 × 10−8 S/m,
respectively, assuming an FR-4 substrate. The conductor is
treated as a perfect conductor. In addition, S21 was calculated
using a frequency analysis at 10 MHz.

For Eq. (3), we set ybase = −60 and λ = 10. This λ was
calibrated to such an extent that any violation causes a dete-
rioration in the characteristic value S21, thereby compelling
a quest for a π -type noise filter. If the value of λ is small
(∼ 1), we have confirmed that we need a greater number of
searches to find a solution that satisfies the constraints in an
auxiliary calculation. We avoided using too large a value of
lambda because the accuracy of learning the optimal value in
the absence of element violations would suffer.

2) QUANTUM ANNEALING
The quantum approach for optimizing binary variables is
realized with the following Hamiltonian system [4]:

H = −(1 − α)
∑
i

σ (i)
x + α

∑
i

hiσ (i)
z +

∑
i>j

Ji,jσ (i)
z σ (j)

z

 ,

(6)

where superscript i is an index of spin location. σx , σz are x
and z component of Pauli matrices operating on spins. hi is
external magnetic field and Ji,j is coupling strength between
spin i and spin j. The second term on right-hand side is
the target Ising model, which is equivalent to the QUBO
formula by variable conversion x = (1 − σz) /2. When we
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adiabatically increase α from 0 to 1, we obtain the ground
state of the Ising model, i.e., the resulting spins σx correspond
to the binary values optimized for the problem specified
by hi and Ji,j.
The quantum annealer practically used was Advan-

tage_system4.1 provided by D-Wave Systems. We utilized
default setting of the time schedule of α in Eq. 6. The sam-
pling number was set to 3000 when solving the problem.
The x value that gave the smallest y was adopted as the next
candidate.

3) SIMULATED ANNEALING
One of the classical counterparts of quantum annealing is
simulated annealing, which is a stochastic optimization algo-
rithm. This method is also capable of searching the ground
state of the Ising model. It starts with an initial configuration
of spins and randomly selects spin to flip. Then, the algo-
rithm decides whether to accept or reject the new configura-
tion based on the acceptance probability which is calculated
using theMetropolis-Hastings algorithm:P = exp(−1E/T ),
where P is the acceptance probability, 1E is the difference
in energy between the new and current configuration, and
T is the current temperature of the system. The temperature
is gradually reduced over time to escape local optima and
explore the solution space effectively.

We adopted the Python library ‘‘dwave-neal’’ by D-Wave
Systems [23] as a simulated annealing method. The default
settings of this library for the parameters of simulated anneal-
ingwere used, in which the initial state was randomly selected
and the cooling schedule was geometric. The sampling num-
ber was set to 3000, and x that gave the smallest ywas selected
as the next candidate, which was the same as quantum
annealing.

4) BOCS SETTING
For the initial training datasets of BOCS, we prepared 20 ran-
domly generated binary variables x and their corresponding
characteristic values y. BOCS-QA and -SA were performed
until 300 searches were conducted.

III. RESULTS AND DISCUSSION
We compare the results of the BOCS-QA and BOCS-SA
calculations with those of random search in which binary
variables were randomly generated.

First, the results of all search histories of BOCS-QA and
random search are shown in Figs. 7 and 8, respectively.

The learning processes of BOCS-QA and random search
are different. Figure 7 shows that BOCS-QA mainly learned
the penalty term in Eq. (3) in the beginning (before approxi-
mately 60th search), and subsequently started to learn on the
bases of the performance of the noise filter S21, suggesting
that the design of the penalty term facilitated learning. Then,
the highest record of S21 was steadily set. On the other hand,
the random search shown in Fig. 8 searched for a feasible
noise filter in very rare cases. There is no particular trend.
The number of solutions that satisfy the one-hot constraint

FIGURE 7. Full search history of BOCS-QA.

FIGURE 8. Full search history of random search.

FIGURE 9. Updated records of y . The solid and dotted lines represent the
mean and the filled area represents the area between the maximum and
minimum values.

is ten, which is close to the expected value. The probability
that a random binary variable satisfies the one-hot constraint
is 25/210 = 1/32, so the expected number for 300 searches
is nine.

The update records of the characteristic value y versus
the number of searches are shown in Fig. 9. Since BOCS-
QA, BOCS-SA, and random search are randomized algo-
rithms, the mean, minimum, and maximum values were
calculated for ten trials. BOCS-QA and BOCS-SA steadily
search for a noise filter with good performance, whereas
random search tends to have a large variance (especially
with a small number of searches). The steady performance
improvement of BOCS-QA and BOCS-SA shown in Fig. 9
is due to the successful learning of S21, as confirmed in
Fig. 7. At 300 searches, BOCS-QA shows slightly better
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FIGURE 10. Histogram of S21 value in decibels when element positions
are specified uniquely and there is one conductor between elements.

TABLE 1. Comparison of results obtained by various methods.

FIGURE 11. Noise filter obtained by BOCS-QA.

performance than that of BOCS-SA in terms of the average,
minimum, and maximum values, as shown in Table 1.
Next, we evaluate the filter performance of the obtained

solution. Since there are 222 cases (expressed in 22 bits),
enumerating the performance of all solutions is unrealistic.
We therefore choose only the relevant solutions with unique
element positions and a single conductor path between ele-
ments. This gives a total of 2592 cases (25 = 32 combinations
of element positions and 34 = 81 combinations of conductor
positions). Figure 10 shows a histogram of the S21 value in
decibels. For our settings, noise filters whose S21 is under
−108dB are rare (approximately 3%). Since the average
records of BOCS-QA and BOCS-SA are in the top 0.8% and
1.9%, respectively, as shown in Tabl. 1, thesemethods finding
such filters in 300 searches are considered efficient.

The configuration of the best-performing noise filter
obtained using BOCS-QA is shown in Fig. 11. In this case, the
value of S21 was −111.34 dB. The input port and capacitor

are placed close to each other, preventing performance degra-
dation due to induced noise. This shows that the obtained
configuration is physically reasonable.

In this study, we formulated a problemwith two candidates
for the element positions and three candidates for the conduc-
tor paths. If we considered a large-scale problemwith a larger
number of candidates, the probability of finding a well-posed
noise filter by chance using random search would be much
smaller and the superiority of BOCS-QA and BOCS-SA
would be more significant.

IV. CONCLUSION AND OUTLOOK
To find input parameters that provide the desired characteris-
tics with a small number of searches, we proposed an iterative
optimization method that incorporates quantum annealing in
the BOCS framework and applied it to the problem of design-
ing noise filters. A π -type noise filter that consists of two
capacitors and an inductor was considered. A model was cre-
ated to select two candidates for the location of these elements
and three candidates for the path of the conductor connect-
ing the elements. The results show that a high-performance
noise filter can be efficiently found and that the search pro-
gresses more stably than does random search. This shows
that the framework that incorporates quantum annealing into
black-box optimization is applicable to electric circuit design
problems. The present method could help engineers meet the
high demand for electrical products.

Beyond the optimization of electric components demon-
strated here, system-level optimization of electric devices is
a topic for future work. It could lead to multiphysics optimal
design that requires simultaneous optimizations of multiple
phenomena.

The proposed BOCS framework was proven to work with
quantum annealing and simulated annealing. A compari-
son of these two versions showed only a slight difference.
A recent study that compared the two solvers in a black-box
optimization framework also concluded that clear perfor-
mance improvements using quantum annealing are rare [17].
However, a clear advantage of quantum annealing in finding
optimal solutions, achieved by adjusting the annealing sched-
ule, has recently been reported [24]. Future research should
thus examine in detail the scheduling protocols to further
improve the performance of BOCS with quantum annealing.
In addition, a recent improvement of the learning process [21]
could be integrated into the present BOCS framework to
speed up the whole optimization process.
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