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ABSTRACT FOG computing enhances communication efficiency by processing data at the network’s edge.
In many critical infrastructure (CI) networks, user entities outsource data to the FOG server, but the reliability
of the data is a concern. To avoid incorrect decision-making due to corrupt data, a data auditing process is
mandatory. Further, a group of user entities in a CI network generate data onto a common file and outsource
the file to the FOG server. Auditing such shared group data creates additional complexities. Existing shared
group data auditing schemes using public key infrastructure (PKI) or identity-based cryptography (IBC)
face challenges such as certificate management or key escrow problems respectively. While, certificateless
cryptography (CLC) offers better security and efficiency, but many CLC-based shared group data auditing
schemes lack protection against key generation center compromise. The key generation process in many of
the existing shared group data auditing schemes is centralized and does not support flexible user entity
admission. This paper proposes a distributed and decentralized cryptography approach to enhance the
security of key generation for group members. The scheme offers flexible user admission, allowing for full
or semi-membership. The proposed scheme provides efficient and secure shared group data auditing against
public key replacement, metadata forgery, and integrity attacks, as shown by performance evaluation and
security analysis.

INDEX TERMS Certificateless, data auditing, provable data possession, shared data.

I. INTRODUCTION
The fog computing model introduced by cisco [1] is a
paradigm shift from traditional cloud computing for user data
management. Both the cloud and fog models provide data
storage and processing functionalities to their users. One of
the main differences is that the fog service providers place
the fog servers close to a user, whereas the cloud server is
far away at some remote location. Hence, fog computing
improves communication bandwidth and latency. Moreover,
many critical infrastructure networks such as vehicular-ad-
hoc networks (VANETs), smart-grid networks, wireless sen-
sor networks (WSN), mobile ad-hoc networks (MANETs),
etc. frequently require reliable data access and faster data
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processing; therefore, fog computing is a better option than
cloud computing for such networks.

In cloud computing, the user saves the data file to the cloud
server and then removes the local copy of the file. While the
user trusts and assumes the confidentiality of data files at
the cloud server, there is still concern about remote data file
integrity. Numerous schemes in the literature [2], [3], [4], [5],
[7], [9], [10], [11], [12], [14], [15], [16], [17], [18], [19], [23],
[24], [25], [26], [28], [29], [30], [31], [32], [40], [41], [42]
provide remote data integrity checking (RDIC) mechanisms
that allow the user to verify the integrity of the remote data
file. An RDIC scheme contains two main components: The
first is called the preprocessing component, and the second is
called the auditing component. The user generates metadata
for each data block associated with the data file and uploads
the metadata, data file, and some public information with
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the cloud server in the preprocessing component [2], [3].
While in the auditing component, a third-party auditor (TPA)
or the user issues a challenge to the cloud server, which
subsequently carries out the computation to generate a proof
and forwards the proof of data file integrity to the TPA. The
TPA verifies whether the received proof of data file integrity
is valid and is as per the challenge [2], [3].

There are several RDIC schemes for single-user set-
tings [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [14],
[16], [17], where a single cloud user owns a data file and
performs the auditing task accordingly. In contrast, some
critical infrastructure networks require multiple users to form
a group, contribute, and compute on a commonly shared data
file. To instantiate an RDIC for shared group data will create
newer challenges because different group members calculate
the metadata for the individual blocks of the shared data file.
The proof generation mechanism by the cloud server and
proof verification mechanism by either the group member or
the TPAmust be able to incorporate the aggregation of mixed
information as generated by different members of the group.

There are many RDIC techniques [23], [24], [25], [28],
[30], [31], [40] for shared group data in cloud comput-
ing scenarios. A few of these schemes employ the pub-
lic key infrastructure (PKI) [13], [25], where users select
their private-public key pair, and the public key is securely
transmitted to a trusted certificate authority (CA). The CA
computes a public key certificate that binds users to their
public key. These certificates help prove a user’s public key
is legitimate to other network users. Though the PKI seems
efficient for Internet protocols, the certificate generation,
revocation, maintenance, and verification cause considerable
communication and computation overhead. Hence, the PKI is
not advisable for resource-constraint networks.

Further, a centralized certificate authority is always a cause
for concern, considering the chances of a CA being compro-
mised at some point. Identity-based cryptography (IBC) [37]
is an alternative to the PKI mechanism that minimizes the
overall communication and computation overhead to bind
a user to its public key. Under the IBC, users select their
identity and communicate it to a trusted private key generator
(PKG). The PKG uses its master secret key to generate a
private key for the user’s chosen identity [37]. In the IBC
system, a user’s public key is implicitly tied to their chosen
identity. Therefore, any two users of the IBC system can
derive each other’s public key using only their identity and
some public information. However, a major disadvantage of
the IBC is the key escrow problem, where the compromise of
the PKG would compromise the private keys of all users of
the IBC system [39]. Hence, IBC is not a suitable approach
while designing an RDIC scheme since the data might be of
critical importance, and failure to provide confidentiality and
integrity services will have a greater impact on the users of
the network and their services. Certificateless cryptography
(CLC) [39] is a more secure approach for eliminating the
need for certificate generation and maintenance in PKI and
addressing the key escrow issue in IBC. In CLC, a key

generation center (KGC) binds a user’s public key and its
identity but only gives the user with a partial private key. The
user generates their secret-public key pair, and their private
key is a combination of their secret and partial private keys,
known only to the user. Hence, CLC is a better alternative
to design RDIC schemes for shared group data. But, it was
observed that some of the CLC-based shared group data
auditing schemes are vulnerable to metadata forgery, public
key replacement attacks, and collusion of data auditor and
cloud, as discussed in section I-B.

Existing CLC-based RDIC schemes for shared group data
auditing in fog computing environments consider the key
generation center (KGC) as a curious but passive entity that
sets up the network. However, it was observed in [42] that
the KGC could perform metadata forgery. This potential
issue can be addressed by restricting the KGC from learning
information about the data blocks and their corresponding
metadata. In contrast, this assumption fails when the KGC
is a group manager or a member that can easily access the
data blocks and their corresponding metadata. Hence, it is
not advisable to give the role of the KGC to a single entity.
Further, it can be noted that all the group members contribute
to the shared group data, and authorizing only a single entity
has a high probability of compromise.

A. MOTIVATION AND CONTRIBUTION
The emerging distributed and decentralized networks, such
as wireless sensor networks (WSN), MANETs, VANETs,
smart-grid networks, etc., cannot assume trust in a single
entity such as the key generation center (KGC). Hence,
trust and power must be distributed to the group mem-
bers. Moreover, the group members must be able to dis-
tinguish and decide a new user admission into a group to
become a full member (fully trusted) or semi-member (semi-
trusted). Considering all the above-stated reasons, we are
motivated to design an efficient and secure certificateless
cryptography-based decentralized and distributed network
setup for shared group data auditing without the need for a
trusted central authority and that can mitigate security issues
arising from a compromise of KGC as possible in the existing
works [28], [30], [40] and enable secure flexible new user
admission.

The contributions of this paper are as follows:

1) Our scheme provides secure new user entity admission
for shared group data auditing. The new entity can
become a full member with all the capabilities or a
semi-member with limited capabilities.

2) A user entity can request and compute a private-public
key pair associated with the group secret. The
private-public key pair will be useful to generate meta-
data (digital signatures), pairwise symmetric keys, and
decrypt messages. The scheme is secure against meta-
data forgery, and public key replacement attacks. It also
prevents the precomputation of integrity proofs. In con-
trast, a lot of existing schemes suffer from the same.
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3) The scheme utilizes the FOG computing capabilities
to establish secure broadcast group key agreement and
communication among the edge device and the group
members.

4) The scheme supports aggregate auditing of shared
group data by the data auditor. At the same time,
it can also perform aggregate verification of the audit-
ing proofs of the data auditor. Hence, the metadata
generation mechanism’s aggregate property improves
the auditing task’s efficiency.

The rest of the paper is organized as follows: Section I-B
provides a comprehensive review of the related literature.
In Section II, we explore the necessary background infor-
mation, discussing the cryptographic concepts that have been
used to implement the proposed protocol. The system model,
including the network architecture and data storage types,
is described in Section III. In Section IV, we discuss the
security model. Section V presents a detailed explanation
of the proposed protocol, including the specific steps and
algorithms used in each phase. The security and performance
of the proposed protocol are evaluated in Sections VI and
VII, respectively. These sections provide a thorough analysis
of the proposed protocol’s strengths, and weaknesses, and
suggest potential areas for future research.

B. RELATED WORK
Public key cryptography techniques are highly employed in
designing and developing public data auditing schemes [2],
[3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [14], [16],
[17], [23], [24], [25], [28], [30], [31], [40]. The metadata
generation, a core component of a data auditing scheme,
employs user private keys. The user uploads the data and
metadata onto the cloud. Later, the data auditor requests proof
of remote data possession to determine the data integrity
using some public information. Ateniese et al. [2] proposed
the first probabilistic public data auditing scheme called
the provable data possession (PDP), where the data auditor
challenges the cloud server to provide the PDP proof of
the remote file. The challenge contains randomly chosen
indices of the data blocks of the remote file for which the
cloud must provide integrity proof. The cloud computes and
forwards the PDP proof, and then the data auditor verifies the
received proof using some public information and confirms
the integrity of the remote data. Sacham et al. [3] scheme
based on knowledge of exponent assumption proposed the
proofs of retrievability (PoR), where the user can successfully
retrieve the original data blocks from the challenge response
interactions of the integrity proofs generated by the cloud.
Many existing public data auditing schemes are based on the
PoR and PDP mechanisms.

Several RDIC schemes [2], [3], [4], [5] are based on
public key infrastructure requiring certificate generation,
management, and revocation. There is high computational
and communication overhead in verifying the certificates.
Hence, PKI-based data auditing schemes are not useful for

users with resource constraints, such as in the case of CPS
devices of a FOG computing architecture. An alternative to
PKI-based data auditing schemes is using ID-Based Cryp-
tography (IBC). Here, a PKG creates the user’s private key
using the user’s chosen identity. In IBC, a user’s public key
binds with the user’s chosen identity. Hence, any user of the
IBC system can derive the public key of the other user of the
system using only the identity and therefore does not need to
verify the public keys or generate any certificates [6].

Zhao et al. [7] proposed an ID-based aggregate signature
scheme to generate metadata and allow batch verification.
Wang et. al [4] scheme considers RDIC verification for a
multi-cloud scenario using IBC. The scheme in [9] utilizes
IBC to provide an efficient metadata generation mechanism
but was proven to be insecure in [10]. Recently, Liu et al. [11]
proposed an RDIC scheme using a sanitizable ID-based sig-
nature which provides data protection against untrusted third-
party auditors. Though the schemes in [4], [7], [9], [10],
[11], and [12] have better performance than that of the PKI-
based counterparts. But, the inherent key escrow problem in
the IBC can enable strong security weaknesses in these data
auditing protocols. Hence are not suitable for data auditing
environments that require the confidentiality of the security
keys of the users.

Certificateless cryptography (CLC) [39] on the other hand,
can be the best alternative to both PKI and IBC. It eliminates
both the key escrow problem inherent in IBC and certificates
which are mandatory in PKI. In a CLC system [39], a private
key of a user is composed of both a secret key selected by the
user and a partial private key created by the Key Generation
Center (KGC). Applying CLC to the data auditing protocols
may seem to provide numerous benefits regarding computa-
tional efficiency and private key security. Wang et al. [14]
proposed the first CLC-based RDIC scheme, whose metadata
generation mechanism is a homomorphic verifiable certifi-
cateless signature. The scheme in [15], while highlighting the
need for CLC-based RDIC schemes, proves [14] is insecure
and proposes an improvement to [14] for application in wire-
less body area networks (WBANs). Kim and Jeong [16] CLC-
based RDIC provides mechanisms to verify the integrity in
constant time efficiently. He et al. [17] scheme claims to
protect data from an untrusted third-party auditor but was
proven to suffer from metadata forgery attacks as shown
in [18]. Zhao et al. [19] scheme provides certificateless data
auditing with a designated verifier, while such designation
may not be suitable for public data auditing schemes. The
schemes in [14], [15], [16], [17], [18], [19], and [29] employ
certificateless cryptography technique for remote data audit-
ing for single-user settings where a single user owns the file
and generates the metadata. Whereas, in the context of fog
computing architecture, a group of CPS devices dedicated to
performing data collection for specific activity stores these
data into a common shared file.

Remote data auditing of such shared group data brings
difficulties because different group members compute the
metadata for different data file blocks with their private keys.
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The cloud generates integrity proof, and the data auditor
performs proof verification to ensure data integrity. Both
integrity-proof generation and verification must also effi-
ciently aggregate information of different group users. The
schemes in [23], [24], [25], [26], [28], [30], [31], [32],
[40], and [41] support shared group data auditing. While we
primarily focus on CLC-based shared group data auditing
schemes considering the benefits of CLC over PKI and IBC.
The CLC-based shared group data auditing schemes in [28],
[30], [31], [32], and [40] are for conventional cloud com-
puting scenarios. Hence, these schemes cannot be applied
directly to shared group data auditing in fog computing sce-
narios, considering the distinctive properties of fog networks
as mentioned below.

The computational and storage resources are closer to the
user entities (CPS devices) in a fog computing architec-
ture enabling faster communication and increased bandwidth.
Hence a data auditor within the premises and part of the
fog network will improve the efficiency of data auditing.
Therefore, we are motivated to implement the auditing task
by a group member (CPS device). But, the trustworthiness
of the auditing task is a concern in two practical scenarios.
When the data auditor is selfish, and when the edge device
and data auditor collude. In the first case, when the data
auditor is selfish and tries to save its computational power
by not performing auditing duties as per the service level
agreement, it can procrastinate or skip its duties without
getting detected. In the second case, the data auditor reveals
the challenge information to the edge device ahead of time.
The edge device can precompute the data integrity proofs
beforehand and forward them when challenged for proof of
data possession. The work in [27] shed light on the adverse
consequences of collusive behavior between the data auditor
and the cloud. Most of the previous data auditing schemes
were found to be vulnerable to such attacks. However, the
scheme presented in [27] has limitations, as it cannot be
easily adapted for shared group data auditing scenarios and
does not incorporate certificateless cryptography or data
privacy mechanisms against third-party auditors. It is also
worth mentioning that the data auditor in fog computing
environments is a CPS device, which is more susceptible to
compromise, and thus the threat of collusion is of serious
concern.

A robust data auditing protocol should be capable of
preventing collusion between the edge device and the data
auditor on the challenge information. The work presented
in [42] is the first to tackle various adversarial scenarios
specific to shared group data auditing in FOG-CPS networks
under a certificateless security model. It was revealed that
the CLC-based group data auditing protocols [28], [30] were
vulnerable to metadata forgery and public key replacement
attacks, as demonstrated in [42]. The schemes proposed
in [40] and [41] also adopt a similar metadata generation
mechanism as [28], and are therefore vulnerable to these
attacks. Additionally, none of the schemes presented in [28],
[30], [31], [32], and [40] provide mechanisms to prevent the

TABLE 1. List of acronyms.

collusive behavior between the data auditor and the edge
device.

The issue of KGC metadata forgery was addressed in [42]
by restricting the KGC’s access to information about the
data blocks and their corresponding metadata. However, this
assumption fails when the KGC is a group manager or a
member, who would have easy access to the data blocks and
their metadata. Hence, it is not recommended to assign the
role of KGC to a single entity.

A detailed analysis of the existing shared group data audit-
ing protocols revealed that the current approaches are insuffi-
cient for situations that require decentralization and distribu-
tion of trust and power among the group members. Moreover,
the possibility of admitting new users into the group as either
full or semi-members has not been fully explored. To the best
of our understanding, the crucial aspects of decentralization,
key distribution, and secure flexible user admission for a
certificateless cryptography-based shared group data auditing
remain unexplored.

II. PRELIMINARIES
This section briefly discusses the cryptographic concepts
which have been used to implement the proposed protocol.
The Table 1 provides list of acronyms and the Table 2 pro-
vides important notations and definitions used throughout the
paper.

A. THRESHOLD SECRET SHARING SCHEME
In general, a (k, d) threshold secret sharing scheme [33]
consists of a dealer who possess a secret s, and there is a
group E with d entities where E = {E1,E2,E3, . . . .,Ed }.
The dealer distributes the share si of the secret s to each entity
Ei of the group using a secret univariate polynomial f (x).
The degree of the polynomial is selected as per the threshold
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TABLE 2. Important notations and definitions.

requirements i.e. let k be the threshold where at least k shares
of the secret s are needed to reconstruct the secret s then the
degree of the univariate polynomial will be k−1. It is proven
that shares less than k will not be able to reconstruct the
secret s.
A (k, d) threshold secret-sharing scheme employs polyno-

mial interpolation. The dealer chooses a univariate polyno-

mial f (x) = s +
k−1∑
i=1

ci · x i, f (0) = s and each of the ci

value is chosen uniformly random from Z∗q , where q is a large
prime integer. Let Ei have an identity IDi which is mapped to
a public value bi ∈ Z∗q . The dealer calculates the share ofEi as
f (bi) and forwards it secretly to the entity Ei. To reconstruct
the secret s, at least k entities must cooperate as follows:

s =
k∑
i=1

si · li; where li =
∏
j̸=i

bj
bi − bj

are called the Lagrange

coefficients.
There are various versions of the Shamir secret-sharing

scheme [33]. However, for our proposed protocol, we have
chosen to use the bivariate polynomial version. This vari-
ation was inspired by the works of Blundo et al. [34] and
Saxena et al. [35]. It is particularly useful for our needs
as it supports distributed and decentralized system initial-
ization. Additionally, it allows for threshold-based member
role designation and authorization. This flexibility enables
the admission of a user to the group either as a full member
or a semi-member which is determined by the possession of
both a secret share and private key or only the possession
of a private key respectively, as described in section VI of
the paper.

B. BILINEAR MAP
Consider a cyclic additive groupG, and amultiplicative cyclic
group G1, for |G| = |G1| = p, such that p is a large prime
integer. A bilinear map [36] takes two elements from an
algebraic structure (G) and produces an element of G1; ê :
G× G→ G1. It has the following properties:
Bilinearity: ∀a, b ∈ Zq∗,∀A,B ∈ G, e(a · A, b · B) =

e(A,B)ab = e(b · A, a · B)
Non-Degeneracy: For all x, y ∈ G, then there exists some

x ′, y′ ∈ G such that e(x, y) = e(x ′, y′). This property states
that the map e is non-degenerate, meaning that it is not the
case that e(x, y) = 1G1 for all x and y.

Computable: A bilinear map is considered computable if
an algorithm can compute the map in polynomial time.

The two well-known implementations of the bilinear maps
are tate [37], and weil [38] pairing.

C. NEGLIGIBLE FUNCTION
In cryptography, a function φ(l) : N → R is considered
negligible if ∀c > 0, ∃l0 ∈ N such that ∀l > l0, |φ(l)| < 1

lc
It states that for any positive constant c, there exists some

integer l0 such that for all l > l0, the absolute value of φ(l)
is less than 1

lc . In other words, as l becomes very large, the
value of φ(l) becomes extremely small, approaching zero.

A scheme is ‘‘provably secure’’ when the security failure
probability of the scheme is a negligible function of the
security parameter. Generally, the length of the cryptography
key (security parameter (l)) is the input to the negligible
function.

D. COMPUTATIONAL ELLIPTIC CURVE DIFFIE-HELLMAN
(ECDH) PROBLEM
Let G be an additive group of order p with P as the generator.
An instance of computational ECDH problem in G is shown
below:

Given < p,G,P,A,B > for some A,B ∈ G, where A =
s · P, and s ∈ Zq∗, calculate s · B.

The decisional version of the ECDH problem is as follows:
Given < p,G,P,A,B,C > for some A,B, and C ∈ G,

where A = α ·P,B = β ·P, and C = γ ·P, for α, β, γ ∈ Zq∗.
Decide if αβ · P = γ · P.

The Elliptic Curve Decisional Diffie-Hellman (ECDDH)
problem is easy to solve in a groupG if there is a bilinear map
present inG. However, to this day, there is no known efficient
method for computing sBwithin polynomial time in the group
G, making the computational Elliptic Curve Diffie-Hellman
(ECDH) problem considered difficult to solve within G.

III. SYSTEM MODEL
A. THE NETWORK ARCHITECTURE
There are four major types of participating entities in the
proposed protocol as described below:

Founding Members: These entities are responsible for
setting up the distributed network. They run the setup
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FIGURE 1. System model.

algorithm in our proposed protocol and publish the global
parameters of the network. Each of the founding members
is assumed to be honest.

The Edge Device (ED): In fog computing architecture,
the edge device is a key component that provides storage
and computing services to the end-users, also known as
Cyber-Physical Systems (CPS) devices. The edge device is
located closer to the source, which reduces latency and band-
width issues associated with sending data to a centralized
cloud.

The User Group: In our proposed protocol, a user entity is
a CPS device. A group of users contribute data to a commonly
shared file and are known as the user group. These user
entities generate metadata for their data blocks of the shared
file. Both data and metadata are stored on the edge device.
Whenever a user entity joins the network, it also establishes
a shared symmetric key with the edge device for secure data
transmission.

The Data Auditor: It is responsible for auditing the PDP
proofs computed by the edge device. In our proposed proto-
col, the role of a data auditor is designated to the CPS devices.
The load of the auditing task is shared among the group
members. Each of the CPS devices performs the auditing task
on a turn basis. The details of the schedule of which device
performs when and audit frequencies are written into an SLA
document. A generic system model is presented in the fig. 1.

B. DATA STORAGE TYPES
As a part of the proposed protocol, there are multiple data
storage types generated and maintained by different types of
entities of the network as described below:

Data File: A set of user entities, represented by the group
E, share a common data file containing a collection of data
blocks. Each of the data blocks may have been contributed by
a member of the group.

Metadata File: For every data block of the shared data file
there is a metadata block generated by the corresponding user
entity of the group. The edge device maintains a metadata file

that contains the metadata blocks corresponding to the shared
data file.

Indicator Matrix: For every shared data file F that con-
sists of n data blocks, the edge device keeps a matrix I . This
matrix is a two-dimensional array of size n × d , where the
row index i is associated with a data block (1 ≤ i ≤ n) and
the column index u is associated with a member of the group
(1 ≤ u ≤ d). The notation Ii,u is used to denote I [i][u] as
defined below:-

Ii,u =

{
1 if entity Eu is the generator of block i
0 otherwise

(1)

Audit-Log: Whenever a data auditor performs an audit-
ing task it stores and maintains the auditing results into a
Audit-Log file in the following way:

The fields of a record into the above file are: <
t, t ′,FID,Result, SignedProof > for a data file with identity
FID, the t and t ′ denote the time instances when the auditing
task was initiated and at what time instance the auditing
record has been updated onto a decentralized immutable
ledger (such as blockchain) [21], [22] respectively. The
Result is a 1-bit field that states if the edge device has passed
the data integrity test or not. The last field SignedProof
contains the integrity proof and the digital signature on the
integrity proof by the edge device.

The SLA Document: A service level agreement (SLA)
document contains important information such as who does
the auditing duties, when, and their frequency. The SLA
document also contains details that identify the members
of the group and their privileges. The SLA is signed by
the authorized members of the group before it is executed
between the user group and the edge device. It is assumed that
the edge device maintains the signed SLA document, and is
made available only to the members of the user group.

IV. SECURITY MODEL
In order for an RDIC scheme to be secure, both the metadata
generation and proof of data possession mechanisms must be
unforgeable. The security of the metadata generation, which
is achieved through a certificateless signature mechanism in
our proposed protocol, must be proven in the certificateless
cryptography (CLC) security model. There are three types
of attackers in this model: Type-1, which refers to internal
or external attackers other than the KGC; Type-2, which
refers to a compromised but passive KGC; and Type-3, which
refers to the edge device. Therefore, the proposed scheme
must be analyzed in the random oracle model (ROM) against
all three types of attackers in order to ensure its overall
security.

The security analysis in the ROM setup is a game between
an attacker and a challenger. An attacker is modeled in the
game with all the real-world capabilities and is allowed to
make respective queries to the challenger. Each of the below
games describes the interactions of the respective attackers
with the challenger.
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A. TYPE-I ATTACKER (A1):
The attacker, referred to as A1, can be either an internal
or external entity such as a user of the system or even the
edge device, with the exception of the key generation center
(KGC). The goal of A1 is to create metadata, which is a sig-
nature used to authenticate a data block, that is valid under a
chosen user identity (Eu) for the data block (m), using authen-
ticating information (v). The power of the attacker A1 is
determined through a series of queries made to a challenger,
B, who holds the master private key (s) of the system and
generates the public parameters (Pubp). The queries include
requests for hash functions, partial private keys, secret values,
public keys, updates to public keys, and metadata.

The Game-1: The Game-1 is an interaction between the
attackerA1 and a challengerB.A1 can ask different types of
queries and these queries represent the power of the attacker
A1. The challenger provides a response for each of the query
fromA1. The Game-1 is as follows:
Setup: The challenger, referred to as B, will first run the

setup algorithm. This generates the public parameters (Pubp)
and the master private key (s) of the system. B will keep the
master private key secret and send the public parameters to
the attacker A1. This establishes the necessary information
for A1 to make queries and for B to provide responses as
part of the Game-1 process as shown below:

Queries: A1 makes the following types of queries to the
challenger B.

1) Hash Query: The hash functions which are part of the
meta data generation are modelled by the challenger
and A1 can query for any of these hash functions. B
must return a valid hash response toA1.

2) Partial.Private.Extract Query:A1 can request a par-
tial private key by submitting a user identity (Eu). B
will then run the Partial-Private-Key-Extract algorithm
of the proposed scheme and sends the partial private
key toA1.

3) Secret.Value Query: A1 can request the secret value
(βu) by submitting a user identity (Eu). B will then run
the Secret-Value-Generation algorithm of the proposed
scheme and sends βu to A1.

4) Public.Key Query: A1 can request the public key
(PEu ) by submitting a user identity (Eu).Bwill then run
the Public-Key-Generation algorithm of the proposed
scheme and sends PEu to A1.

5) Public.Key.Replacement Query: A1 can request an
update to the public key for a user (Eu) by submitting
the user identity and the new public key (P′Eu ). B will
then update the public key for Eu to P′Eu .

6) Metadata Query: A1 can request metadata by sub-
mitting a user identity (Eu), a data block (m),
and authenticating information (v). B will then run
the Metadata-Generation algorithm of the proposed
scheme and sends the metadata (σ ) toA1.

Metadata.Forgery:A1 submits the values (E ′u,m
′, v′, σ ′)

as metadata forgery proof. Here, E ′u is the user identity, m
′ is

the data block, v′ is the authenticating information of the data
block m′, and σ ′ is the corresponding metadata.
For the attacker, A1, to be considered successful in the

Game-1 process, the following conditions must be met:

1) The metadata submitted by A1, referred to as σ ′, must
be a valid metadata corresponding to the target user
identity (E ′u), data block (m

′), and authenticating infor-
mation (v′) as determined by the Metadata-Generation
algorithm of the proposed scheme.

2) A1 must not have previously requested the secret value
for the user identity (E ′u).

3) A1 must not have simultaneously requested both a
public key replacement and partial private key for the
user identity (E ′u).

4) A1 must not have previously requestedmetadata for the
values (E ′u, m

′, v′) at any point in the interaction.

B. TYPE-II ATTACKER (A2):
The attacker A2 is a compromised key generation center
that is passive in nature. The goal of A2 is to create a valid
metadata for a chosen user identity (Eu) that corresponds
to a data block (m) and its authenticating information (v).
The capabilities of A2 are outlined in the following Game-
2 process.
The Game-2: The Game-2 is an interaction between the

attackerA2 and a challengerB.A2 can ask different types of
queries and these queries represent the power of the attacker
A2. The challenger provides a response for each of the query
fromA2. The Game-2 is as follows:
Setup: The challenger,B, generates the public parameters

(Pubp) and the master private key (s) using the setup algo-
rithm. B then sends both the master private key (s) and the
public parameters (Pubp) toA2.
Queries: The attacker A2 can make requests for hash

values, secret value and public keys, which are identical to
the queries provided in the first game.
The Partial.Private.Key Query is not required to be

included in the Game-2 sinceB has already forwardedmaster
private key s of the system to A2. Hence, A2 can use s to
generate the partial private key of any user identity Eu.
Metadata.Forgery:A2 submits the values (E ′u,m

′, v′, σ ′)
as metadata forgery proof. Here, E ′u is the user identity, m

′ is
the data block, v′ is the authenticating information of the data
block m′, and σ ′ is the corresponding metadata.
A winning condition for the attacker A2 in the proposed

scheme is established when the following criteria are met:

1) σ ′ must be legitimate metadata produced by the
Metadata-Generation algorithm, corresponding to the
target user identity E ′u for a data block m

′ with authen-
tication information v′.

2) A2 must not have gained access to the secret value
associated with user identity E ′u as part of the secret
value query.

3) A2 must not have queried for metadata on the values
(E ′u,m

′, v′) at any phase of the interaction.
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C. TYPE-III ATTACKER (A3):
The attacker A3 is a compromised edge device. The goal
of A3 is to produce a valid proof of possession without
holding at least one original data block of the corresponding
challenge. The power of the attacker A3 is defined in the
following Game-3.

Game-3: The Game-3 is an interaction between the
attacker A3 and a challenger B. A3 can ask different types
of queries and these queries represent the power of theA3 in
the real world. The challenger provides a response for each
of the query fromA3. The Game-3 is as follows:
Setup: The challengerB executes the setup algorithm, and

generates the public parameters Pubp and the master private
key s of the system.B sendsPubp toA3. Further,Bmaintains
a data file with identity FID, the data file FID contains n
number of data blocks where mi denotes the data block at
index i of the file FID.

Queries: A3 makes the following types of queries to the
challenger B.

1) Data.Block Query: The attackerA3 can request infor-
mation about a specific data block by providing the
index i of the file FID. Upon receiving this request, the
challengerBwill locate and retrieve the corresponding
data block mi, and sends it toA3

2) Metadata Query: A3 can also request metadata
for a specific data block by again providing the
index i of the file FID. In this case, B will run
the Metadata-Generation algorithm of the proposed
scheme and send the resulting metadata σ to A3. The
attacker can also make requests for hash values and
public keys, which are identical to the corresponding
queries in the first game.

Challenge: B calculates the challenge vector values chal
for the file FID as a part of the proof of possession mechanism
using the Challenge algorithm of the proposed scheme. B
sends the chal to A3
Proof.Forgery: A3 submits the proof of possession

proof (t) for the corresponding challenge vector values chal.
The attacker A3 is said to win the above game if the

following conditions are satisfied:

1) The data integrity proof proof (t) submitted byA3 must
be valid according to the Proof-of-Possession algo-
rithm of the proposed scheme.

2) A3 must not have queried for at least one of the
data block part of the challenge vector values in the
Data.Block Query.

V. THE PROPOSED PROTOCOL
A. OVERVIEW OF THE PROPOSED PROTOCOL
The proposed protocol consists of five phases, each of which
plays a critical role in ensuring the security and efficiency
of the system. The initial phase of the protocol is the sys-
tem initialization and member authorization phase. During
this phase, the founding members initialize the network
and obtain their share of the group’s secret key. They also

authorize new trusted users to receive a share of the group’s
secret key. The second phase is the key generation phase,
where a user generates a private and public key pair. The third
phase is the service level agreement (SLA) phase, in which
authorized members of the group reach a consensus on the
SLA document and generate a group signature on it. The
fourth phase is the data preprocessing phase, in which group
members generate metadata for the data blocks they have
contributed to the shared group data file, enabling future ver-
ification of shared group data file integrity. The final phase,
the data auditing phase, involves verifying the integrity of the
shared group data file by a data auditor. A detailed overview
of the five phases is presented below.

1) SYSTEM INITIALIZATION AND MEMBER AUTHORIZATION
PHASE
In a generic CLC-RDIC scheme the KGC runs the setup algo-
rithm. But, considering the existence of security weakness
due to the compromise of either passive or active KGC as
shown in section I-B. We distribute the role of the KGC to the
members of the group (shown in fig. 2). It can also be noted
that in a shared group data auditing, the role of each member
of the group is important. Hence, it is crucial to distribute
the trust and key generation among members of the group
itself. In the system initialization phase, a group of founding
members performs the steps outlined in the setup algorithm.
As a result, each founding member receives a share of the
group secret key (denoted as s). A group member with a share
of the group’s secret key is known as an authorized member.
A new member can request partial admission information
from authorized members by following the steps outlined in
the member authorization algorithm. Once a newmember has
received at least a threshold number (denoted as k) of partial
admission information from authorized members (shown in
fig. 3), it can generate its own share of the group secret key (s).
This enables the new authorized member to provide partial
admission information to other new user entities who wish to
join the group. In addition, authorized members can use their
share of the group secret key to generate a partial signature
for a message. To generate a group signature on the message,
at least k such partial signatures are required. This means that
in order to create a group signature, at least k authorized
members must use their share of the group secret key to
generate a partial signature for the message.

2) KEY GENERATION PHASE
In this phase, a user entity runs the partial private key and
secret value generation algorithms to compute its own private
key. Along with this, a user also generates its corresponding
public key using the public key generation algorithm. A pri-
vate key is used to generate metadata for data blocks of a
file. It is important to note that a user’s level of access and
involvement in the group is determined by their possession
of both a secret share and a private key. A user who possesses
both is considered a full member, while a user who only has
a private key is considered a semi-member.
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3) SERVICE LEVEL AGREEMENT(SLA) PHASE
This phase involves the authorized group members com-
ing to a consensus on an SLA document. To ensure secure
communication of the SLA document among the authorized
members of the group and edge device, we employ broadcast
encryption.We assume that the edge device acts as an authen-
tication server and issues a broadcast group encryption key
to each authorized member of the group. The SLA document
contains details that identify the members of the group and
their privileges. It also defines the members who are respon-
sible for invoking the data auditing task, the time instances
at which the task must be invoked, and their frequency. Once
the document has been agreed upon, each of the authorized
members generates a partial signature on the SLA document.
One authorized member, chosen to represent the group, will
then aggregate at least k of these partial signatures to generate
a group signature on the SLA document. This process ensures
that the final SLA document has been agreed upon by at
least a threshold number of authorized members. The final
SLA document, along with the group signature, is securely
forwarded to the edge device, where the signature is verified
by the edge device. Only after the signature has been verified,
the edge device makes the SLA document accessible to all
members of the group. This allows all members to have access
to the agreed-upon terms and conditions outlined in the SLA
document. This added step of signature verification by the
edge device ensures the authenticity and integrity of the SLA
document.

4) DATA PREPROCESSING PHASE
In the data preprocessing phase (shown in fig. 9), a member of
the group who possesses a private key can generate the meta-
data corresponding to the data blocks they have contributed
to the shared data file. The user then securely forwards both
the data and metadata to the edge device. The edge device
then verifies the validity of the metadata, if it is deemed valid,
it stores the data blocks and metadata in their respective files.
The metadata generation mechanism employed in this phase
supports aggregate verification, which allows the edge device
to verify the validity of multiple metadata blocks at once,
providing an efficient and secure way of handling the data.

5) DATA AUDITING PHASE
In the data auditing phase (shown in fig. 10), a data auditor
initiates the data auditing task by running the challenge algo-
rithm. This algorithm generates a challenge set, which con-
tains information on the random indices of the data blocks of a
shared data file. The data auditor then forwards the challenge
set to the edge device, which must then generate proof of
data possession. The edge device runs the proof of possession
algorithm and forwards its output back to the data auditor.
The data auditor then validates the proof of possession and
updates the auditing results accordingly. In addition, there
is a verify-proof algorithm that enables the verification of
multiple auditing tasks of a data auditor at once. It allows

determining if the auditing tasks were performed correctly
or not. This will enable the rewarding of data auditors who
perform auditing tasks correctly. The reward system can also
enable a semi-member to be upgraded to a full member.
The reward mechanisms and member upgradation will be
considered as a future scope of this work.

B. ALGORITHMS
Let us define the parameters and functions that would be
utilized in the proposed protocol. A cyclic additive group
G, and a multiplicative cyclic group G1, for |G| = |G1| =
p, such that p is a large prime integer. A bilinear map [36]
ê : G × G → G1. The security parameter l, typically of
160 bits corresponds to the order of the group G. There are
three secure hash functions h : {0, 1}∗ → Z∗q , H : {0, 1}

∗
→

G, and H2 : {0, 1}∗ → G. There are also two secure keyed
pseudo-random functions fα : {0, 1}∗ × {0, 1}l → {0, 1}l ,
MACkey : {0, 1}∗ × {0, 1}l → {0, 1}2l . We employ a time-
dependent pseudo-random generation systemmade up of two
functions: π and f . One input to these functions is an λ-
bit string that varies with time and serves as the seed for
generating random numbers. The first function, π : {0, 1}λ×
{Zn+1 − {0}} → {Zn+1 − {0}}. The second function, f :
{0, 1}λ × {Zn+1 − {0}} → Z∗q . These functions are utilized
to create random challenge vectors.

The intricate details of each of the five phases of the
protocol are described below:

1) SYSTEM INITIALIZATION AND MEMBER AUTHORIZATION
PHASE
Setup Algorithm:

The setup algorithm is as follows:

1) Each founding member Ei of the group E selects a
symmetric bivariate polynomial Fi(x, y) ∈ Zq[x, y]
with degree at most k − 1, where k is the threshold
parameter. Let the constant term in each of the poly-
nomials Fi(x, y) be represented by fi,0, where fi,0 =
Fi(0, 0) and fi,0 is secret to the corresponding entity
Ei. The entities in E define an implicit polynomial
F(x, y) =

∑
Ei∈E

Fi(x, y). Let us denote s (secret key of

the group) to be the constant term of the polynomial
F(x, y) where s = F(0, 0) =

∑
Ei∈E

fi,0.

2) Each entity Ei calculates the value Fij(x) = Fi(x, h(Ej))
corresponding to every other entity Ej ∈ E. Ei also
calculates the public information fi,0 · P. Ei securely
sends Fij(x) and fi,0 · P to the corresponding entity Ej.

3) Once the above step is complete. Every entity Ej ∈
E can calculate its private information (a univariate
polynomial) as follows:
PRIj(x) =

∑
Ei∈E

Fij(x) =
∑
Ei∈E

Fi(x, h(Ej)) =

F(x, h(Ej)).
The entity Ej can compute its private share (prij) of the
secret key s as prij = PRIj(0) = F(0, h(Ej).
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FIGURE 2. Setup.

Each entity Ej will also calculate the public key of the
group as follows:
Ppub =

∑
Ei∈E

fi,0 · P = s · P.

MemberAuthorizationAlgorithm:By running this algo-
rithm, a user entity initiates the process to gain access to
the partial admission information from at least a threshold
number (k) of authorizedmembers that is required to generate
its own share of the group secret key.

1) Let us suppose an entity Ex wants to become a autho-
rized member of the group E. It should request at least
k entities that are already authorized members of the
group E.

2) If an entity Ej is an authorized member of the group E
and accepts Ex request then Ej computes the following:
PRIj(h(Ex)) = F(h(Ex), h(Ej)) = F(h(Ej), h(Ex)) =
PRIx(h(Ej))
The above equation holds, considering the symmetric
property of the bivariate polynomial F(x, y). The entity
Ej sends PRIj(h(Ex)) to entity Ex .

3) Once Ex receives the values from k authorized mem-
bers. It can run the following steps to generate its
private information (a univariate polynomial) by using
Lagrange interpolation and then it can compute its
private share of the group secret s.∑
Ej∈E

∏
Ei,i̸=j∈E

x − h(Ei)
h(Ej)− h(Ei)

· PRIj(h(Ex))

=
∑
Ej∈E

∏
Ei,i̸=j∈E

x − h(Ei)
h(Ej)− h(Ei)

· F(h(Ej), h(Ex)) =

F(x, h(Ex)) = PRIx(x).
4) Now, the entity Ex can compute its private share of the

group secret key s as follows:
prix = PRIx(0) = F(0, h(Ex)).

2) KEY GENERATION PHASE
Partial Private Key Extract Algorithm: A user entity Ex
that wants to obtain its partial private key (shown in fig. 4)
can run the following steps:

1) An entity Ex must contact at least k authorized mem-
bers of the group E to obtain its partial private key.

2) If an entity Ej is an authorized member of group E and
accepts Ex request then Ej calculates as follows:
djx = prij · H (Ex) = F(0, h(Ej)) · H (Ex)
The entity Ej securely sends the value djx to Ex .

FIGURE 3. Member authorization.

FIGURE 4. Partial private key extract.

3) Once the entityEx receives values from k entities. It can
generate its partial private key dEx = s · H (Ex) using
Lagrange’s interpolation.
dEx =

∑
Ej∈E

djx · LE
Ej (0) = H (Ex)

∑
Ej∈E

prij · LE
Ej (0) =

s · H (Ex).

Where the value LE
Ej (0) =

∏
Ej,i̸=j∈E

0− h(Ei)
h(Ej)− h(Ei)

4) The entity Ex can use its partial private key dEx to
establish a symmetric secret key dExj with an entity Ej
of the group for secure data transmission as follows:
dExj = e(dEx ,H (Ej)) = e(H (Ex),H (Ej))s

Similarly, the entity Ej can compute the symmetric key
dEjx = e(dEj ,H (Ex)) = e(H (Ej),H (Ex))s.
The pairing function e is symmetric therefore dEjx =
dExj . Hence any two entities of the group can establish
a symmetric key between them in a non-interactive way
as shown above.

Secret Value Generation Algorithm: The user entity Ei
randomly selects ηi ∈ Z∗q and ηi is kept as a secret to itself.
Private Key Generation Algorithm: For the proposed

data auditing protocol, the entity Ei establishes its private key
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FIGURE 5. Secret value generation.

FIGURE 6. Private key generation.

FIGURE 7. Public key generation.

as < dEi , ηi > (shown in fig. 6). This private key is then
utilized to create metadata.

Public Key Generation Algorithm: The entity Ei broad-
casts its public key PEi = ηi · P (shown in fig. 7). Since the
network employs CLC techniques, there is no need to attach
a certificate to this public key.

3) SERVICE LEVEL AGREEMENT PHASE
Broadcast Group EncryptionKeyGeneration Algorithm:
Let the edge device have a secret key α. A user entity must
forward a request for a broadcast group encryption key to the
edge device (ED).
• Eu→ ED : Request_for_membership
• Edge device chooses a random unique identity IDu for
Eu.

• Computes Keyu = fα(IDu), where the function f is a
keyed PRF with seed α and input IDu.

• FOG→ Eu : (IDu,Keyu)
The edge device runs the below steps to establish an SLA

broadcast group encryption key:
• ∀Eu ∈ E compute:

– Keyu = fα(IDu)
– validityu = expt ||IDu
– Nu = MACKeyu (Validityu)

• compute lcms = LCM (Nu|Eu ∈ E).
• choose a random value rs and a random SLA broadcast
group encryption key (KE ),∋ (∀Eu ∈ E(KE < Nu)).

• compute Xs = (KE + lcms · rs).

FIGURE 8. Threshold signature on SLA.

• The edge device broadcasts the expt ||Xs to the group E.

FOG→ E : (expt ||Xs)
Once each group member Eu receives the broadcast infor-

mation then it computes the key KE as follows:

• KE = Xsmod(MACKeyu (expt ||IDu))

After the above step, every member of the group has the
same key KE . Now the members can securely agree upon the
SLA document (FSLA) using the key KE .

• Eu→ E : (FSLA||MACKE (FSLA))

The authenticity of the key KE depends on the expiration
time expt . New keys from time to time can be established as
above in the future.

When a minimum of k members have reached a consensus
regarding the Service Level Agreement (SLA), they will
proceed to utilize their individual secret shares to produce
partial signatures. Subsequently, a minimum of k of these
partial signatures will be combined to form a group signature
on the SLA document, providing an efficient mechanism for
establishing the authenticity of the agreement.

Threshold Signature on SLA (shown in fig. 8):
Signature Algorithm: It is crucial for the SLA to be digitally
signed by the authorized group members so that no malicious
entity can tamper with the information in it. The entities can
generate the signature as per the below steps:
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1) Since our scheme is a (k, d) threshold scheme. At least
k authorizedmembers fromEmust perform a threshold
signature on the value H (FSLA||SLAid ). Here, FSLA and
SLAid correspond to the SLA document and unique file
identifier of SLA document respectively.

2) An authorized member Ej ∈ E initiates the signature
process and requests at least k authorized members
(including itself) to generate the partial signature on the
value H (FSLA||SLAid ).

3) Each entity Ei that accepts the request of entity Ej
generates the partial signature σSLAi using its private
share prii as follows:
σSLAi = prii · H (FSLA||SLAid )
The entity Ei securely forwards σSLAi to entity Ej.

4) Once entity Ej receives at least k valid σSLAi then it gen-
erates the final signature on the value H (FSLA||SLAid )
as follows:
σSLAid =

∑
Ei∈E

σSLAi · L
E
Ei (0)

= H (FSLA||SLAid )
∑
Ei∈E

prii · LE
Ei (0)

= s · H (FSLA||SLAid ).

Where the value LE
Ei (0) =

∏
Ei,i̸=j∈E

0− h(Ej)
h(Ei)− h(Ej)

The entity Ej securely sends σSLAid and FSLA to the edge
device. Further, the entities can update the file FSLA as needed
in the future and perform a threshold signature as described
above and send it to the edge device. The edge device will
maintain only the verified latest digitally signed copy and
accordingly grants access to user entities as per the SLA
document (FSLA).

Verification Algorithm: The edge device accepts the sig-
nature σSLAid on the fileFSLA only if the below equation holds:

e(σSLAid ,P) = e(H (FSLA||SLAid ),Ppub) (2)

where Ppub = s ·P is the public key of the group. If the above
equation holds then the edge device stores both the file FSLA
and the signature σSLAid .

Correctness Proof: The edge device has the following
values:< σSLAid ,FSLA,Ppub >. It can compute the hash value
H (FSLA||SLAid ). Let us derive the left-hand side (LHS) from
the right-hand side (RHS) of equation 2.

RHS of equation 2 is e(H (FSLA||SLAid ),Ppub)

= e(H (FSLA||SLAid ), s · P)

= e(H (FSLA||SLAid ),P)s

= e(s · H (FSLA||SLAid ),P)

= e(σSLAid ,P) = LHS

Hence proved.

4) DATA PREPROCESSING PHASE
Metadata Generation Algorithm: The following steps are
run by a user entity with identity Eu to generate encrypted
metadata Ti for a data block mi corresponding to a file FID.
An entity Eu can follow these steps to create encrypted

metadata Ti for a data block mi associated with file FID

FIGURE 9. Data preprocessing phase.

• Generates the authenticatingmetadata vi = (FID||PEu ||i)
corresponding to the data block mi. The FID value is a
unique identifier value of the file F .

• Calculates the metadata for a data block mi as σi =
ηuḢ2(vi)+ mi · dEu .

• Generates the encrypted metadata Ti = EncryptKeyu
(σi||mi). The key Keyu is a pre-shared symmetric key
between the entity Eu and the edge device.

• The user entity Eu sends the following data to the edge
device (ED) corresponding to the data block mi.

Eu→ ED : {i,Ti,Eu,PEu ,FID}

The edge device decrypts Ti using the key Keyu to extract
σi andmi. The edge device computes the authenticating meta-
data vi = (FID||PEu ||i) and verifies the validity of σi w.r.t data
block mi for the user entity Eu as follows:

e(σi,P)
?
= e(H2(vi),PEu ) · e(mi · H (Eu),Ppub) (3)

If the equation 3 is valid, then the edge device updates the
index matrix I of the file FID as Ii,u = 1. The edge device
stores σi as the ith metadata block into the metadata file and
mi as the ith data block into the file FID.
It can also be noted that the equation 3 supports aggregate

verification. For example, the user entity Eu sends the follow-
ing information corresponding to n blocks of the file FID to
the edge device.

Eu→ ED : {{(i,Ti)},Eu,PEu ,FID}

The edge device decrypts each Ti using the key Ku to
extract every σi andmi corresponding to each of the n blocks.
The edge device computes the authenticating metadata vi =
(FID||PEu ||i) for each data block mi and verifies the validity
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FIGURE 10. Data auditing phase.

of set of σi w.r.t set of data block mi for the user entity Eu as
follows:

σ =

n∑
i=1

σi;R =
n∑
i=1

mi · H2(vi)

e(σ,P) ?
= e(H (Eu),Ppub) · e(R,PEu ) (4)

5) DATA AUDITING PHASE
Challenge Algorithm: The data auditor selects a chal-
lenge set that consists of c elements chosen from the set
{1, 2, . . . , n}. Let t denote the time instant as per the SLA
when the auditor initiates the auditing task. The auditor sends
the challenge chal =< c, t,FID > to the edge device.

Auditor → ED : chal

Proof of Possession Algorithm: The edge device upon
receiving the challenge (chal) extracts {c, t}. It computes a
set C with c number of pseudorandom values {(i,wi)} using
two time-dependent global pseudorandom functions. For the
range of 1 ≤ x ≤ c, the value of i is determined by π (t, x)
and the value of wi is calculated by f (t, x).
For every user entity Eu and the value of u belongs to the

set {1, 2, . . . , d}. The edge device computes the following
values:

µu =
∑
i∈C

Ii,u · mi · wi (5)

σu =
∑
i∈C

Ii,u · wi · σi (6)

Finally, the edge device computes σ = {σ1, σ2, . . . , σd }
and µ = {µ1, µ2, . . . , µd } and proof of possession
proof (t) = (σ,µ). The edge device also calculates a certifi-
cateless signature on the proof (t) as (SignED(proof (t))) and

sends the proof (t) along with its signature on proof (t) to the
auditor.

ED→ DataAuditor : (proof (t), SignED(proof (t)))

Proof Verification by Data Auditor Algorithm:
The auditor runs the following steps after receiving
(proof (t), SignED(proof (t))) from the edge device.
• Validates the certificateless signature SignED(proof (t))
using the proof (t) and the public key of the edge device.
The auditor continues to the next step only if signature
SignED(proof (t)) is valid.

• Compute the public information Qu = H (Eu); ∀ user
entities u ∈ {1, . . . , d}. Now aggregate values in
proof (t) =< σ,µ > where σ = {σ1, σ2, . . . , σd } and
µ = {µ1, µ2, . . . , µd }

σ∑
=

d∑
u=1

σu (7)

µ∑
=

d∑
u=1

µu · Qu (8)

• It computes the set C = {(i,wi)} with c number of
pseudorandom values using two time-dependent global
pseudorandom functions. For the range of 1 ≤ x ≤ c,
the value of i is determined by π(t, x) and the value of
wi is calculated by f (t, x). Here, (t, x) correspond to the
challenge chal.

• For every i ∈ C , the auditor computes the authenticating
metadata vi = (FID||PEu ||i) by retrieving the public
information of user entity Eu such that Ii,u = 1.

• The proof (t) is a correct proof of possession only if the
below equation is valid.

e(σ∑,P) ?
=

e(µ∑,Ppub) · d∏
u=1

e(
∑
i∈C

(Ii,u · wi · H2(vi)),PEu ) (9)

Lemma 1: Proof of possession value generated by an hon-
est edge device always verifies correctly as per the above
equation 9.

Proof: The proof of the lemma follows the correctness
guarantee of the verification equation 9 and holds always true
when all the values w.r.t proof of possession are correct

e(σu,P) = e(
∑
i∈C

Ii,u · wi · σi,P) =
∏
i∈C

e(σi,P)Ii,u·wi

=

∏
i∈C

e(mi · Qu,Ppub)Ii,u·wi
∏
i∈C

e(H2(vi),PEu )
Ii,u·wi

[from eqn. (3)]

= e(
∑
i∈C

Ii,u · mi · wi · Qu,Ppub).e(
∑
i∈C

Ii,u · wi · H2(vi),PEu )

= e(µu · Qu,Ppub).e(
∑
i∈C

Ii,u · wi · H2(vi),PEu )
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Hence,

e(σ∑,P) = e(
d∑
u=1

σu,P) =
d∏
u=1

e(σu,P)

=

d∏
u=1

e(
∑
i∈C

Ii,u · wi · H2(vi),Pu)

d∏
u=1

e(µu · Qu,Ppub)

= e(µ∑,Ppub). d∏
u=1

e(
∑
i∈C

Ii,u · wi · H2(vi),PEu )

□
Audit-Verification Algorithm: The audit-verification

algorithm allows a member of the group to verify the cor-
rectness of multiple auditing tasks at once, related to a shared
data file FID. The algorithm takes a time frame T = [t1, t2] as
input and retrieves and analyzes the challenge values, audit-
ing results, and required information from the Audit-Log file
corresponding to the time instances within the specified time
frame for the data file FID. The audit-verifier then validates
if the auditing instances were initiated in accordance with the
SLA. Next, the audit-verifier checks for auditing results that
have a value of zero in the result field. For these instances,
the audit-verifier retrieves and verifies the corresponding
signed proof, (proof (t), SignED(proof (t))), using the proof-
verification algorithm. If the verification result is inconsis-
tent with the corresponding auditing result, the audit-verifier
informs all members of the group that the particular auditor
who performed the auditing task is misbehaving else the edge
device is misbehaving.

For auditing results that have a value of one in the result
field, the audit-verifier follows a set of steps to ensure the
integrity and accuracy of the auditing process. The nota-
tion ProofSignature(t) represents the signed proof corre-
sponding to the audit instance t within the time frame T .
Given, ProofSignature(t) = (proof (t), signED(proof (t))) for,
proof (t) = (σ (t), µ(t)).

σ (t) = {σ1(t), σ2(t), . . . , σd (t)}

µ(t) = {µ1(t), µ2(t), . . . , µd (t)}

1) For every auditing instance t within a specified time
frame T , the role of the audit-verifier is to carry out the
following operations:

• Checks the validity of the signature SignED(proof (t))
using the public key of the edge device. The pro-
cess proceeds only if the signature is valid.

• Computes a set of values, denoted as C(t) =
(i,wi), where wi = f (t, x) and i = π (t, x), and
aggregate information shown below for a specific
audit instance t , for all values of x within a range
1 ≤ x ≤ c.

– σ∑(t) =
d∑
u=1

σu(t)

– µ∑(t) =
d∑
u=1

µu(t) · Qu

2) The audit-verifier computes final aggregate values as
stated below using the values obtained from each audit
instance t within the specified time interval T .

• σaggregate =
∑
∀t∈T

σ∑(t)

• µaggregate =
∑
∀t∈T

µ∑(t)

• Caggregate = ∪∀t∈T {C(t)}(t)

3) The audit-verifier then proceeds to retrieve the public
key PEu of each user u whose identifier i is present
in the set Caggregate where Ii,u = 1. This information
is used to compute the authenticating tag information,
denoted as wi = (FID||PEu ||i), by concatenating the
data file identifier FID, the public key PEu , and the data
block index i. If the audit verification equation below
holds then the auditing tasks are deemed to have been
performed correctly:

e(σaggregate),P)
?
= e(µaggregate,Ppub) ·

∏
∀t∈T

(
d∏
u=1

e(
∑
i∈C(t)

(Ii,u · wi · H2(vi)),PEu )) (10)

Lemma 2: The honest execution of the proof verification
algorithm by the data auditor for each audit instance t ∈ T
guarantees the success of the aggregate audit-verification.

Proof: The aggregate audit-verification is only initiated
when the Result field in the Audit-Log shows a value of 1 for
each audit instance t ∈ T . This can only occur if the proof
verification algorithm for each of these instances resulted in
success. Therefore, each of these audit instances must satisfy
the verification equation 11 as shown below:

e(σ∑(t),P) ?
=

e(µ∑(t),Ppub) ·
d∏
u=1

e(
∑
i∈C(t)

(Ii,u · wi · H2(vi)),PEu ) (11)

Let us consider the LHS of equation 11 for all instances t
within the time interval T .

∏
∀t∈T

(LHS) =
∏
∀t∈T

(e(σ∑(t),P))

= e(
∑
∀t∈T

σ∑(t),P)

= e(σaggregate,P) (12)
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TheRHS of equation 11 is calculated for all t ∈ T as shown
below:∏
∀t∈T

(RHS) =
∏
∀t∈T

(e(µ∑(t),Ppub) ·

d∏
u=1

e(
∑
i∈C(t)

(Ii,u · wi · H2(vi)),PEu ))

= e(
∑
∀t∈T

µ∑(t),Ppub) ·

∏
∀t∈T

(
d∏
u=1

e(
∑
i∈C(t)

(Ii,u · wi · H2(vi)),PEu ))

= e(µaggregate,Ppub) ·∏
∀t∈T

(
d∏
u=1

e(
∑
i∈C(t)

(Ii,u · wi · H2(vi)),PEu )) (13)

It can be noted that the equation 12 and 13 directly establish
the correctness of the audit-verification equation 10. If the
aggregate audit-verification equation 10 does not evaluate to
true, it indicates that the data auditor has provided incorrect
results and is in violation of the Service Level Agreement
(SLA). In this case, the audit-verifier will notify the members
of the group and report the data auditor as non-compliant.

□

VI. SECURITY ANALYSIS
In this section, the robustness of the data auditing protocol
against A1, A2, and A3 attackers is established. Initially,
we examine the security of the metadata generation process
against Type-I and Type-II attackers through theorem 1 and
theorem 2 respectively. Subsequently, the security of the
proof generation process is explored against Type-III attacker
with the help of theorem 3. The definitions of the three
attackers Type (I, II, III) are specified in sections IV-A, IV-B,
and IV-C respectively.

The following theorem establishes the security of the
proposed metadata generation mechanism against type-I
adaptive chosen-message attacks in the random oracle
model, assuming that the computational elliptic curve
Diffie-Hellman problem (ECDHP) in G is infeasible.
Theorem 1: Suppose there is an attacker A1 who can

forge metadata of the data auditing protocol with a prob-
ability of success = φ(l). Then, there exists a challenger
B that uses A1 as a subroutine who can solve an instance
of the computational elliptic curve Diffie-Hellman problem
(ECDHP). Let the attacker A1 ask gmd meta data genera-
tion queries, gpku Public.Key.Update queries, gpk Public.Key
queries, gsv Secret.Value queries, gppk Partial.Private.Key
queries, gH2 H2 hash queries, and gH H hash queries where all
of gmd , gpku, gpk , gsv, gppk , gH2 , gH are in poly(l), then, φ′(l),
which is the challenger B probability of success in solving
ECDHP. The value φ′(l) is lower bounded by

φ′(l) ≥
φ(l)

e · (1+ gppk + qmd )

the value e is the Euler’s constant. The time complexity of
O(C) ≈ O(A1)+O(gH+gH2+gppk+gsv+gpk+gpku+gmd ).

Proof:
Let A1 be an attacker as defined in Game-1 who can

forge a metadata corresponding to a block of a file for some
identity Eu. Then we design a challenger B that uses A1 as
a subroutine to find a solution of the ECDHP in G. The
challenger B runs the game-1 as below:

Setup: Given an instance of the ECDH problem <

p,G,P,A,B >,A = s·P for some s ∈ Z∗q .B selects a bilinear
pairing function ê = G×G→ G1, and a cyclic multiplicative
group G1, for (|G| = |G1| = p). B defines the the public
parameters pubp =< G,G, p, ê,P, (Ppub = A),H,H2 >

and forwards pubp to A1. It is important to note that the
private key s is not known to B.
H Hash Query: A1 sends H query adaptively for a user

identity Eu of choice. B adds a new H-tuple for each new H
query, B manages a H -Table = {(Eu,Du, au, ηu,PEu , cu)}.
For every repeated H query, B accesses the corresponding
tuple ofH-Table and sendsDu toA1. For every new Eu query,
B flips a coin cu ∈ {0, 1}, for some probability of cu = 0
is ψ and cu = 1 is 1 − ψ . B then chooses a random value
au ∈ Z∗q . In case (cu = 1), B computes Du = B + auP, and
sets ηu ←−

R
Z∗q , and PEu = ηuP. Otherwise, if (cu = 0), B

computes Du = auP, and sets ηu ←−
R
Z∗q , and PEu = ηuP.

B finally adds the tuple (Eu,Du, au,PEu , cu) intoH -Table.B
sends Du to A1.
Partial.Private.Key Query: A1 sends partial private key

query adaptively for a user identity Eu of choice. Then, B
accesses the H-Table to check for Eu. In case Eu is absent
in H-Table, then B performs a self query to the H hash for
the value Eu. In case (cu = 1), then terminate. Otherwise,
if (cu = 0),B accesses au from the tuple corresponding to the
user identity Eu from the H-Table.. B computes dEu = auA,
and forwards dEu to A1.

Secret.Value Query: A1 sends secret value query adap-
tively for a user identity Eu of choice. Then, B accesses the
H-Table to check for Eu. In case Eu is absent in H-Table,
then B performs a self query to the H hash for the value Eu.
B checks if (ηu = ⊥), then sets ηu ←−

R
Z∗q and PEu = ηuP. B

updates the tuple corresponding to Eu ofH-Tablewith values
(ηu,PEu ). B forwards ηu toA1.
Public.Key Query:A1 sends public key query adaptively

for a user identity Eu of choice. B accesses the H-Table to
check forEu. In caseEu is absent inH-Table, thenB performs
a self query to the H hash for the value Eu. B accesses PEu
from the tuple corresponding to Eu and forwards it toA1.
Public.Key.Update Query: A1 sends public key update

query adaptively for a user identity Eu of choice with
(Eu,P′Eu ). B accesses the H-Table to check for Eu. In case
Eu is absent in H-Table, then B performs a self query to the
H hash for the value Eu. B updates ηu = ⊥ and PEu = P′Eu .
H2 Hash Query: A1 sends queries for H2 hash adap-

tively for the value (vi,PEu ). B manages a H2-Table =

{(vi,Hi
2, ai,PEu}. B accesses the H2-Table to check for
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(vi,PEu ). In case (vi,PEu ) is absent in H2-Table, B selects a
random value ai ∈ Zq∗, computes Hi

2 = aiP. B finally adds
the tuple {(vi,Hi

2, ai,PEu} into H2-Table. B sends H i
2 to A1.

Metadata Query: A1 sends queries for metadata adap-
tively for the value (m, vi,Eu). B accesses the H-Table to
check forEu. In caseEu is absent inH-Table, thenB performs
a self query to the H hash for the value Eu. B accesses H -
Table for PEu ,
In case (cu = 0), B accesses for dEu from H-Table, and

(vi,PEu ) from theH2-Table. In case (vi,PEu ) is absent inH2-
Table, B performs a self query to the H2 hash for the value
(vi,PEu ). B accesses ηu corresponding to Eu from the H-
Table. B generates the tag as follows:

σ = mdEu + ηuH
i
2

Otherwise, If cu = 1 and (vi,PEu ) is already present in
theH2-Table then terminate. Else,B chooses a random value
ai ∈ Zq∗, computes Hi

2 = aiP + (−mA) and PEu = B.
Then computes σ = aumA + aiB. B finally adds the tuple
{(vi,Hi

2,⊥,PEu} into H2-Table. B forwards σ to A1
Metadata.Forgery: Finally, A1 submits a tuple

(m′, σ ′, v′i,E
′
u,P
′
Eu ), for σ

′ is a metadata forgery value on
message m′, for an user identity Eu with authenticating data
vi, and public key PEu .

Analysis: In case A1 submits a tuple (m′, σ ′, v′i,E
′
u,P
′
Eu )

that is a valid forgery and if (cu = 0) then terminate.
Otherwise, if (cu = 1) in the H -Table corresponding to the
user identity E ′u. Then, the tuple must satisfy the following
verification equation:

e(σ ′,P) = e(H2(v′i,P
′
Eu ),P

′
Eu ) · e(m

′H (ID′u),Ppub) (14)

B accesses the values Du = B + auP, and H2(vi,P′Eu ) =
aiP from the H -Table and H2-Table respectively correspond-
ing to the tuple (m′, σ ′, v′i,E

′
u,P
′
Eu ).

Using the verification equation 14, B uses the forgery by
A1 to compute a solution to the instance of a ECDH problem
as shown below:

Given : A = sP,B Compute : sB

e(σ ′,P) = e(aiP,P′Eu ) · e(m
′(B+ auP),Ppub)

e(σ ′,P) = e(aiP′Eu ,P) · e(m
′s(B+ auP),P)

e(σ ′,P) = e(aiP′Eu ,P) · e(m
′s(B+ auP),P)

e(σ ′,P) = e((aiP′Eu )+ (m′s(B+ auP)),P)

σ ′ = aiP′Eu + m
′s(B+ auP)

m′sB = σ ′ − m′ausP

sB = (σ ′ − m′auPpub)
( 1
m′

)

□
It can be noted from the above equation, that challenger

B is able to solve for sB using attacker A1 as subroutine.
Let success probability of challenger B be φ′(l), where φ′(l)
depends on the probability of B not terminating the simula-
tion. There are three possible stages in which the simulation
can be terminated: the Metadata query, Partial.Private.Key

query, and the Analysis. However, under certain circum-
stances, indicated by the condition (cu = 0), B does not
terminate the simulation during the Partial.Private.Key query
or the Metadata query. For (cu = 1) B does not termi-
nate in the Analysis. Hence the success probability that B
does not terminate is (1 − ψ)ψgppk+gmd and is maximum
when ψ = gppk+gmd

1+gppk+gmd
. Therefore, minimum probability of

success of B solving ECDHP is φ′(l) ≥ φ(l)
e·(1+gppk+qmd )

.

The value 1
1+gppk+gmd

is non-negligible since gppk , and gmd
are in poly(l). If, success probability of attacker A1 is
non-negligible then the success probability ψ ′(l) of B is also
non-negligible.

Let the running time complexity of challenger B be O(B)
which is at most the upper bound running time of all the
interactions in the simulation of Game-1 and the running
time of attacker algorithm A1 i.e. O(B) = O(A1) +
O(gHTH+gH2TH2+gppkTppk+gsvTsv+gpkTpk+gpkuTpku+
gmdTmd ). The values TH + TH2 + Tppk + Tsv + Tpk +
Tpku + Tmd are the running time of the respective algo-
rithms which are polynomial time computable. Further the
values gH , gH2 , gppk , gsv, gpk , gpku, gmd are in poly(l). Hence
O(B) ≈ O(A1) and if O(A1) is in poly(l) then O(B) is also
in poly(l).

The following theorem demonstrates that the proposed
metadata generation is secure against an adaptive attacker
A2 attempting a chosen-message attack in the random oracle
model, provided that the ECDH problem in the group G is
considered computationally difficult.
Theorem 2: Suppose there is an attackerA2 who can forge

metadata of the data auditing protocol with a probability of
success = φ(l). Then, there exists a challenger B that uses
A2 as a subroutine who can solve an instance of the com-
putational elliptic curve Diffie-Hellman problem (ECDHP).
Let the attacker A2 ask gH H hash queries, gpk Public.Key
queries, gsv Secret.Value queries, and gH2 H2 hash queries
where all of gH , gpk , gsv, gH2 are in poly(l), then, φ

′(l), which
is the challengerB probability of success in solving ECDHP.
The value φ′(l) is lower bounded by

φ′(l) ≥
φ(l)

e · (1+ gsv)

the value e is the Euler’s constant. The time complexity of
O(C) ≈ O(A2)+O(gsv).

Proof:
Let A2 be an attacker as defined in Game-2 who can

forge a metadata corresponding to a block of a file for some
identity Eu. Then we design a challenger B that usesA2 as a
subroutine to find a solution to an instance of the ECDHP in
G. The challenger B runs the Game-2 as below:

Setup: Given an instance of the ECDH problem <

p,G,P,A,B >,A = a·P.B selects a bilinear pairing function
ê = G × G → G1, and a cyclic multiplicative group G1,
for (|G| = |G1| = p), and a random s ∈ Z∗q .. B defines
the the public parameters pubp =< G,G, p, ê,P, (Ppub =
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sP),H,H2 > and forwards (s, pubp) to A2. The value a is
not known to B
H Hash Query: A2 sends H query adaptively for a user

identity Eu of choice. B adds a new H-tuple for each new H
query, B manages a H -Table = {(Eu,Du, au, ηu,PEu , cu)}.
For every repeated H query, B accesses the corresponding
tuple ofH-Table and sendsDu toA2. For every new Eu query,

B selects au, ηu
R
←− Zp∗ and computes Du = auP, flips a coin

cu ∈ {0, 1}, for some probability of cu = 0 is ψ and cu =
1 is 1 − ψ . In case (cu = 0), B sets PEu = ηuP. Otherwise,
if (cu = 1), B computes PEu = ηuA, and sets ηu = ⊥. B
finally adds the tuple (Eu,Du, au, ηu,PEu , cu) into H -Table.
B sends Du to A2.
Secret.Value Query: A2 sends secret value query adap-

tively for a user identity Eu of choice. Then, B accesses the
H-Table to check for Eu. In case Eu is absent inH-Table, then
B performs a self query to theH hash for the value Eu. In case
(cu = 1) then terminate. Otherwise, B accesses ηu from H-
Table and forwards it toA2.
Public.Key Query:A2 sends public key query adaptively

for a user identity Eu of choice. B accesses the H-Table to
check forEu. In caseEu is absent inH-Table, thenB performs
a self query to the H hash for the value Eu. B accesses PEu
from the tuple corresponding to Eu and forwards it toA2.
H2 Hash Query: A2 sends queries for H2 hash adap-

tively for the value (vi,PEu ). B manages a H2-Table =

{(vi,Hi
2, ai,PEu}. B accesses the H2-Table to check for

(vi,PEu ). In case (vi,PEu ) is absent in H2-Table, B selects a
random value ai ∈ Zq∗, computes Hi

2 = aiB. B finally adds
the tuple {(vi,Hi

2, ai,PEu} into H2-Table. B sends H i
2 toA2.

Metadata.Forgery: Finally, A2 submits a tuple
(m′, σ ′, v′i,E

′
u,P
′
Eu ), for σ

′ is a metadata forgery value on
message m′, for an user identity Eu with authenticating data
vi, and public key PEu .
Analysis: In case A2 submits a tuple (m′, σ ′, v′i,E

′
u,P
′
Eu )

that is a valid forgery and if (cu = 0) then terminate. Oth-
erwise, if (cu = 1) in the H -Table corresponding to the user
identityE ′u. Then, the tuplemust satisfy the below verification
equation:

e(σ ′,P) = e(H2(v′i,PEu
′),P′Eu ) · e(m

′H (ID′u),Ppub) (15)

B accesses the values Du = auP, and H2(vi,P′Eu ) = aiB
from the H -Table and H2-Table respectively corresponding
to the tuple (m′, σ ′, v′i,E

′
u,P
′
Eu ).

Using the verification equation 15, B uses the forgery by
A2 to compute a solution to the instance of an ECDHproblem
as shown below:

Given : A = aP,B Compute : aB

e(σ ′,P) = e(aiB, ηuA) · e(m′(auP),Ppub)

e(σ ′,P) = e(aiB, ηuaP) · e(m′s(auP),P)

e(σ ′,P) = e(aiηuaB,P) · e(m′s(auP),P)

e(σ ′,P) = e((aiηuaB)+ (m′au(sP)),P)

σ ′ = aiηuaB+ m′ausP)

aiηuaB = σ ′ − m′ausP

aB = (σ ′ − m′auPpub)
( 1
aiηu

)

□
It can be noted from the above equation, that challenger

B is able to solve for aB using attacker A2 as subroutine.
Let success probability of challenger B be φ′(l), where
φ′(l) depends on the probability of B not terminating the
simulation. B can terminate in the Secret.Value query, and
Analysis. For (cu = 0) B does not terminate in Secret.value
query. For (cu = 1) B does not terminate in the Analysis.
Hence the success probability that B does not terminate is
(1 − ψ)ψqsv and is maximum when ψ = qsv

1+qsv
. Therefore,

the minimum probability of success of B solving ECDHP is
φ′(l) ≥ φ(l)

e·(1+gsv
. The value 1

1+gsv
is non-negligible since

gsv is in poly(l). If, success probability of attacker A2 is
non-negligible then the success probability ψ ′(l) of B is also
non-negligible.

Let the running time complexity of challenger B be O(B)
which is at most the upper bound running time of all the
interactions in the simulation of Game-2 and the running
time of attacker algorithm A2 i.e. O(B) = O(A2) +
O(gHTH+gH2TH2+gsvTsv+gpkTpk ). The values TH+TH2+

Tsv + Tpk+ are the running time of the respective algorithms
which are polynomial time computable. Further the values
gH , gH2 , gsv, gpk are in poly(l). HenceO(B) ≈ O(A2) and if
O(A2) is in poly(l) then O(B) is also in poly(l).

The below theorem demonstrates the proposed RDIC
scheme is secure against an adaptive attacker A3 attempt-
ing to forge an integrity proof in the random oracle model,
given that the ECDHP and elliptic curve discrete log problem
(ECDLP) in group G are considered computationally hard.
Theorem 3: Suppose there is an attackerA3 who can forge

integrity proof of the data auditing protocol with a probability
of success = φ(l). Then, there exists a challenger B that uses
A3 as a subroutine who can solve an instance of the ECDHP
or ECDLP. Let the attacker A3 ask gH H hash queries, gpk
Public.Key queries, gdb Data.Block queries, and gmH meta-
data and H2 hash queries, where all of gH , gmH , gpk , gdb are
in poly(l), then, φ′(l), which is the challengerB probability of
success in solving the above stated problem. The value φ′(l)
is lower bounded by

φ′(l) ≥ φ(l)(1−
1
p
)

for q = |G|. The time complexity of O(B) ≈ O(A3) +
O(gH + gdb + gmH + gpk ).

Proof:
LetA3 be an attacker as defined in Game-3 who can forge

an integrity proof on the data auditing protocol. Then we
design a challenger B that uses A3 as a subroutine to find
a solution to an instance of the computational ECDHP or
ECDLP in G. The challenger B runs the Game-3 as below:

Setup: Given an instance of the ECDL < p,P,B,G >

and the ECDH problem < p,G,P,A,B >, for A = a ·
P,B = b · P. B selects a bilinear pairing function ê =
G × G → G1, and a cyclic multiplicative group G1, for
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(|G| = |G1| = p). B defines the the public parameters
pubp =< G, p, ê,P, (Ppub = A),H,H2 > and forwards
pubp toA3. The value a, b are not known to B
H Hash Query: A3 sends H query adaptively for a user

identity Eu of choice. B adds a new H-tuple for each new H
query, B manages a H -Table = {(Eu,Du, au, ηu,PEu , cu)}.
For every repeated H query, B accesses the corresponding
tuple ofH-Table and sendsDu toA3. For every new Eu query,

B selects au, ηu
R
←− Zp∗ and computes Du = auP+ ηuB, and

PEu = ηuB. B finally adds the tuple (Eu,Du, au, ηu,PEu , cu)
into H -Table. B sends Du to A3.
Data.Block Query: The challenger B maintains a file

(FID) with n data blocks and a corresponding indicator matrix
Iu,i. For FID =< m1,m2,m3, . . . ,mn >.A3 sends data block
query adaptively for a index i of choice. B accesses the FID
and sends the data block in index i to A3.
Public.Key Query:A3 sends public key query adaptively

for a user identity Eu of choice. B accesses the H-Table to
check forEu. In caseEu is absent inH-Table, thenB performs
a self query to the H hash for the value Eu. B accesses PEu
from the tuple corresponding to Eu and forwards it toA3.
Metadata and H Query: B manages a H′2-Table =
{(i, ai,H2(FID||PEu ||i)), σi}. The challenger B computes the
metadata σi for each data block mi with index i of the file
FID w.r.t user identity Eu as maintained in index matrix Im.

First, B selects ai
R
←− Zp∗, where 1 ≤ i ≤ n. For every

i and B accesses the corresponding Eu as per the index
matrix. B accesses H-Table, computes H2(FID||PEu ||i) =
aiP + (−miA), and σi = aumiA + ηuaiB. It can be noted
that the metadata and H simulation is as per the metadata
generation algorithm of our proposed protocol. B adds the
tuple {(i, ai,H2(FID||PEu ||i)), σi} to the H′2-Table. B finally
forwards the metadata values (σ1, σ2, . . . , σn) of the data
blocks in file FID.
Challenge: The challenger B selects a value c ∈

{1, 2, . . . , n} as the size of the challenge set. B computes a
set C with c number of pseudorandom values {(i,wi)} using
two time dependent pseudo random functions. For the range
of 1 ≤ x ≤ c, the value of i is determined by π (t, x) and
the value of wi is calculated by f (t, x). B sends the challenge
chal =< c, t,FID > to theA3.
Proof.Forgery: Finally, A3 submits a integrity proof

proof (t)′ = (µ′, σ ′) where σ ′ = {σ ′1, . . . , σ
′
d}, and µ

′
=

{µ′1, . . . , µ
′
d}.

Analysis: B computes the original integrity proof
proof (t) = (µ, σ ) where σ = {σ1, . . . , σd}, and µ =
{µ1, . . . , µd}.

Additionally, B calculates the below values:

1) σ∑
=

d∑
u=1

σu and σ ′∑ = d∑
u=1

σ ′u

2) µ∑
=

d∑
u=1

µuDu and µ′∑ = d∑
u=1

µuDu

3) For each i ∈ C do the following:-

• Retrieve user details for Iu,i = 1
• Compute: vi = FID||PEu ||i

It can be noted that the proof (t) and proof (t)′ correspond
to the same challenge and must be valid as per the below
verification equation.

e(σ∑
,P) = e(µ∑,Ppub). d∏

u=1

e(
∑
i∈C

viIi,uH2(vi),PEu )

(16)

e(σ ′∑
,P) = e(µ′∑,Ppub). d∏

u=1

e(
∑
i∈C

viIi,uH2(vi),PEu )

(17)

It can be noted from equation 16 and 17 that if µ∑
= µ′∑

then proof (t) = proof (t)′. But, this is a contradiction to our
assumption that µπ ̸= µ′π . Hence there are two scenarios as
discussed below:

Scenario 1: σ∑
= σ ′∑

Dividing the equation 16 and 17 we get:

e(
d∑
u=1

(µuDu,Ppub) = e(
d∑
u=1

(µ′uDu,Ppub)

e(
d∑
u=1

(µuDu, a P) = e(
d∑
u=1

(µ′uDu, a P)

e(
d∑
u=1

(aµuDu,P) = e(
d∑
u=1

(aµ′uDu,P)

d∑
u=1

aµuDu =
d∑
u=1

aµ′uDu

d∑
u=1

1µuaDu = 0,

where 1µu = µ′u − µu.

d∑
u=1

1µua(auP+ ηuB) = 0

d∑
u=1

1µuauaP+
d∑
u=1

1µuauηuaB = 0

aB =

d∑
u=1

1µuauA

d∑
u=1

1µuauηu

(18)

It can be noted from the equation 18 that, a solution to an
instance of ECDHP is found. On further analysis, we can find
a solution to the EDLP as shown below:

abP =

d∑
u=1

1µuauA

d∑
u=1

1µuauηu
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bA =

d∑
u=1

1µuauA

d∑
u=1

1µuauηu

b =

d∑
u=1

1µuau

d∑
u=1

1µuauηu

From above, we are able to find the value b unless
d∑
u=1

1µuauηu = 0. Further, more than one of 1µu is non-

zero, and all the {au, ηu} values are random elements from
Zp∗. Therefore, there is a 1

p probability that the denominator
will be zero. The value φ′(l) represents the lowest probability
of success for B to solve an instance of the EDLP. The value
of φ′(l) depends on the probability of success of the attacker

algorithm A3 (φ(l)) and the probability that
d∑
u=1

1µuauηu ̸=

0. Therefore, φ′(l) ≥ φ(l)(1− 1
p ). It can also be observed that

the value (1− 1
p ) is non-negligible since p is exponential in l.

Further, φ′(l) is non-negligible when φ(l) is non-negligible.
Scenario 2: σ∑

̸= σ ′∑
Case 2: σπ ̸= σ ′π
Dividing the equation 16 by 17:

e(σ∑,P)e(−σ∑
′ ,P) = e(µ∑,Ppub)e(−µ∑

′ ,Ppub)

σ∑
− σ∑

′ = a(µ∑
− µ∑

′ )

d∑
u=1

(σu − σ ′u) = a(
d∑
u=1

(µuDu − µ′uDu))

d∑
u=1

(σu − σ ′u) = a(
d∑
u=1

(auP+ ηuB)(µu − µ′u))

d∑
u=1

(1σu) = a(
d∑
u=1

(auP+ ηuB)(1µu))

d∑
u=1

(1σu) =
d∑
u=1

(auaP(1µu)+ ηuaB(1µu))

ηuaB(1µu) =
d∑
u=1

(1σu)−
d∑
u=1

(auA(1µu)

aB =

d∑
u=1

(1σu)−
d∑
u=1

(auA(1µu))

d∑
u=1

(ηu)

(19)

□
It can be noted from the equation 19, aB is the solution to an

instance of the ECDHP unless the value of the denominator

TABLE 3. Comparison of proposed scheme security properties with Yuan
et al. scheme.

d∑
u=1

ηu = 0. But, the value ηu is chosen randomly from Z∗p and

probability of
d∑
u=1

ηu = 0 is 1
pd . The minimum probability of

success that challenger B solves the instance of a ECDHP is
denoted by φ′(l). The value of φ′(l) depends on the proba-
bility of success of the attacker algorithm A3 (φ(l)) and the

probability that
d∑
u=1

ηu ̸= 0. Therefore, φ′(l) ≥ φ(l)(1− 1
pd ).

It can also be observed that the value (1− 1
pd ) is non-negligible

since p is exponential in l. Further, φ′(l) is non-negligible
when φ(l) is non-negligible.

Let the running time complexity of challenger B be O(B)
which is at most the upper bound running time of all the
interactions in the simulation of Game-3 and the running time
of attacker algorithm A3 i.e. O(B) = O(A3) + O(gHTH +
gdbTdb + gmHTmH + gpkTpk ). The values TH + Tdb +
TmH+Tpk+ are the running time of the respective algorithms
which are polynomial time computable. Further the values
gH , gdb, gmH , gpk are in poly(l). Hence O(B) ≈ O(A3) and
if O(A3) is in poly(l) then O(B) is also in poly(l).

A. OTHER SECURITY ASPECTS
Threshold Signature Security: In our proposed protocol,
we have employed a threshold variation of the Boneh-
Lynn-Shacham (BLS) short signature scheme [36], [47] for
generating a group signature on the SLA document (Sec-
tion V-B3). The security of the threshold-BLS signature was
first established in the random oracle model (ROM) set-
ting by Boldyreva [47]. Subsequently, the security of the
threshold-BLS signature was further strengthened by two
independent works, one by Bacho et al. [48] and the other
by Bellare et al. [49]. The work by Bacho et al. [48] demon-
strated the security of the threshold-BLS signature against
adaptive adversaries in the AGM and ROM models. On the
other hand, the study by Bellare et al. [49] established the
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security of the threshold-BLS signature in the generic group
model (GGM). Therefore, based on the results of the works
by [47], [48], and [49], it can be concluded that the security
of the threshold-BLS signature scheme employed in our pro-
tocol is well established.

Broadcast Group Encryption Key Security: The pro-
posed protocol incorporates a least commonmultiple (LCM)-
based broadcast group encryption key (BGEK) drawing
inspiration from the works of [44] and [45]. This key
serves as a secure means of communicating the Service
Level Agreement (SLA) document and facilitating consensus
among authorized members on its content prior to generating
a group signature (Section V-B3). The security of the BGEK
is established through the judicious use of a standard keyed
pseudorandom function (PRF), denoted by f , and its seed,
denoted by α. The inclusion of an expiration time for the
broadcast group encryption key serves to effectively mitigate
brute-force attacks. The security of the BGEK design is
rooted in the security analysis presented in [44] and [45], and
follows the same lines of reasoning to establish the security
of the BGEK in the proposed protocol.

The proposed scheme and a recent data auditing scheme of
Yuan et al.’s are evaluated based on seven security properties
as shown in Table 3, that are essential for a decentralized
secure shared group data auditing scheme namely metadata
forgery resistant (Type-I and Type-II), integrity proof forgery
resistant (Type-III), single point of failure resistant (decen-
tralization), collusion resistant, authenticity and integrity of
SLA, and secure key distribution. The details of the security
properties are discussed below:

• Metadata forgery resistant (Type-I): This security
property ensures that a Type-I adversary (as in section
IV-A) cannot forge metadata for a data block of a data
file. The proposed scheme and Yuan et al. scheme are
metadata forgery resistant against Type-I adversary.

• Metadata forgery resistant (Type-II): This security
property ensures that a Type-II adversary (as in section
IV-B) cannot forge metadata for a data block of a data
file. The proposed scheme employs certificateless cryp-
tography and therefore ensures security against Type-II
adversary. While, Yuan et al. scheme employs ID-based
cryptography which inherently has key escrow problem
and is therefore susceptible to metadata forgery by Type-
II adversary.

• Integrity proof forgery resistant (Type-III): This
security property ensures that a Type-III adversary (as in
section IV-C) cannot forge a data integrity proof as part
of data auditing phase. The proposed scheme and Yuan
et al. scheme are secure against integrity proof forgery
attacks.

• Single point of failure resistant (Decentralization):
This property ensures that the system can function even
if one or more user entities fail or compromised. The
proposed scheme achieves this by using a decentralized
architecture through threshold cryptography techniques

that eliminates any single point of failure. While the
Yuan et al. scheme has key escrow problem and therefore
suffers from single point of failure.

• Collusion resistant: This property prevents collusion
between the data auditor and the FOG server on the chal-
lenge information in advance, which restricts replay-
ing integrity proofs that were calculated in advance.
The proposed scheme achieves this by using two time
dependent pseudo random functions to generate chal-
lenge information. While the data auditor in Yuan et al.
scheme can generate challenge information in advance
and therefore can collude with the FOG server to gener-
ate integrity proofs in advance.

• Authenticity and integrity of SLA document: This
property ensures that the service level agreement (SLA)
document is both authentic and maintains its integrity.
The proposed scheme achieves this through secure
threshold signature generation on the SLA document
which allows the FOG server and group members to
verify the authenticity and integrity of the SLA docu-
ment. While, Yuan et al. scheme does not provide any
mechanism to determine the authenticity and integrity
of the SLA document.

• Secure key distribution: This property ensures that the
group key is distributed securely and only to authorized
group members. The proposed scheme achieves this by
using a secure threshold key distributionmechanism that
is based on secret sharing techniques. While, Yuan et al.
scheme does not provide any such mechanism.

VII. PERFORMANCE ANALYSIS
In this section, we analyze the computation, communication,
storage cost, and performance of the proposed scheme from
the perspective of the user entity, the edge device, and the data
auditor. The efficiency of its algorithms often determines the
performance of a protocol. However, it is important to note
that not all phases (algorithms) in the protocol are run with
the same frequency. The system initialization and member
authorization phase, and key generation phase are only run
once (per user/user group) and the service level agreement
phase is run a very limited number of times. In contrast, the
algorithms associated with the data preprocessing phase and
data auditing phase, are run frequently. In such cases, it is nec-
essary to carefully consider these algorithms to evaluate the
overall performance of the proposed protocol. We can more
accurately gauge the protocol’s efficiency and effectiveness
by focusing on these frequently run algorithms.

A. NUMERICAL ANALYSIS
In this section, the costs associated with the communication
and computation requirements are established.
Computation Cost: The following notations: point addi-

tion, hash-to-point, and point multiplication in the group G
are denoted by PAG, HTGG, and PMG respectively. Multi-
plication in G1 is denoted by MG1 . BP denotes the bilinear
pairing computation. Our numerical analysis ignores ordinary
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TABLE 4. Approximate running times of critical cryptographic functions.

functions such as modular multiplication and exponentiation
as their cost is negligible compared to other operations. The
table 4 summarizes the running time of critical cryptographic
functions.

The user entity generates metadata for data blocks con-
tributed to the shared file, this is the most expensive operation
for the user entity. Still, a user can perform an offline process
for most of the computation in metadata generation mecha-
nism. An n data blocks file will cost the user entity nHTGG+
2nPMG+ (n−1)PAG. A major computational expense for an
edge device is verifying the metadata and generating proof
of possession. While verification of metadata for n blocks is,
nHTGG+ 3BP+ nPMG+MG1 + 3(n− 1)PA and the cost for
proof of possession for c challenged data blocks is cMG. The
main cost for the data auditor is checking the validity of proof
and is cHTGG+3BP+(c+1)PMG+MG1+(c−1)PAG where
c is the number of challenge blocks of the file. All the above
values correspond to a single-user setting, while the cost
for multiple-user settings is evaluated in the implementation
results.
Communication Cost: During the challenge phase, the data

auditor sends the edge device a set of parameters, includ-
ing c, t,FID. We employ two global time-dependent pseudo-
random functions that take the time instant t and provide
random challenge vectors ∈ Zq∗ and random indices from
{1, 2, 3, . . . , n} corresponding to the time t . In this case, the
communication cost is of binary length log2(c) + log2(t) +
log2(FID). In the proof of possession, the edge device sends
the data auditor a response of < proof (t), SignED(proof (t)).
For a single-user setting, the communication cost would be
log2(µ)+ 3|G|. While the multi-user setting for the case of d
user entities of the shared group data is log2(µ)d+(d+2)|G|.
Where the signature SignED(proof (t)) size is 2|G|.
Storage Cost: Our scheme supports public data auditing,

and therefore the user entity and the data auditor do not
need to store any message blocks or metadata. While the
edge device should maintain both the message blocks and
metadata without which the edge device will not be able to
provide correct proof of possession. Additionally, the edge
device also stores the index matrix and the signed SLA by
the group members. Considering the storage capabilities of

TABLE 5. Numerical comparison of data auditing algorithms.

FIGURE 11. Metadata generation by user entity.

the edge device we assume the edge device scales well to
accommodate any storage requirements.

B. IMPLEMENTATION RESULTS
To measure the running time of various operations presented
in Table 4, we used a simulation environment consisting
of two devices, a GMP-6.2.1 [43] and a PBC-0.5.14 [46]
libraries, which are pairing-based cryptography software.
Specifically, we used a laptop with an Intel Core i5 6200U
CPU @ 2.80 GHz and 16 GB RAM to simulate the edge
device, and a Raspberry Pi 3 Model B with a quad-core
Broadcom BCM2837 64 bit CPU@ 1.2 GHz and 1 GBRAM
to simulate the user entity. We also used the standard security
parameter a.param of the PBC library to initialize the system.
This parameter gives the fastest speed among the default
symmetric pairing options. The a.param has a base field size
of 512 bits that provides a Dlog security of 1024 bits. The
order of the elliptic curve group is 160 bit and its embedding
degree is 2.

The metadata generation algorithm is run on the second
device to simulate the user entity. Though the overall run-
ning time of the algorithm is high. The costly operations
such as the HTPG can be run offline since the HTPG of the
authenticating information is independent of the data blocks.
Therefore, it can be noted from fig. 11 the offline time for
5000 blocks is 57.5 seconds while online is just 7.6 seconds.
Further, fig. 11 shows that the running time of metadata
generation is a linear function of the number of data blocks.
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TABLE 6. Running time comparison of data auditing algorithms.

FIGURE 12. Metadata generation vs. metadata verification.

FIGURE 13. Proof of possession by the edge device.

The overall metadata generation time, the online metadata
generation time, and the metadata verification time are com-
pared to understand the computational load on the user entity
and the edge device. The metadata generation is run by a
user entity, while the edge device verifies the metadata. From
fig 12, it is evident that metadata verification is comparable
to a user entity’s online computation cost. Further, the edge
device can scale well to verify metadata for multiple users
considering its computational capabilities.

The proof of possession generation by the edge device is
a linear function of the number of challenged blocks. At the
same time, the running time is proportional to the computing
capabilities of the FOG device. From fig. 13, it can be noted
that the edge device takes 62 ms for 500 challenged blocks

FIGURE 14. Proof verification.

FIGURE 15. Proof verification comparison.

while it takes 125 ms for 1000 challenged blocks. Our pro-
posed scheme follows a similar probabilistic guarantee of the
scheme in [2] and, therefore, can detect the data corruption
with 99% probability by only challenging 460 data blocks
when the edge device corrupts 1% of the data blocks. Further,
it can be noted that it only takes 57ms for the edge device to
generate proof of possession for 460 challenged blocks.

Our proposed protocol supports public data auditing; there-
fore, the proof verification can be done by the user entity
or a trusted third-party auditor. We implemented the proof
verification algorithm in four ways. The first and second are
on the Raspberry Pi device without preprocessing and with
preprocessing, respectively. The third and fourth are on the
Laptop device without preprocessing and with preprocessing,
respectively. It can be noted from fig. 14 that to detect the data
corruption with 99% probability when the challenged blocks
are 500, the time for each of the four variations is 5.78 s,
0.78 s, 1.06 s, and 65 ms, respectively.

Further, the preprocessing task can be sourced to a third
party without data privacy issues. The user entity (Raspberry
Pi) performs data auditing tasks equally better against the
third-party auditor (Laptop without preprocessing).

Table 5 and 6 compares the the proposed scheme and a
recent data auditing scheme of Yuan et al [20] in terms of
numerical analysis and concrete running time respectively.
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It can be noted from Table 6 and fig. 15 that the cost
of metadata generation and proof verification is better in
our proposed scheme. While the proof generation in both
schemes have almost the same cost. We have implemented
the metadata generation on Raspberry Pi device, proof gen-
eration and proof verification on a Laptop device without the
preprocessing for both schemes.

VIII. CONCLUSION
The proposed work has successfully mitigated the implica-
tions of key compromise of the KGC through distributed and
decentralized key generation mechanisms specifically suited
to CLC-based shared group data auditing for the FOG-CPS
scenarios. Further, our flexible approach to carefully admit-
ting a new user entity to the network with full or partial privi-
leges can enable a secure and robust functioning of the group
tasks. The metadata generation mechanism efficiently sup-
ports the aggregation of group users’ information in the proof
generation, proof verification, and audit verification. The
implementation results and security analysis have demon-
strated the proposed work’s feasibility, efficiency, and secu-
rity. The future work of this research aims to further enhance
the performance of shared group data auditing, providing
scalable protocols for diverse, resource-constrained devices
in the fog computing architecture. Additionally, mechanisms
will be established to incentivize group members who suc-
cessfully comply with the agreed service level agreement and
correctly perform the auditing duties.
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