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ABSTRACT Model predictive control (MPC) has become increasingly popular among researchers for
modular multilevel converters (MMCs) due to its ability to incorporate multiobjective control and provide
superior dynamic response. However, it is computationally challenging to implement it on MMCs when the
number of submodules is increased. This paper proposes a finite control set (FCS) model predictive control
(MPC) with reduced computational complexity for modular multilevel converters (MMCs). To accomplish
this goal, a reduced order data-driven model is obtained using sparse identification of nonlinear systems
(SINDy) by incorporating the input terms in the load current and circulating current dynamics. As a result,
the need to use the arm voltages or the submodule capacitor voltages dynamic equations as in the case
of a conventional FCS-MPC is eliminated. To improve the output current total harmonic distortion (THD)
and reduce the effect of higher switching frequencies caused by the FCS-MPC, an updated cost function is
proposed. The effectiveness of the proposed technique is validated by simulation and experimental results.

INDEX TERMS FCS-MPC, MMCs, data-driven control, SINDy, power converters.

I. INTRODUCTION
Over the past decade, modular multilevel converters (MMCs)
have gathered immense attention in high/medium voltage
applications due to their modularity, scalability, and low
switching losses. The applications of MMCs include but
are not limited to HVDC power transmission [1], motor
drives [2], energy storage system [3], and power electronic
transformers [4]. Due to thewide range of applications, devel-
oping efficient control strategies for MMCs is important.

The conventional cascaded linear control structure devel-
oped for MMCs has limitations in terms of the performance
of the dynamic response [5]. Also, the control complexity
increases due to the addition of more control loops when
circulating current and voltage balancing are also included in
the control [6], [7], [8]. On the other hand, pulse width modu-
lation (PWM) constitutes a part of the control and removal of
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the modulation step from the converter control can simplify
the control design and implementation [9].

A finite control set model predictive control (FCS-MPC)
is an optimal control that provides better transient response
without the intervention of the intermediate modulation
step [10]. Additionally, it predicts the plant’s future behavior
by using the explicit plant model and can handle multiob-
jective optimization and nonlinear constraints problems. The
FCS-MPC can generate the optimal combination of switching
states that minimizes a given cost function and can provide
the control signals directly to the converter [11]. A compar-
ative study between classical and MPC control implemented
on MMCs is conducted by [12] and [13] in which the MPC
produced better circulating current control and a superior
dynamic response while requiring fewer control parameters
to tune.

In spite of some remarkable features of the FCS-MPC,
there are challenges faced by researchers in implementing
this control strategy. As the MPC relies heavily on the model,
uncertainties in the physical system cause inevitable errors
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and online identification techniques [14] may be required to
improve the robustness. Secondly, FCS-MPC produces high
switching frequencies which reduces system efficiency. The
high switching frequency also increases unnecessary switch-
ing which may cause reliability issues [15], [16]. Finally,
one of the major challenges in implementing the MPC is
the added computational complexity when the number of
submodules (SMs) is increased.

Many efforts have been made to deal with these problems.
In [17], the authors proposed a nonlinear MPC algorithm
for MMC-HVDC with a reduced number of active voltage
vectors to alleviate the computational load and the switching
losses. A direct FCS-MPC was proposed in [13] which com-
putes 22N control options at each time step as opposed toC2N

N
control sets shown in [18]. Even though the direct FCS-MPC
approach is relatively easy to implement, it becomes imprac-
tical to implement it on a large-scale MMC system due to the
exponential increase in the number of control options as the
number of SMs grows. An indirect FCS-MPC technique was
proposed by [19] in which the capacitor voltage balancing
was decoupled from theMPC formulation and performed in a
separate block to bring the number of control options down to
only (N+1)2 while maintaining 2N+1 output voltage levels.
Several studies [17], [20], [21] have been performed that use
N + 1 voltage levels configuration to further reduce the com-
putational complexity. Nevertheless, the output current THD
performance is degraded as compared to the 2N + 1 voltage
levels configuration. This issue was later addressed in [22] by
using a preselection algorithm to evaluate the control options.
Recently, a machine learning emulation of MPC for MMCs
has been developed in [23] to reduce the computational bur-
den of MPC. Therein, the authors implemented an emulation
of MPC by training a neural network model using the data
acquired through a standard FCS-MPC.

To deal with the high frequency issue, [17] presented a
finite-level-set MPC to account for output current, circulating
current, switching frequency, and SM capacitor voltage using
a reduced number of switching states. Later, FCS-MPC with
optimized pulse patterns was developed by [24] and [25] to
decrease the switching frequency. This allows superior har-
monic performance under low switching frequency operation.
Recently, [11] investigated the use of event-triggered neural-
predictor-based FCS-MPC for low switching frequency oper-
ation, allowing the controller to deal with uncertainties and
unnecessary energy loss.

Many techniques have been developed in the literature to
obtain data-driven models. Some of them include autore-
gressive models [26], [27], and neural network (NN) and
deep reinforcement learning models [28], [29], [30]. Neural
network based models are widely adopted due to the rapid
increase in the available processing power. However, these
models lack interpretability and require a large amount of
data for training. Overfitting is also a cause of concern for
NN based models. Similarly, in the event of abrupt changes
in the system, the controller must be able to act quickly

to compensate for the changes introduced in the system
dynamics, allowing a short span of time for model discov-
ery. The recently developed SINDy framework [31] allows
the use of limited data while relying on sparsity-promoting
optimization to identify parsimonious systems. This results
in producing interpretable models that avoid overfitting.

This paper presents a novel and effective data-driven tech-
nique to implement a FCS-MPS on MMCs to tackle two of
the major problems that occur while implementing a con-
ventional FCS-MPCwithout complicating the control design.
The control algorithm is designed to reduce the computa-
tional complexity and improve the output current THD per-
formance along with reducing the high switching frequency.
The computational complexity is reduced by developing a
reduced state data-driven model for the MMC using sparse
identification of nonlinear systems (SINDy). When applying
SINDy, the model is trained by including the input switching
terms in the dynamic equations for circulating current and
output current, thereby eliminating the need to evaluate the
corresponding SM capacitor voltages or the arm voltages,
which are usually obtained from some mathematical mod-
els commonly used in the existing literature for computing
the cost function of the FCS-MPC. To further reduce the
computational complexity, the capacitor voltage balancing is
decoupled from the control, and a separate voltage balanc-
ing block is implemented. Furthermore, the trained model
provides better estimates of system states as compared to
the conventional average models used in the literature, hence
increasing the accuracy of the MPC prediction. Finally, in the
proposed FCS-MPC, the cost function is modified by adding
a weighing factor to the switching terms to ensure better THD
performance for the output current while reducing the high
switching frequency effect caused by FCS-MPC. The effec-
tiveness of the proposed technique is verified using simula-
tion and experimental results and it is shown that the proposed
data-drivenMPC strategy offers a novel and efficient solution
to controlling MMCs.

The rest of the paper is organized as follows. Section II
describes the MMC topology and mathematical models used
in the literature. In Section III, the proposed SINDy model is
described. The proposed FCS-MPC formulation is discussed
in Section IV. In Sections V and VI, simulation and experi-
mental results are presented to validate the proposed scheme.
Finally, the conclusion is made in Section VII.

II. SYSTEM MODELING OF MMC
A. MMC TOPOLOGY
Fig. 1 shows the three-phase MMC with each leg having a
upper and a lower arm. The two arms are connected through
an arm inductance L. Each arm consists of N cascaded SMs.
A half bridge topology is considered in this research as it is
the most commonly used topology. Each SM is constructed
using a capacitor connected to two in-series switches. The
upper and lower arm currents in three phases are denoted
by iua, ila, iub, ilb, iuc, and ilc, respectively. The subscript u, l
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FIGURE 1. Modular multilevel converter schematic diagram.

represents upper and lower arms, and a, b, and c denotes
the corresponding phase, respectively. For simplicity, all the
relationships will be represented for a single phase MMC
as they are identical and the subscripts for the phases are
dropped.

B. MATHEMATICAL MODELING
In the literature, there are two different mathematical models
that are widely used while implementing FCS-MPC. The
main difference lies in the definition of states, in which the
sum of capacitor voltages in upper and lower arms are taken
as states in one of them, whereas individual SM capacitor
voltages are taken as states in the other. Both mathematical
models are derived using the Kirchhoff’s current and voltage
laws.

The first model is given by the following dynamic
equations: 

dio
dt

=
1

2Lo + L
(vl − vu − 2Rio)

dic
dt

=
1
2L

(Vdc − vl − vu)

dv6u
dt

=
nu
C
iu

dv6l
dt

=
nl
C
il

(1)

where C is the submodule capacitance, io is the output cur-
rent, ic is the circulating current, v6u is the sum of capacitor
voltages in the upper arm, v6l is the sum of capacitor voltages
in the lower arm, and nu and nl are the number of active
switches in the upper and lower arms, respectively. The upper

arm voltage vu and lower arm voltage vl is computed based
on the assumption that all the capacitor voltages are well
balanced and is given below:

vu =
nu
N
v6u (2)

vl =
nl
N
v6l (3)

The relationship between the upper and lower arm currents
with the output and circulating currents is as under:

io = iu − il (4)

ic =
1
2
(iu + il) (5)

The second model on the other hand has 2N + 2 states
including circulating current, output current, and capacitor
voltage for each SM. The corresponding dynamic equations
are given below:

dio
dt

=
1

2Lo + L
[(UN+1VN+1+UN+2VN+2

+ . . . + U2NV2N ) − (U1V1+U2V2+. . .+UNVN )−2Rio]
dic
dt

=
1
2L

[Vdc−(UN+1VN+1 + UN+2VN+2+. . .+U2N

V2N ) − (U1V1 + U2V2 + . . .+UNVN )]
(6)

dV1
dt

=
U1

C
iu

...
dVN
dt

=
UN
C
iu

dVN+1

dt
=
UN+1

C
il

...
dV2N
dt

=
U2N

C
il

(7)

where Vi is the voltage across capacitor of the ith SM and
Ui is the corresponding switching state, i = 1, 2, . . . , 2N ,
and N is the number of SM’s in each arm. The conventional
indirect FCS-MPC utilizes the mathematical model defined
in (1), whereas the direct FCS-MPC is implemented by using
the model given by (6) and (7).

III. THE PROPOSED SINDY MODEL
Sparse identification of nonlinear dynamical systems
(SINDy) uses noisy measurement data to determine the
dynamics of a system [31]. Since the algorithm uses sparse
regression, it generates the governing dynamic equations with
the fewest terms possible. In this research, a generalized form
of SINDy [32] is proposed to determine a reduced order
dynamic system of MMCs in which input terms are also
included in the dynamics.

Consider a nonlinear dynamical system given below:

d
dt
x(t) = f (x(t), u(t)) (8)
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where x ∈ Rn is the state vector, u ∈ Rp is the input
vector, and f (x, u) are the nonlinear functions governing the
system dynamics. For implementation, the state x and input
u are sampled at different time instants t1, t2, . . . , tm. The
derivatives ẋ are assumed to be measured or approximated
numerically using the state data. The state and input data can
be stacked in two matrices given below:

X =


x1(t1) x2(t1) . . . xn(t1)
x1(t2) x2(t2) . . . xn(t2)

...
...

. . .
...

x1(tm) x2(tm) . . . xn(tm)

 (9)

U =


u1(t1) u2(t1) . . . up(t1)
u1(t2) u2(t2) . . . up(t2)

...
...

. . .
...

u1(tm) u2(tm) . . . up(tm)

 (10)

A library of candidate functions 2(X ,U ) can be constructed
using the obtained data. A few examples of the candidate
functions ofX andU are constant, polynomial, trigonometric,
and exponential terms or a combination of these terms:

2(X ,U ) = [1T XT (X ⊛ X )T (X ⊛ U )T (U ⊛ U )T . . .

×sin(X )T sin(U )T sin(X ⊛ U )T . . .] (11)

where ⊛ represents all the product combinations of the X
and U vectors. Initially, a simple library of functions (poly-
nomials) is chosen, and the complexity is increased by adding
more terms like trigonometric functions. After selecting a
specific library of functions, a sparse regression problem is
set up to evaluate the sparse vectors of coefficients 4 which
determines the active nonlinearities. The system represented
by (8) can be written in the following form:

Ẋ = 42T (X ,U ) (12)

The time derivative Ẋ is computed numerically, if it can not
be measured. The entries in each column of 4 determines the
active terms for each state dynamic equation. The solution for
4 involves minimizing the following cost function:

ξi = argmin
1
2
||Ẋi − ξ̂i2

T (X ,U )||22 + λ||ξ̂i||1 (13)

where Ẋi and ξi are the ith row of vectors Ẋ and 4, respec-
tively. The 1-norm term |.|1 introduces sparsity which can
be controlled by adjusting the hyperparameter λ. The opti-
mization problem defined in (13) can be solved using the
LASSO [33] or the sequential thresholding least squares
(STLSQ) [31] procedure.

A. PROPOSED SINDy MODEL FOR FCS-MPC
IMPLEMENTATION ON MMCs
In the proposed method, a dynamical model of MMC using
SINDy is developed at first:

Algorithm 1 Pseudo Code for the SINDy-BasedModel Iden-
tification
1: Data collection to obtain ic, io, vu, vl , nu, and nl signals

to form the initial dataset X and U
X = [ic io vu vl], U = [ nu nl]

2: Compute numerical derivative of X to get Ẋ
3: Choose appropriate candidate function 2(X ,U ) and

perform hyper-parameter λ settings based on greedy
search.

4: Solve sparse regression problem using STLSQ
algorithm

5: Get the final trained model in the form of
Ẋ = f (x, u)

Utilizing the flexibility of choosing the candidate func-
tions, input terms nu and nl are included in the dynamics
of output and circulating currents. As output and circulating
currents are the controlling parameters, the inclusion of input
terms can greatly simplify the control design. It will also
reduce the computational complexity of FCS-MPC as the
voltage equations are not required to be solved during each
step of FCS-MPC as is the case with the commonly used
mathematical models, as shown in (1), (6)-(7). The obtained
SINDy model is given below:

dic
dt

= f1(21 = [XT UT ])

dio
dt

= f2(22 = [XT UT sin(X ⊛ U )T ]).
(14)

Furthermore, by choosing different candidate functions,
we can attain different models having different accuracies.
For the current research, the circulating current dynamics
only contain first-order polynomial terms, whereas the output
current dynamics have first-order polynomial terms along
with sinusoidal terms. It is possible to obtain a simpler or a
more complicated model, depending on the requirements and
the available data.
Remark 1: The SINDy model allows great flexibility in

terms of the required complexity by selecting a specific
library of candidate functions. Also, based on the nature and
diversity of the training data, the model can help provide
robustness against parameter uncertainties. Furthermore, the
SINDy can generate accurate interpretable models under
limited-data training, thereby reducing the training time as
compared to NN and deep reinforced learning based models.

B. DATA ACQUISITION AND MODEL TRAINING
The model training involves two steps (1) Acquiring data,
and (2) Training the model using the ‘pysindy’ library [34]
developed in Python. These two steps are described below:

1) Data acquisition step: The training data is collected
under different operating conditions at a selected sam-
pling rate. For example, we need to collect samples of
ic, io, vu, vl , nu, and nl at each time step. The acquired
data is then saved and transported to Python for model
training.
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FIGURE 2. SINDy based FCS-MPC for MMCs.

2) Model training step: In this step, data acquired in the
previous step is used to form the X and U matrices
given by (9) and (10). The derivative matrix Ẋ is com-
puted numerically using the finite difference method.
The library of candidate functions is defined and the
hyperparameter λ is selected. The model is trained
for different variations of candidate functions and the
hyperparameter by using the greedy search algorithm.
Finally, the model is tested using the test samples.

After acquiring sufficient knowledge of the system behav-
ior and setting the right parameters for the choice of library
of candidate functions and the hyperparameter, the SINDy
algorithm was able to generate the required model in less
than 60s. Themodel trainingwas performed using a computer
equipped with 8 gigabyte RAM and an Intel core i5 2.40 GHz
processor.

IV. FCS-MPC FORMULATION AND COST FUNCTION
The block diagram of the proposed MPC is shown in Fig. 2.
In the presented indirect FCS-MPC scheme, control of output
and circulating currents is performed, and inserted modules
for the upper arm nu and lower arm nl are generated as
output of the predictive control. The capacitor voltage bal-
ancing is performed outside the MPC, and a separate volt-
age balancing scheme is implemented to further reduce the
computational load on the proposed FCS-MPC algorithm.
In this section, we present a computationally efficient FCS-
MPC control with improved THD and switching frequency
using the obtained SINDy model. As the proposed scheme
eliminates the need to use the voltage dynamics of upper and
lower arms as shown in Eq. (1) and the SM capacitor voltage
dynamics as seen in Eq. (6)-(7), the control becomes more
efficient and the complexity is reduced. Additionally, since
the model is data-driven, it can also capture the unmodelled
dynamics. This will be observed in the model verification in
which the circulating current response generated by SINDy
outperforms the equivalent mathematical model response.
Furthermore, in the existing work that implemented the indi-
rect FCS-MPC on MMCs, it is assumed that the capacitors
are perfectly balanced. This can cause prediction errors due
to the presence of capacitor voltage ripples which can degrade
the performance of the implemented control. Whereas in
the proposed SINDy based FCS-MPC, since the model of

the MMC is data-driven, the capacitor voltage ripples are
indirectly captured in the system dynamics and the predicted
states. Since the FCS-MPC relies on the accuracy of the sys-
tem model, using the data-driven model reflecting capacitor
voltage ripples can improve the tracking performance.
Remark 2: The reduction in computational complexity

due to the proposed SINDy based FCS-MPC is validated
in comparison to the conventional indirect FCS-MPC in a
simulation setting with 10 SMs in each arm, and the results
are included in Section V. It is observed that the SINDy
based FCS-MPC is able to reduce the computation time by
approximately 50%.

A. COST FUNCTION MINIMIZATION
The FCS-MPC optimization problem is formulated as:

min J (x(k + 1),U (k))

s.t. xk+1 = f (x(k), u(k))

U (k) = [u1(k), u2(k), . . . , u(N+1)2 (k)] (15)

where J is the cost function that needs to be minimized, f
is the discrete-time system model, and U contains all the
possible input switching combinations. In order to implement
the FCS-MPC, the discrete-time model of MMC is required.
The forward Euler approximation is used to discretize the
SINDy model represented by (14). The obtained discrete-
time model is given below:

ic(k + 1) = ic(k) + Tsf1(21(k)) (16)

io(k + 1) = io(k) + Tsf2(22(k)) (17)

where Ts is the sampling period, k + 1 terms represent the
predicted values, and k is the current sampling instant. Two
different cost functions are used for this research and are
given below:

J1 = wc(i∗c − ic(k + 1))2 + wo(i∗o − io(k + 1))2 (18)

J2 = wc(i∗c − ic(k + 1))2 + wo(i∗o − io(k + 1))2

+ wunu + wlnl (19)

where i∗c is the circulating current reference, i∗o is the out-
put current reference, ic is the predicted circulating current,
io is the predicted output current, wc, wo, wu, and wl are
the weights associated with the circulating current, output
current, upper arm control input, and lower arm control
input, respectively. As an indirect FCS-MPC using the SINDy
model is implemented, the capacitor voltage terms are not
included in the cost function in order to minimize the compu-
tational complexity and to ensure the solution remains viable.

The revised cost function defined in (19) provides a better
response by reducing the THD and alleviating the effects
of the high switching frequency problem caused by FCS-
MPC. It tries to reduce the number of active switches, thereby
increasing efficiency and reducing the chances of switch
faults. However, it can slightly increase the tracking error as
compared to the cost function represented by (18) due to the
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FIGURE 3. Capacitor voltage balancing flowchart.

inclusion of additional terms in the cost function that may
compromise the minimization of tracking error terms.
Remark 3: The FCS-MPC control involves considering all

the possible switching combinations for nl and nu to evaluate
a cost function. The switching configuration in terms of the
number of inserted SM for the upper and lower arms is
selected which minimizes the defined cost function. Since
the proposed MPC does not involve computing the dynamic
equations of the SM capacitor voltages as in the case of (7)
or the sum of capacitor voltages in the upper and lower arms
defined in (1) to predict ic and io, the computation burden is
reduced. Furthermore, the inclusion of the weighting factor
for nu and nl in the cost function reduces the switching
frequency and the output THDwithout affecting the capacitor
voltage balancing.

B. CAPACITOR VOLTAGE BALANCING
The voltage sorting algorithm given in [35] is adopted to
perform the capacitor voltage balancing of the MMC. The
algorithm decides the SMs to be inserted or bypassed based
on the direction of the arm currents and the FCS-MPC out-
puts, i.e., nu and nl . In case when iu,l > 0, the algorithm
inserts nu and nl capacitors having the lowest voltages in
the upper and lower arms, respectively. Conversely, in the
event when iu,l < 0, nu and nl capacitors having the highest
voltages are inserted in the upper and lower arms. At each
sample time, switching signals for each SM in the upper
arm Su and the lower arm Sl are obtained and applied based
on the arm currents direction, capacitor voltages, and the
obtained FCS-MPC outputs. The flowchart of the voltage
sorting algorithm is presented in Fig. 3.

V. SIMULATION RESULTS
The simulation results are presented to show the effective-
ness and characteristics of the proposed SINDy-FCS-MPC

TABLE 1. Simulation Parameters.

method. The simulation for the proposed technique is carried
out in MATLAB/Simulink, whereas the SINDy model is
trained using the ‘pysindy’ library developed in Python. The
simulation parameters can be found in Table 1. In this section,
the proposed SINDy model has been validated and compared
to the mathematical model. Furthermore, the steady-state and
transient performance of the proposed SINDy based indirect
FCS-MPC has been evaluated and compared with the con-
ventional indirect FCS-MPC approach.

A. SINDy MODEL VALIDATION
The SINDy model described by Eq. (14) has been rigorously
tested under several conditions. The observed circulating cur-
rent ic and output current io from the SINDy model of MMC
are compared with the ones obtained using the mathematical
model as shown in Eq. (1). Fig. 4 shows the corresponding
comparison between the measured ic and io with the states
generated using SINDy and the mathematical model. It can
be observed from the shown results that io produced by both
the models are close to the measured values. However, the
circulating current ic generated by the SINDy model outper-
forms the mathematical model by a fair margin.

FIGURE 4. Model validation of the proposed SINDy model and its
comparison with the mathematical model. From top to bottom
(a). Circulating current, (b). Output current.

B. STEADY-STATE PERFORMANCE
The steady-state performance of the proposed SINDy FCS-
MPC and the conventional indirect FCS-MPC is shown in
Fig. 5 and 6, respectively. The reference for the output
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current is set to an amplitude of 25A. It can be seen that
the proposed approach and the conventional indirect FCS-
MPC shows similar performance and are able to track the
output current reference while keeping the circulating cur-
rent sufficiently suppressed. However, a 10% improvement
in the circulating current suppression is observed in the
case of the proposed SINDy based FCS-MPC. Furthermore,
in order to compare the computational complexity, Simulink
profiler is used to compute the time that is required to eval-
uate the conventional indirect FCS-MPC and the proposed
scheme under the same simulation settings. The submodule
capacitor voltages are well balanced in both cases. Table 2
shows the comparison between the conventional indirect
FCS-MPC and the proposed method based on the selected
criteria.

FIGURE 5. Simulation results of the steady-state response using the
proposed SINDy based FCS-MPC. From top to bottom: (a). Output current,
(b). Arm voltages, (c). Circulating current, and (d). Capacitor voltages.

C. TRANSIENT PERFORMANCE
The transient performance of the proposed algorithm is also
investigated by changing the amplitude of the output current
reference from 25A to 20A at 5s. As seen in Fig. 7, it can be
noticed that the system remains stable during this step refer-
ence change and the output current is able to track the ref-
erence trajectory. The proposed technique is compared with
the transient performance of the conventional indirect FCS-
MPC as shown in Fig. 8. The voltages across the submodule
capacitors are effectively balanced for both cases and the cir-
culating current is also adequately suppressed. However, the
SINDy based FCS-MPC generates better circulating current
suppression while reducing the computational complexity.
To observe the effect of adding input weight terms in the
cost functions, Fig. 9 shows the switching signals produced
from the proposed FCS-MPC. Since the added terms in the
cost function J2 do not allow abrupt changes to the switching
signals, this results in lower switching frequency as compared
to J1 and provides a smoother response.

FIGURE 6. Simulation results of the steady-state response using the
conventional indirect FCS-MPC. From top to bottom: (a). Output current,
(b). Arm voltages, (c). Circulating current, and (d). Capacitor voltages.

FIGURE 7. Simulation results of the transient response using the
proposed SINDy based FCS-MPC. From top to bottom: (a). Output current,
(b). Arm voltages, (c). Circulating current, and (d). Capacitor voltages.

TABLE 2. Comparison between conventional indirect FCS-MPC and SINDy
FCS-MPC.

VI. EXPERIMENTAL RESULTS
The effectiveness of the proposed MPC approach is further
validated on a 16-submodule singe-phase laboratory pro-
totype. The digital controller is based on B-Box which is
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FIGURE 8. Simulation results of the transient response using the
conventional indirect FCS-MPC. From top to bottom: (a). Output current,
(b). Arm voltages, (c). Circulating current, and (d). Capacitor voltages.

FIGURE 9. Switching signals for the two cost functions. From top to
bottom: (a). With input weights, (b). Without input weights.

a real-time DSP+FPGA rapid prototyping controller. The
experimental MMC test bench used for this research is shown
in Fig. 10 and the system parameters are given in Table 3. The
results depicted in Fig. 11 demonstrate that the SINDy model
is more effective in approximating the actual measured states
as compared to the mathematical model given by Eq. (1).
The accuracy of the mathematical model is reduced by losses
in the physical system, whereas the SINDy model is able to
produce precise approximations.

The proposed algorithm is first tested under steady-state
in which the output current reference is set to an amplitude
of 12A. As seen in Fig. 12 the implemented control scheme
performs well in tracking the reference trajectory and pro-
vides good circulating current suppression and the voltages
across submodule capacitors are well balanced. Experimental

TABLE 3. Experimental Parameters.

FIGURE 10. Experimental setup.

FIGURE 11. Model validation of the proposed SINDy model and its
comparison with the mathematical model. From top to bottom:
(a). Circulating current, (b). Output current.

TABLE 4. Comparison between conventional indirect FCS-MPC and SINDy
FCS-MPC.

results were also obtained for the conventional indirect FCS-
MPC to compare the performances which is shown in Table 4.
It was observed that the conventional indirect FCS-MPC
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FIGURE 12. Experimental results of the steady-state response using the
proposed SINDy based FCS-MPC. From top to bottom: (a). Output current,
(b). Arm voltages, (c). Circulating current, and (d). Capacitor voltages.

FIGURE 13. Experimental results of the transient response using the
proposed SINDy based FCS-MPC. From top to bottom: (a). Output current,
(b). Arm voltages, (c). Circulating current, and (d). Capacitor voltages.

yields a higher output current THD compared to the proposed
FCS-MPC. Additionally, an improvement of 16% in the cir-
culating current suppression was observed for the SINDy-
FCS-MPC when compared with the conventional indirect
FCS-MPC.

To verify the dynamic response of the proposed method,
the output reference amplitude is changed from 12A to 10A
at 0.5s. The generated results are shown in Fig. 13 for the
proposed SINDy based FCS-MPC. It can be observed from
these results that the system remains stable during the step
reference change and the system is able to track the out-
put current trajectory effectively. The capacitor voltages also
remain balanced throughout the operation.

Finally, the effect of adding input weight terms in
the cost function is evaluated by observing the switching

FIGURE 14. Switching signals for the two cost functions. From top to
bottom: (a). With input weights, (b). Without input weights.

combinations generated by the FCS-MPC using the two cost
functions J1 and J2 defined in (18)-(19). It is shown in Fig. 14
that the FCS-MPCwhich uses J2 as the cost function results in
lower switching frequency, therefore ensuring better system
efficiency and increased reliability.

VII. CONCLUSION AND FUTURE WORK
This paper presents the design and implementation of an
indirect FCS-MPC for MMCs by developing a reduced state
data-driven model using SINDy. In the reduced model, only
the circulating current and load current dynamics are used for
the implementation of the FCS-MPC. This is accomplished
by adding the dependencies of the input terms, i.e., nu and
nl in the dynamics of ic and io. Doing so removes the need
to use the corresponding SM voltages or the sum of capacitor
voltages dynamics. To further reduce the computational com-
plexity and to make the control simple, the capacitor voltage
balancing is decoupled from the actual control and performed
in a separate block.

In addition to reducing the computational complexity, the
effect of the abrupt switching caused by MPC is also reduced
by using an updated cost function having weighting factors
with the inputs alongside the control terms. Using this cost
function allows a decrease in the THD of the load current and
reduces the unnecessary switching caused by the FCS-MPC,
hence increasing reliability and efficiency.

In the future, the proposed scheme can open a new direc-
tion for using interpretable data-driven models for imple-
menting MPC control in power systems. The performance
of FCS-MPC can further be improved by using optimally
tuned weighting factors. Similarly, designing controls that are
robust against parameter uncertainties is an active research
in MMCs. This control problem can be solved by using a
SINDy based model and incorporating the relevant parameter
uncertainties conditions in the training data. It can also have
many applications in fault diagnosis of MMCs as the SINDy
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generated model can provide better approximations of the
system states that can help develop robust fault diagnosis
methods.
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