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ABSTRACT Point cloud registration from laser scanning data is a technique to establish the mapping
relationship between source and target point clouds, which has been widely used in automatic 3D recon-
struction, pose estimation, localization, and navigation. While algorithms like Super4PCS and MSSF-4PCS
can achieve registration without initial poses, they are relatively slow, less accurate, and require iterations.
To address these issues, we propose a 3D point cloud registration algorithm based on interval segmentation
and multi-dimensional feature. Firstly, the source and target point clouds are segmented internally and the
point cloud curvature is designed to narrow down the search range for the registration between the segmented
point clouds. Secondly, the corresponding four-point sets in the segmented areas of the source and target point
clouds are determined using affine invariance constraints. Finally, a multi-dimensional feature vector based
on curvature features and fast point feature histogram is established to determine the unique corresponding
four-point set pairs, and the rigid body transformation matrix is solved accordingly. Our algorithm is tested on
publicly available 3D point cloud data models Bunny, Dino, Dragon, and Horse from Stanford University.
Results showed that our algorithm improved registration accuracy by 24.39% and registration efficiency
by 46.21% compared to the MSSF-4PCS point cloud registration algorithm. Multiple sets of experimental
results confirmed the effectiveness of our algorithm. The proposed 3D point cloud registration is proved to
be fast with high accuracy, which can be utilized for automatic segmentation, reconstruction, and modelling
from Laser Scanning Data.

INDEX TERMS Point cloud registration, point cloud curvature, affine invariance, multi-dimensional
features.

I. INTRODUCTION

With the advent of 3D imaging technology, 3D reconstruc-
tion has become increasingly prevalent in fields such as
robotics, intelligent manufacturing, and heritage conserva-
tion. 3D LIDAR [1], which captures depth information and
represents it as point clouds, is a widely used technology in
3D reconstruction [2]. However, due to device scanning angle
limitations and object shape, acquiring the complete point
cloud of an object often requires multiple views [3]. This
necessitates the registration of corresponding point clouds
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to create a complete 3D point cloud model for subsequent
reconstruction. The primary objective of point cloud regis-
tration is to determine the optimal mapping transformation
between different point cloud frames. Point cloud registration
algorithms have found widespread use in 3D reconstruction
and robotics [4]. As computer vision technology matures
[5], the demands for point cloud registration accuracy and
real-time performance are increasing.

There are various point cloud registration algorithms [6]
that can be broadly classified into three categories: global
search-based, local feature-based, and deep learning-based.
Global search-based algorithms involve traversing all point
cloud data to find corresponding points, making them
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computationally intensive and less real-time for large-scale
point clouds. Local feature-based algorithms rely on feature
points to determine point cloud correspondence, but may
result in matching errors for complexly featured point clouds.
Deep learning-based algorithms obtain point cloud transfor-
mation matrices through neural networks, but require high
computational costs.

To address the accuracy and real-time limitations of current
point cloud registration algorithms, an effective approach
is to segment point clouds into subsets. In this regard,
we propose a multi-dimensional feature-based point cloud
registration algorithm that leverages interval segmentation.
By utilizing interval segmentation and multidimensional fea-
tures, we improve both the accuracy and efficiency of point
cloud registration. In summary, the main contributions of this
paper are as follows:

1) We propose an interval partitioning method to reduce
the computational time required for point cloud regis-
tration. In the preliminary process, the point cloud is
segmented into several subintervals based on distance.
A histogram is then created based on point curvature,
and Bhattacharyya distance is used to determine cor-
responding subintervals for point cloud registration.
This significantly narrows down the search range of
corresponding points and solves the problem of slow
registration due to a large number of point clouds.
As a result, the efficiency of point cloud registration
is improved.

2) We convert the smallest unit of point cloud data into
a four-point set composed of approximately coplanar
data points. Then, we use the affine invariance con-
straint to find the corresponding four-point set pairs in
the corresponding two point cloud subintervals, which
improves the efficiency of point cloud registration.

3) We create multi-dimensional feature vectors for
four-point sets by utilizing curvature features and fast
point feature histograms. Then, we use a feature simi-
larity function to identify unique corresponding pairs of
four-point sets. This approach effectively addresses the
issue of varying point cloud density, which previously
resulted in multiple four-point set pairs and subse-
quently reduced registration accuracy. As a result, our
method significantly improves the accuracy of point
cloud registration.

4) We performed experimental validation on publicly
available 3D point cloud data models including Bunny,
Dino, Dragon, and Horse, which were provided by
Stanford University. Our proposed algorithm resulted
in a 24.39% increase in registration accuracy and a
46.21% improvement in registration efficiency com-
pared to the MSSF-4PCS point cloud registration algo-
rithm. Several sets of experimental results verify the
effectiveness of our algorithm.

This paper is organized as follows. Section II provides a
review of recent types of point cloud registration algorithms
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and related works. In Section III, we present the principles
and procedures of our point cloud interval segmentation algo-
rithms. Section IV focuses on multidimensional features.The
results are discussed in Section V. The experimental results
for validation are presented in Section VII, and finally,
in Section VI, we draw conclusions to summarize the paper.

Il. RELATED WORK

The global search-based point cloud registration algorithm
determines the optimal transformation by imposing certain
conditions in the global scope and iterating through the loop.
The most widely used global search-based point cloud regis-
tration algorithm is the Iterative Closest Point (ICP) algorithm
proposed by Besl and McKay [7] in 1992. The principle of
the ICP algorithm is to find the corresponding point set in the
source and target point clouds and establish the correspon-
dence between the two clusters of point clouds by continu-
ously iterating the transformation matrix of the two clusters of
point clouds. However, the ICP algorithm suffers from issues
such as low computational efficiency, the tendency to fall
into the local optimum, and high dependence on the initial
poses. To overcome these challenges, several improvement
algorithms have been proposed, such as GICP [8], NICP [9],
and SACICP [10], [11]. Among these, SACICP divides the
original ICP into two steps: coarse registration and fine reg-
istration. Firstly, the FPFH of the point cloud is computed
by the Sample Consensus Initial Registration (SAC-IA) algo-
rithm [11], which finds the corresponding points with similar
FPFH features in the target point cloud and calculates the
rigid body transformation matrix between the corresponding
points to achieve coarse registration. The rough registration
step of the SACICP algorithm partially addresses the compu-
tational efficiency and initial registration dependence issues
of the ICP algorithm. However, for many point clouds or
irregularly distributed point clouds, the FPFH computation of
coarse registration is significant, which significantly impacts
the real-time performance of the algorithm.

The point cloud registration algorithm based on local fea-
tures [12] describes features based on point neighborhood
information, establishes feature descriptors for the points,
and determines correspondences between two frames of
point clouds using these descriptors to complete registration.
Widely used algorithms include the consistent four-point con-
gruent sets (4PCS) method [13] and its derivative algorithms
Super4PCS [14] and MSSF-4PCS [15]. The 4PCS algorithm
uses a group of four coplanar points in the source point cloud
as the base set and finds all four-point locations on the target
point cloud that are approximately congruent to the base set.
The 4PCS algorithm does not require point cloud denois-
ing and has lower overlap requirements, but it suffers from
problems such as misregistration of four-point sets and high
computational effort. To address these issues, Super4dPCS
optimizes the quad point set identification method, stream-
lines the range of corresponding quad points, and determines
related quad point sets using an optimized indexing method
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FIGURE 1. Algorithm framework diagram.

to solve the transformation matrix. This method improves
the screening mechanism for the corresponding four-point
set in the target point cloud, reducing the search range, but
it does not solve the misregistration problem. MSSF-4PCS
addresses this problem by incorporating sparse features to
improve registration accuracy. However, the computation of
light features increases significantly with large-scale point
clouds, posing a significant challenge to the algorithm’s real-
time performance.

Deep learning-based point cloud registration algo-
rithms [16] can be divided into two categories: those based
on point cloud feature extraction [17] and those that are
end-to-end deep learning [18] methods. The deep learning
registration method based on point cloud feature extraction
is a registration method that combines deep learning with
optimization methods. This approach primarily uses deep
neural networks to learn the geometric features of point
clouds, and then iteratively applies optimization methods
to obtain the transformation matrix. For example, Choy
et al. [19] proposed a fully convolutional geometric feature
network (FCGF) to extract geometric features of point clouds
using a fully convolutional network. The method generates
high-resolution features based on the sparsity of point clouds
by inputting a sparse tensor using a unit cubic kernel. The
end-to-end deep learning-based registration method takes
two clusters of point clouds as input and directly outputs
the transformation matrix through the neural network. For
instance, Ao et al. [20] proposed SpinNet to extract rota-
tion invariant features. SpinNet consists of a spatial point
converter and a neural feature extractor, which learn local
features for 3D point cloud registration. However, the end-to-
end deep learning-based registration method requires a large
graphics processing unit (GPU) memory and incurs a high
computational cost.

This paper presents the principle framework of the algo-
rithm, as shown in Figure 1. The input data source consists

VOLUME 11, 2023

of two frames of point clouds to be aligned. Firstly, the
point cloud is partitioned into intervals based on distance
and aligned to the corresponding interval using the curvature
histogram. Secondly, the complementary multiple four-point
sets are determined based on the affine invariance constraint
in the corresponding point cloud intervals. Finally, the rigid
body transformation matrix is derived by obtaining the unique
corresponding four-point set through multi-dimensional fea-
ture registration.

IIl. POINT CLOUD INTERVAL SEGMENTATION AND
MATCHING

A. PROBLEM DESCRIPTION

The goal of point cloud registration is to find the optimal
transformation matrix between the source point cloud P and
the target point cloud Q. Specifically, for each point p; in P,
we aim to find the point g; in Q with the shortest Euclidean
distance. To achieve this, we iteratively calculate the trans-
formation matrix using the corresponding set of point pairs
(i, gi), and use equation (1) as the target error function [7].
We repeat this process until the value of f is below a predeter-
mined threshold, at which point we have obtained the optimal
transformation matrix.

k
1
FRT)= 2> llai = Rpi = T)II?

i=1

ey

The rotation transformation matrix is denoted as R, the
translation transformation matrix as 7', and k represents the
number of corresponding points. The iterative computation
involved in solving the nearest issues using ICP can lead to
significant computational problems and insufficient real-time
performance. To overcome this challenge and reduce regis-
tration time, this algorithm partitions the source and target
point clouds into several subintervals. It then identifies the
matching relationship between these subintervals and aligns
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the point clouds in the matched subintervals to reduce the
search range for corresponding points.

B. INTERVAL SEGMENTATION

The source and target point clouds are segmented by using
distance segmentation [21]. Firstly, determine the coordinates
of the point pair a(ay, ay, a;), b(bx, by, b;) with the maximum
distance between two points in the point cloud, and also
define the width d of the interval as shown in equation (2),
where n represents the number of segmented intervals. Define
the segmented source and target point clouds as P[Py, P>..P;]
and Q[Q1, 0>..0,], respectively, where Py (x € n) and Q,(y €
n) represent the segmented source and target point cloud
subintervals.

\/(ax - bx)2 + (ay - bv)2 + (a; — bz)2
d= - (2)

n

Take n=5 as an example, take a as the sphere’s center and
x x d as the radius to make a sphere tangent (x=1, 2, 3, 4, 5),
and the tangent divides the point cloud into five parts. The
effect after the point cloud interval segmentation is shown
in Figure 2. Figure 2 (a)-(d) shows the impact before the
source point cloud segmentation, after the source point cloud
segmentation, before the target point cloud segmentation,
and after the target point cloud segmentation, the general
procedure is described in Algorithm 1, Point cloud P as an
example.

C. POINT CLOUD SUBINTERVAL MATCHING

To find the correspondence between the segmentation point
clouds P, and Qy in the source point cloud P[P1, P>..P,]
and the target point cloud Q[Q1, 0>..0,], the curvature of
all segmentation point clouds P, and Q, is first calculated to
obtain the curvature histogram, and then the correspondence
between the segmentation point clouds P, and Q, is found
by the similarity of the histogram based on the grayscale
histogram matching principle [22]. Thus realizing the subin-
terval matching between the source and target point clouds.

1) CURVATURE CALCULATION

Point cloud surface information primarily consists of the
coordinate information of points. While the coordinate infor-
mation changes with the position of the point cloud, the
relative position information of points and their neighbors
remains constant. The curvature of a point cloud is an inherent
geometric feature that can describe the geometric information
of a point and its neighbors. However, surface fitting methods
for calculating curvature can produce significant errors due
to the presence of outliers and noise points. Therefore, this
algorithm characterizes point cloud features by calculating
the normal curvature [23].

For any point_;a in the point cloud, let the average unit
vector of p_l))e N and construct a local coordinige system
L{p,X,Y, N} as shown in Figure 3(a), where N denotes
the average vector of point p and X and Y are orthogonal
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Algorithm 1 Interval Segmentation

Require: pointcloud P and n(n is the number of intervals, for
example n=S5).
Ensure: Interval point cloud after segmentation.
1: Define a, b to be the point pair with the largest distance
in the point cloud P.
D(a,b) =0
for p; € P do
for p; € Pdo
if d(p;, pj)>d(a, b) then
a<pi,b<gqi
i++,j++
end if
end for
end for
: Define interval point cloud Py, P2, P3, P4 and Ps.
: for p; € Pdo
if D(a, p;) > D(a, b)/n then
insert p; into interval point cloud P
end if
if D(a, p;) > D(a, b)/n && D(a, p;) < 2D(a, b)/n
then
17: insert p; into interval point cloud P,
18: end if
19: if D(a, pi) > 2D(a, b)/n && D(a, p;) < 3D(a, b)/n
then
20: insert p; into interval point cloud P3
21: end if
22: if D(a, p;) > 3D(a, b)/n && D(a, p;) < 4D(a, b)/n
then
23: insert p; into interval point cloud P4
24: end if
25: if D(a, p;) > 4D(a, b)/n && D(a, p;) < 5D(a, b)/n
then

R A A A S o

g
AN A

26: insert p; into interval point cloud Pj
27: end if
28: end for

29: return Py, P, P3, P4 and Ps.

unit vectors. Suppose there are m nearest neighbors near point
p and [;(i € m) is the i-th nearest neighbor of point p. The
average vector of /; is M ;, and the normal curvature of point
p concerning point /; is defined as k;,.

Let the coordinates of p be (0, O, O)L)the coordinates of /;
be (x;, yi, zi), and the coordinates of M ; be (ny ;, ny;, nz ;).
As shown in Figure 3(b), a triangle pOl, is obtained by making
a close circle with points p, [;, and O.

Then the average curvature k;, of the point p concerning the
point /; can be obtained by equation (3) and equation (4).

sin(f)

_ _ ~ Ty
4 = gl sint@) )
palsinG) 2 =a [y 2
Xin ’4 _l’_ yn ) .
21X, T U n,=ng,; 4)

nxy= 2 ’ )
‘/.xl- +yl
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FIGURE 2. Point cloud segmentation diagram.

(a) Local coordinate system L
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FIGURE 3. Schematic diagram of the chord standard vector method.

Where o _1§ the anglg between —ﬁ and ;l:-, B is the angle
between — N and —M ;. From this, the normal curvature of
each point in the point cloud can be calculated.

2) HISTOGRAM SIMILARITY

As shown in Figure 4(a) and 4(b), the distribution of charac-
teristic curvature points of the source point cloud P and its
curvature characteristic histogram are shown, from which it
can be found that the points of different curvatures are dis-
tributed in the corresponding curvature intervals, for example,
the points in the interval with more significant curvature
(>0.006) are mainly distributed in the folds and edges of the
bunny point cloud.

Based on the above method, the curvature histograms of
the segmented subintervals P, and Q) can be obtained. And
the similarity between the curvature histograms of P, and Q,
can be obtained by using the Bhattacharyya distance [24].The
formula for calculating the Bhattacharyya distance is shown
in equation (5).

d (Hp,, HQy)

1 n
o :Z V HPX (m)” HQ\(m) (5)
‘/HPXHQynZ

m=1

= |1

- n
where Hp, = % > Hp, (y Hp

X

and Hgp, are the curvature

m=1
histograms of P, and Qy. The shorter the Bhattacharyya dis-
tance between the segmented point cloud interval Py and Qy,

VOLUME 11, 2023

the higher the similarity between P, and Q), from which the
matching relationship between the segmented point clouds
can be obtained, thus realizing the subinterval matching
between the source and target point clouds, and the sub-
sequent point cloud registration and transformation matrix
calculation only needs to be performed within the subinterval
with the corresponding relationship. For a better illustration,
a brief pseudo-code is stated below as Algorithm 2. Com-
pared with the traditional global search for corresponding
points, this algorithm significantly reduces the search range
of point cloud registration, and the number of point clouds
to be aligned is reduced to 1/n?, which greatly improves the
efficiency of point cloud search.

IV. MULTI-DIMENSIONAL FEATURE MATCHING

A. AFFINE INVARIANCE CONSTRAINT

Once point cloud subintervals are aligned to their correspond-
ing counterparts, point cloud registration can be performed on
each subinterval. Existing algorithms for point cloud registra-
tion with a large number of point clouds typically use global
search-based point cloud registration or registration meth-
ods based on geometric feature descriptions. However, these
algorithms often suffer from extensive computation, low effi-
ciency, and low accuracy. To address these challenges, this
paper presents a subinterval point cloud registration method
based on the 4-point all-equal set registration algorithm.
Figure 5 shows a schematic diagram of 4PCS, where the
left side displays the segmented source point cloud interval
P, and the right side displays the corresponding segmented
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FIGURE 4. Curvature feature points and feature histogram.

Algorithm 2 Point Cloud Interval Matching
Require: Py, P;,...P,, 01, O>,... 0, and Bhattacharyya dis-
tance threshold dp
Ensure: Correspondence between P; and Q;.
1: Py, Py,...P, and Q1, Q»,...Q, are the interval point
cloud obtained by algorithm 1.
2: for P; € P, Q; € Qdo
3: for pj € P;, qj € Qi do
: Calculate average curvature according to Eq.(3)
and Eq.(4)
end for
Get histogram Hp,, Hp,,..., Hp, and Hgp,, Hp,,...,
Hg, by corresponding curvature.
7: end for
8: for P; € Pdo
: for Q; € Q do
10: Calculate the Bhattacharyya distance d(Hp;, Hp,)
between Hp, and Hp, by Eq.(5)
11: if d(Hp;, Hp,) < dp then
12: Q; is the corresponding interval point cloud of
P;
13: end if
14: end for
15: end for
16: return Correspondence between Pp, P»,...P, and Qj,

0,...0,.

interval Q) for the target point cloud. The 4PCS algorithm
is based on affine invariance, which involves finding four
approximately coplanar point pairs (i.e., an approximately
congruent four-point set) in the source and target point clouds
that have similar intersection points and distances before and
after rigid body transformation. To obtain the transformation
matrix, multiple sets of corresponding four-point sets are
selected iteratively using the RANSAC algorithm framework,
followed by the least squares method.

First, select the set of four points B = {a, b,c,d} in
the subinterval P, of the source point cloud as shown in
Figure 6(a), first randomly select the three points a, b, ¢ that
form the triangle with the largest possible area, and after
determining the three points, traverse all the points in the
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source point cloud interval and select the fourth point d that
is as coplanar as possible with the plane composed of these
three points.

The distance constraint invariants d;, d, are calculated as
shown in equation (6). The ratio constraint invariants r1, r; are
shown in equation (7). For the target interval point cloud,
any pair of points {gl, g2} is taken to form a line segment.
For each pair of points, g; and ¢» in the target point cloud
subinterval Q,, the intersection position can be calculated
by equation (8), and four possible intersection points are
obtained as shown in Figure 6(b).

dy=1|b—a|l, dy=|c—d] (6)
la — ell llc —ell

=0 = ——0u (N
lla — bl lc —dIl

el =q1+r(q2—q1) ®)

e2=q1+r(q—q1)

For any pair of points, if their intersection points are the same,
then they are the four-point sets that meet the requirements.
From the affine invariance, we can get the four-point set pairs
in the target point cloud subinterval Q, that are approximately
equal to the four-point set in the source point cloud subinter-
val Py.

B. MULTI-DIMENSIONAL FEATURE VECTOR

Due to the non-uniform density of the point cloud, there
may be multiple pairs of four-point set pairs between the
four-point set points in the target point cloud subinterval Q,
and the four-point set points in the source point cloud subin-
terval Py. To solve the problem, two features, the curvature
of the points [23] and Fast Point Feature Histograms (FPFH)
[10], are extracted to construct a multi-dimensional feature
vector as shown in equation (9).

Xi = [611, q2, 43, 5147f1’f2,f3,f4] (9)

where denotes the curvature feature of the four-point con-
centration points, and represents the FPFH feature of the
four-point concentration points. Where the FPFH feature is
obtained by Rusu et al. [10] based on their proposed PFH
feature, and the formula for calculating the FPFH feature of

VOLUME 11, 2023



A. Xu et al.: Fast and High Accuracy 3D Point Cloud Registration for Automatic Reconstruction

IEEE Access

(a) Source point cloud subinterval Py

FIGURE 5. 4PCS schematic diagram.

(a) Source point cloud interval four-point set

FIGURE 6. Four-point set search graph.

point pi is as in equation (10).

FPFH (p;) = SPFH (p)) + } >, - SPFH (p) (10,
ok = ||pi : |pi — prl < 7|l

where SPFH is the simplified point feature histogram of
a point, py is a neighborhood point of p;, r denotes the
neighborhood radius of point p;, and k denotes the number
of neighborhood points.

The correspondence of the four-point set is estimated by
matching the correlation of the multidimensional feature vec-
tors. Let X and Y be the multi-dimensional vectors of the
source point cloud interval four-point set and the correspond-
ing target point cloud interval four-point set, respectively. The
feature similarity coefficient ryy of X, Y can be calculated
using equation (11).

X —X)x (Y -Y)
rxy = - — - —
\/Zi:l (Xl - X) X \/Zi:l (Yl - Y)

where X and Y denote the average of the multidimensional
feature vectors X and Y. If ryy > T (T is a predefined
threshold), the four-point set of the target point cloud subin-
terval Q) is updated to be identical to the four-point set in the
source point cloud subinterval P, to obtain the correspond-
ing best four-point set pair, the application flow is reported
in Algorithm 3. After receiving the unique corresponding
four-point set in the source point cloud subinterval P, and the

(1D
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(b) Target point cloud corresponds to the subinterval @
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(b) Possible intersections of line segments

Algorithm 3 Multi-Dimensional Feature Vector
Require: 7', four-point set B, and the corresponding
four-point set {By, By, ..., By}.
1: for B € {B,B1,B>,...,B,}do
2: Calculate FPFH features by Eq.(10).

3: Construct  multi-dimensional ~ feature  vectors
XB, XB1 , XBZ’ ey XB,,by Eq(9)

4: Calculate feature similarity coefficient rxyx, by
Eq.(11). ’

5: if IXpXp, > T then

6: B; is the corresponding four-point set of B.

7: end if

8: end for

9: return B of the corresponding four-point set B;.

target point cloud subinterval Qy, the transformation matrix
is calculated by the least squares method.

As shown in Figure 7(a) and 7(b), the subinterval reg-
istration effects obtained by using point curvature feature-
based [25] and the point cloud registration algorithm based
on multidimensional feature vectors in this paper are shown,
respectively. From the plots, it can be seen that the multidi-
mensional features make the point cloud overlap more, and
the effect is better than the registration effect of using point
curvature features alone.
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(a) Point cloud registration based on (b) Point cloud registration based on
point curvature features Multi-dimensional features

FIGURE 7. Comparison before and after adding multidimensional
features.

V. EXPERIMENTS AND ANALYSIS OF RESULTS

A. EXPERIMENTAL DESIGN

1) EXPERIMENTAL SCENARIO

To verify the effectiveness of the proposed algorithm, the
algorithm is tested experimentally. The experiments are built
on Ubuntu 18 operating system with processor Intel Core
15-6300HQ CPU@ 2.30 GHz memory 8 GB, and the envi-
ronment of PCL (Point Cloud Library) [26] is used. The
comparison algorithms are ICP [7], SACICP [11]], Teaser
[27], Super4PCS [14], and MSSF-4PCS [15].

2) DATASETS

To test the performance of the registration algorithm under
various positional deviations, the original point cloud is first
transformed with a certain degree of angular deflection and
translation. Then the original point cloud is aligned with the
transformed point cloud by the algorithm in this paper to test
the performance of the algorithm. The algorithm’s perfor-
mance is then tested by aligning the original point cloud with
the transformed one. The angular deflections and translations
of the original point cloud and the transformed point cloud
are shown in Table 1 (taking Bunny as an example).

3) ALGORITHM EVALUATION METRICS

In the experimental part, the root means square error (RMSE)
[28] is used as the evaluation index of the registration accu-
racy. The calculation formula is shown in equation (12),
where n is the number of corresponding point pairs, X; is the
Euclidean distance between corresponding points after reg-
istration, and X is the actual value of the Euclidean distance
between corresponding points. Ideally, the distance between
the corresponding points is O after complete registration,
so the smaller RMSE indicates the higher accuracy of the
algorithm registration. The registration time is used as the
evaluation index for the real-time performance of the algo-
rithm.

A\ 2
> (Xi - Xi)

n

RMSE = (12)
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FIGURE 8. Algorithm accuracy when n takes different values.

While increasing the number of segmentation regions can
decrease the search time of the algorithm, it can also lead to
a decrease in the accuracy of point cloud registration due to
insufficient sub-interval point clouds. The number of segmen-
tation regions is found to be related to the point cloud density,
and the dataset used in this paper was acquired using a 16-line
LiDAR, resulting in a point cloud density of approximately
1315/cm?.

4) PARAMETER SELECTION

The primary step of the algorithm in this article is to segment
the source point cloud and target point cloud. Therefore, the
relationship between the number of segmentation intervals
and the experimental results is closely related. Table 2 shows
the comparison of algorithm running time for different num-
bers of segmentation intervals n, using the Bunny point cloud
model as an example. Figures 8 shows the comparison of
algorithm accuracy.

When n<5, the number of feature four point sets is large,
the calculation amount is large, and the algorithm runs for a
long time. When n>5, the number of intervals is large, the
number of data points within the interval is small, and the
matching rate of error points increases, resulting in lower
matching accuracy of the algorithm. Therefore, the value of n
is selected as 5. For the dataset used in this article, n = 5 is the
most appropriate. When using other datasets, such as larger
point cloud models, n will need to be adjusted accordingly.

B. REGISTRATION ACCURACY, REAL-TIME EXPERIMENTS
1) REGISTRATION ACCURACY

We used several algorithms, namely ICP, SACICP,
Teaser [27], SuperdPCS, MSSF-4PCS, and the algorithm
proposed in this paper, for conducting registration experi-
ments. The final result was obtained by taking the average of
50 experimental results. Figure 9 shows the root-mean-square
error of each algorithm’s registration at different angles
for Bunny, Dino, Dragon, and Horse point clouds. It can
be observed that several algorithms exhibit similar trends
of RMSE error under different point clouds. For instance,
consider the Bunny point cloud registration shown in Fig 9(a).
When the angular deflection and translation of Bunny are
minimal, the ICP algorithm yields a root mean square error of
about 0.1m, indicating good registration performance. How-
ever, as the angular deflection and translation increase, the
performance of ICP gradually deteriorates. This is because

VOLUME 11, 2023



A. Xu et al.: Fast and High Accuracy 3D Point Cloud Registration for Automatic Reconstruction

IEEE Access

TABLE 1. Description of the data set.

X-direction Y-direction Z-direction

Tra_nsformed X-axis deﬂsction Y-axis deﬂsction Z-axis deﬂgction translation translation translation

point cloud angle(°) angle(°) angle(°) amount(m) amount(m) amount(m)
Bunny1 20 20 20 0.2 0.2 0.2
Bunny2 60 60 60 0.2 0.2 0.2
Bunny3 100 100 100 0.2 0.2 0.2
Bunny4 20 20 20 0.5 0.5 0.5
Bunny5 60 60 60 0.5 0.5 0.5
Bunny6 100 100 100 0.5 0.5 0.5

TABLE 2. Algorithm time when n takes different values.
n 1 2 3 4 5 6 7 8 9
time 4.01 2.81 1.98 1.54 1.32 1.72 2.09 2.41 2.68

the iterative nearest point method of ICP can achieve better
registration in the slight deflection and translation range. ICP
heavily relies on the initial value of the point cloud and
is therefore unsuitable for aligning point clouds with large
positional deviations.

SACICP is an improvement over ICP and helps to decrease
the reliance on the initial value, which, in turn, reduces
the registration error caused by an increase in initial atti-
tude deviation to some extent. The refined registration stage
of SACICP optimizes the error function through iterative
methods to determine the optimal positional transformation.
However, achieving high-accuracy registration with a limited
number of iterations is a challenging task. Therefore, the
registration error for Bunny4, Bunny5, and Bunny6 point
cloud models, which have significant initial attitude devia-
tion, is higher.

Super4dPCS and MSSF-4PCS are advanced versions of
the 4PCS algorithm, and they differ from the registration
principle of ICP. Both algorithms utilize affine invariance of
the corresponding four-point set in the same plane to identify
the corresponding two sets of points in the target point cloud
and the point cloud to be aligned. They then choose the opti-
mal transformation matrix from several candidate matrices,
which is less dependent on the initial value of the positional
attitude. As shown in Figure 9, the root mean square error
of Super4PCS and MSSF-4PCS changes smoothly with an
increase in the initial attitude deviation, and the registration
accuracy does not abruptly change with the initial attitude.
This suggests that these algorithms are more robust and accu-
rate than ICP when it comes to aligning point clouds with a
large positional deviation.

However, SuperdPCS filters the four-point set by limiting
the distance range and angle, while MSSF-4PCS filters the
four-point set by introducing sparse features. Based on this
filtering mechanism, irregular surface shapes of the point
cloud models may result in missing or misaligned four-point
sets, thus affecting the accuracy of the algorithm. As shown in
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Figure 9(b) and 9(c), the errors of the Super4PCS and MSSF-
4PCS algorithms are higher for Dino and Dragon models as
compared to other models. This is because the point clouds
of Dino and Dragon models are irregular, having more folds
on the surface, leading to the missing or misaligned four-
point set. However, the accuracy of this algorithm has been
improved by 24.39% compared to the MSSF-4PCS point
cloud registration algorithm.

From Figure 9, it can be observed that the algorithm pro-
posed in this paper has the lowest root mean square error for
different point cloud models and initial attitude deviations,
and the error does not significantly increase with an increase
in initial attitude deviation. Moreover, there is no significant
difference in the registration error when comparing the irreg-
ularly shaped Dino and Dragon models. Hence, the algorithm
proposed in this paper is highly robust for point clouds with
large initial pose deviations and irregular surface shapes.

In order to compare the performance of each algorithm,
Fig. 10 shows several algorithms’ point cloud model regis-
tration results at the same angle. In Fig. 10, the red point
cloud is the target point cloud, the green point cloud is the
point cloud to be aligned, and the blue point cloud is the
aligned point cloud, and the higher overlap between the blue
and red point clouds indicates the better registration effect
[29]. The number of iterations of ICP and SACICP algorithms
is set to 30, and it can be seen from Fig. 10 that ICP has a
significant registration error. SACICP has a lower error than
ICP, but the degree of point cloud overlap is still lacking.
superdPCS and MSSF-4PCS algorithms successfully achieve
the registration, but there is a local part of the model surface
where the point clouds do not overlap. The algorithm in this
paper has the highest degree of point cloud coincidence, i.e.,
the best registration accuracy.

2) REAL TIME

Table 3 shows the registration times for each algorithm,
and the results in the table are averaged over 50 runs. The
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FIGURE 9. Comparison of Algorithm registration Errors.
TABLE 3. Registration time (s).
ICP [7] SACICP [11] Super4PCS [14] Teaser [27] MSSF- Ours
P 4PCS [15]
Bunny 3.02331 109711 1.732829 1.09576 1.546107 1.036441
Dino 2.897 9.784 1.18636 1.00932 1.097825 0.91202
Dragon 2.92826 8.734 2.08908 0.70582 1.865301 0.51922
Horse 3.0993 9.4389 1.15109 0.58103 0.997462 0.46099

Teaser (truncated least squares estimation and semidefinite
relaxation) algorithm is slower and more computationally
expensive when performing large-scale point cloud registra-
tion. Compared with the Super4dPCS and MSSF-4PCS algo-
rithms, the algorithm in this paper has higher computational
efficiency, with a 46.21% improvement over the MSSF-4PCS
registration efficiency. On the one hand, the interval partition-
ing of the point cloud reduces the search range of the point
cloud corresponding to the four-point set. On the other hand,
the multi-dimensional feature filtering mechanism is used in
the four-point set screening stage, which can effectively filter
out a large number of invalid and wrong four-point set pairs
and reduce the four-point set registration time. In summary,
the algorithm in this paper takes the least registration time and
has the best real-time performance.
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V1. DISCUSSION

The results of Section V show that the algorithm proposed
in this paper can achieve the goals stated in Section I and
make contributions. Firstly, by segmenting the point cloud
and reducing the range for searching corresponding points,
the computational complexity is greatly reduced. In con-
trast, the ICP algorithm determines corresponding points by
comparing the Euclidean distances of all points in the point
cloud, which is computationally expensive. The SAC-ICP
algorithm, as an improved algorithm of ICP, only solves the
problem of high dependence on initial values to a great extent,
but does not address the problem of high computational
complexity. Secondly, based on the principle of 4PCS algo-
rithm, the proposed algorithm seeks approximately copla-
nar four-point sets through affine invariance and constructs
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multi-dimensional feature vector to constrain the features of
the four-point sets, which improves the registration accu-
racy and speed. In contrast, the Super4PCS and MSSF-4PCS
algorithms, as improved algorithms of 4PCS, use distance
and angle constraints and sparse feature selection to match
corresponding four-point sets. However, when the point cloud
model is rough or the point cloud features are complex, the
four-point sets may be mismatched, which may affect the
global registration accuracy of the point cloud. In summary,
compared with the algorithms mentioned in Section V, the
proposed algorithm in this paper has higher registration effi-
ciency and accuracy.

VIl. CONCLUSION

Due to the currently insufficient registration accuracy and
efficiency of existing point cloud registration algorithms,
we propose a novel multi-dimensional point cloud registra-
tion algorithm based on interval segmentation to enhance
registration accuracy and ensure real-time performance. Our
algorithm utilizes interval partitioning and curvature his-
togram extraction of the source and target point clouds to
narrow down the search range. Furthermore, we optimize the
four-point set filtering mechanism by embedding curvature
and FPFH features into the multi-dimensional feature vec-
tor, resulting in improved registration accuracy for the tradi-
tional affine invariant registration algorithm. We compared
and analyzed the registration performance of ICP, SACICP,
SuperdPCS, Teaser, and MSSF-4PCS on the Stanford point
cloud model. The results demonstrate that our algorithm
achieves higher registration accuracy for large initial posi-
tional deviations and better robustness, while maintaining
registration efficiency.

Although our algorithm achieves superior registration
results in object registration scenarios, there is still room for
performance improvement in other scenarios. For instance,
the calculation of curvature may not be optimal in noisy point
clouds, and there may be a challenge of low overlap in large-
scale 3D reconstruction. As a result, the performance of our
algorithm may suffer to some extent in such scenarios. Thus,
future research [30] should aim to achieve robust registration
in noisy and large-scale scenes with low overlap.
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