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ABSTRACT With the development of 3D sensors, 3D point cloud data can now be obtained conveniently.
Therefore, it is crucial to process point cloud data automatically. Region growing is a commonly used
algorithm to segment point clouds, which greatly depends on the accuracy of points’ normals and requires
tuning two thresholds; i.e., the increment of curvature (σth) and normal angles (θth). In this paper, we improve
the region growing algorithm in two ways: Accurate normal estimation and strengthening the region growing
criteria. For the first aspect, principal component analysis (PCA) is utilized to estimate the initial normals
of the point cloud. Then, the points are divided into regular points (RP) and sharp feature points (SFP),
according to their initial normals. A robust estimator-based PCA is then applied to refine the SFP normals.
For the latter aspect, non-connected and non-coplanar points are detected and ignored when region grows.
Finally, the segmentation performance of the proposed method is evaluated using internal and external
indices. The results indicate that the proposed method can accurately estimate the point normals within
an acceptable time, and obtain a better result than the classic PCA-based region growing algorithm and
advanced DetMM-based methods.

INDEX TERMS Normal estimation, region growing, PCA, robust estimator, point cloud segmentation.

I. INTRODUCTION
The amount of point cloud data has been growing rapidly
as 3D sensors (such as stereo cameras, laser scanning, and
so on) have become more advanced. These data can be used
for robot navigation (unmanned vehicles) [1], 3D geometry
modeling [2], and default detection, among other things.
While low-precision sensors can only collect tens of thou-
sands of points, high-precision ones can collect millions.
It takes a lot of computation to manage this enormous amount
of data. In general, 2D LiDAR and RGB-D cameras may
provide indoor mobile robots with 2D and 3D environ-
mental information, respectively. Instead of 2D sensors, 3D
sensors are required for the indoor robot to comprehend
its environment at the semantic level. Robots can easily
acquire 3D models or maps of indoor environments using
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3DLiDAR-based techniques like LOAM [3], RTAB-Map [4],
and HDL_GRAPH_SLAM [5], as well as RGB-D camera-
based techniques like KinectFusion [6] and ElasticFusion [7].

This paper mainly aims at point cloud post-processing for
3D models of indoor environments. The primary artificial
geometries that robots see indoors include planes with regular
shapes and curved surfaces. So, plane segmentation plays a
vital role in indoor point cloud processing, which has been
widely used in reverse engineering [8], object recognition [9],
augmented reality [10], heritage preservation [11], and so
on. Therefore, it has become a research hotspot to extract
plane primitives from unorganized point clouds. Themethods
of plane detection can be divided into four categories, i.e.,
(1) edge-based segmentation, (2) region growing
segmentation, (3) model-based segmentation, (4) and unsu-
pervised clustering methods [12]. Analyses of these methods
are provided in the following.
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Edge-based segmentation technology [13] consists of two
steps: edge detection and point clustering. Although these
methods can rappidly segment point clouds, they suffer from
low accuracy due to the existence of noise and the uneven
density of point clouds. Model-fitting based methods are
mainly used to segment particular man-made objects by
fitting geometric primitives such as planes, cylinders, and
spheres. However, it is difficult for these methods to segment
complex shapes or realize fully automated implementations,
as details can not always be modeled by easily recognizable
geometrical shapes. Additionally, RANSAC may fit a plane
that does not actually exist.

Meanwhile, numerous unsupervised machine learning
(ML) algorithms have been designed to segment point clouds,
such as mean-shift [14], dbscan [15], k-means, and hierarchi-
cal clustering [16], homogenization clustering network [17],
graph clustering [18], etc. However, it is crucial to set param-
eters and define features for these machine-learning tech-
niques. Region growing segmentation [19], [20] has been
designed to segment 2D data (images). To segment point
clouds, one popular technique is transforming 3D points into
a 2D domain [21] and using image processing algorithms to
segment images, then project the result onto the point clouds.
Later, it was developed to directly process 3D point clouds.
Starting from one or more seed points, it grows around the
neighboring points, according to pre-defined criteria, which
is commonly used to extract plane primitives.

Region growing algorithms for point clouds typically con-
sist of two steps: the selection of the seed and the grow-
ing. The seed can be selected according to the distance
between points and the fitting plane [22] or the curvature
of the points [23], [24], and the region grows according to
the angle increment of point normals [22]. Moreover, the
distance between the k-NN (k-Nearest Neighbors) and the
fitting plane [24] has been introduced as a criterion of region
growing.

The key contributions of this paper are as follows: (1)More
accurate normals are estimated within a reasonable time-
consumption; (2) Non-coplanar and non-connective points
are detected, the former will be removed from the k-NN and
the latter will not be added to the seed set as the region
expands; (3) The threshold σth is set to the 95th percentile
of the curvature of the k-NN, such that the desired segmen-
tation can be easily obtained by tuning θth. The remainder of
this paper is organized as follows: Section II describes the
proposed method, which consists of normal estimation and
region growing. Section III introduces the evaluation met-
rics. Section IV provides the experimental results. Section V
makes conclusions including limitations of the proposed
method.

II. METHODOLOGY
As mentioned above, the region growing algorithm involves
the selection of seeds and the criteria of region growing. It is
a frequently used algorithm that is included in the point cloud
library (PCL) [26] to select the seeds by curvature increments

and the region grows according to the angles between the
seeds and their neighbors’ normals [25]. However, the seg-
mentation result greatly depends on the collaborative adjust-
ment of two thresholds (σth and θth), and there is no set
rule for adjusting these thresholds. So, it is difficult to set
a pair of appropriate thresholds to achieve better segmenta-
tion. Furthermore, the normals and curvatures play crucial
roles, which are commonly estimated by conducting PCA
(Principal Component Analysis) on the k-NN of a point.
To estimate the normal for n points, k-NN searching needs
to be performed n times, which is time-consuming. Kd-tree
is often used to accelerate k-NN searching, which has a time
complexity of O(log n) [27].

The proposed method consists of two parts: Accurate nor-
mal estimation and modified region growth, as shown in
Figure 1.

FIGURE 1. Framework of the proposed method.

A. NORMAL AND CURVATURE ESTIMATION
Normals (including curvatures) are basic features of a point
cloud that are widely used in many applications. The region
growing algorithm selects a seed according to the curvature,
and the region expanded according to the angle difference
between the normals of the reference point and its neigh-
borhoods. If the normals and curvatures are not accurate, the
segmentation will be rough and, consequently, may even be
false.

1) PRINCIPAL COMPONENT ANALYSIS
PCA [28] is commonly used to estimate point normals. Let a
point cloud be denoted as a set {pi}i=1,2,··· ,n, pi = (xi, yi, zi) is
a point in the point cloud. Then the k-NN of pi can be denoted
as {pj}j=1,2,··· ,k , where n is the number of points and k is the
number of pre-defined neighbors. The covariance matrix Cov
can be calculated by Equation (1):

Cov3×3 =
1
k

k∑
j=1

(pj − p̄)T (pj − p̄), p̄ =
1
k

k∑
j=1

pj, (1)

where p̄ is the centroid (arithmetic mean) of the k-NN.
By performing SVD (singular value decomposition) on Cov,
the eigenvalues λ (λ0 ≤ λ1 ≤ λ2) and the corresponding
eigenvectors v (v0, v1, and v2) can be obtained. Then, the
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FIGURE 2. The weighting function of Geman-McClure estimator.

eigenvector v0 is regarded as the approximate normal of pi.
The span of the eigenvectors v1 and v2, i.e. span(v1, v2),
is the fitted plane. The curvature is defined as the ratio of the
minimum eigenvalue to the sum of three eigenvalues [29],
as shown in Equation (2):

σ (pi) = λ0/(λ0 + λ1 + λ2), λ0 ≤ λ1 ≤ λ2. (2)

Due to the influence of noise or non-coplanar points, the
estimated normals are wildly inaccurate, especially when the
points are close to the edge or corner areas. Many optimiza-
tion methods have been proposed to obtain more accurate
normals.

2) ITERATION-WEIGHTED PCA
Weighted PCA is an alternative PCAmethod, the key point of
which is the calculation of weights, as shown in Equation (3).
Iteration-weighted PCA [30] utilizes M-estimator to obtain
weights.

n⃗i = argmin
∥n⃗i∥=1

k∑
j=1

mj
(
n⃗ ·
(
pj − pi

))
, (3)

M-estimator is a general class of estimators where we can
hope to find estimators with good robustness properties by
choosing an appropriate function ρ. It is defined implicitly as
the solution of the equation [31]

n∑
i=1

ρ

(
xi − θ̂

σ̂

)
= 0. (4)

Some commonly used M-estimators and their corresponding
weighting functions are summarized in [32]. A scaled version
of the Geman-McClure estimator parameterized by a scalar
µ, as shown in Figure 2, is applied to calculate the weights as
shown in Equation (5):

mj = (µ/
(
µ+ γj

)
)2 , (5)

where γj =
−→pipj · n⃗ and µ is the scale factor.

Figure 2 shows that the weight function decays more
quickly the smaller the value of µ. So, iteration-weighted

PCA decreases the value of µ by µ = µ/1.01 to refine
the point normals. Despite not being able to estimate point
curvature, it can produce precise normals. It is solely used
in this article to compare the accuracy of normal estimation
since it can not be directly used for region growing algorithm.

3) ROBUST ESTIMATOR-BASED PCA
Robust estimators, such as MVE/MCD [33], FastMCD [34],
DetMCD [36], and DetMM [37], can be used to estimate the
location (µ) and scatter (6) of data. Then, outliers can be
detected by comparing the Mahalanobis Distance (MD) to
the 97.50th percentile of the chi-square (χ2) distribution with
three degrees of freedom (i.e., χ2

3,0.975 = 3.075), as shown in
Equation (6):

pj is

 inlier if MD2
j ≤ χ2

3,0.975

outlier otherwise
, (6)

where MD =

√
(X − µ) 6−1 (X − µ)T and X =

{p1, p2, · · · , pk}T . After detecting outliers, PCA is only per-
formed on inliers to estimate the normal of the pi.
Khaloo et al. have used DetMM to estimate point nor-

mals [38]; however, DetMM and DetMCD do not always
work well, as a result of the so-called process of scaling the
variables, as shown in Equation (7):

Zj =
(
Xj −med

(
Xj
))
/Qn

(
Xj
)
, (7)

where Xj is the column vector of X , med(Xj) is the median
value of Xj, andQn(Xj) is the scale estimator of Xj byQn(x) =
2.2219{|xi − xj; i < j|}(κ), where κ =

(h
2

)
and h = ⌊ n2⌋ +

1 [39], which means the first quartile of inter-point distances.
Obviously, it can not be guaranteed that the denominator,
Qn(Xj), is not equal to zero. In addition, estimating the normal
of each point requires running DetMM n (number of points)
times, which takes a lot of time.

In summary, PCA can quickly but inaccurately obtain
points’ normals; Iteration-weighted PCA may obtain accu-
rate normals but does not estimate curvatures; DetMM-based
PCA can reliably estimate point normals but has a high time
cost and occasionally fails. So, this paper comprehensively
weighs both accuracy and time consumption and proposed a
new normal estimation approach.

4) PROPOSED NORMAL ESTIMATION METHOD
This paper aims to segment indoor point clouds using a region
growing algorithm. Although the accuracy of the point’s
normal has a significant impact on the segmentation, it is
not worthwhile to take dozens of minutes to obtain better
points’ normals. By comprehensively weighing both accu-
racy and time consumption, a normal estimation method has
been proposed to obtain normals more precisely compared
to PCA and faster compared to DetMM-based PCA. First,
PCA is used to get the initial points’ normals. Then, the
points are divided into SFP (sharp feature points) and RP
(regular points). Finally, robust estimator-based PCA is used
to estimate the normals of SFP.
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Let the initial normals be denoted as n⃗init =

(n⃗1, n⃗2, · · · , n⃗n)T . Then the angle, θij, between the normals
n⃗i and n⃗j can be calculated by Equation (8):

θij =
∥∥arccos(n⃗i · n⃗j)∥∥ , (8)

where n⃗ is a unit normal.
Assume a point is pi, its normal is n⃗i, and its k-NN are

p1, p2, · · · , pk , the normals of which are n⃗1, n⃗2, · · · , n⃗k . The
angles between the normal of pi and its k-NN are denoted as
θi = (θi1, θi2, · · · , θik ); then, whether a point is an SFP or RP
is determined by Equation (9):

pi is
{
RP if Qn (θi) ≤ θth
SFP otherwise

, (9)

where θth is consistent with the threshold θth of the region
growing algorithm (i.e., θth = 5◦).
Based on this criterion, point clouds sampled from

CAD-like mesh models were utilized to test and visualize the
RP and SFP, as shown in Figure 3.
Actually, the normals of RP are relatively accurate, only

those of SFP need to be refined. Thus, robust estimator-based
PCA is used to refine the SFP normals. Although Khaloo
et al. has adopted DetMM-based PCA to estimate point nor-
mals [38], they did not consider the applicability of DetMM.
As discussed above, DetMM is not suitable for data whose
scaling variables are equal to zero. To overcome this disad-
vantage of DetMM, DetMCD is used to refine the normals of
SFP.

MCD (minimum covariance determinant) estimator is a
very robust estimator of multivariate location and scatter
with the maximum breakdown value of 50%. As previously
defined, p1, p2, · · · , pk are k-NN of pi. The goal of MCD is
to choose h points from k-NN so that the determinant of its
covariance matrix is minimized, where ⌊ (k + p+ 1)/2⌋ ≤ h ≤
k . However, the computation is rather large due to the vast
number of possible combinations

(h
k

)
. FastMCD significantly

accelerated the computation of MCD and made it widely
applied in various fields. DetMCD is a deterministic version
ofMCD and runs even faster than FastMCD. So, theDetMCD
estimator is used to find inliers, and PCA is applied to the
inliers to refine the normals of SFP. The algorithm for normal
estimation is provided in Algorithm 1.
This paper compares the proposed method to other

commonly used normal estimation algorithms in terms of
MSAE [40] and time consumption, namely PCA, 2-jets [35],
iteration-weighted PCA, and DetMM-based PCA. Figure 4
shows the MSAE on cuboid and dodecahedron meshes (the
other models are similar), where noise level implies the
standard deviation proportional to the diagonal length of
the bounding box. The average time consumption on point
clouds sampled from cube meshes with varied noise lev-
els is recorded in table 1. PCA and 2-jets were evalu-
ated with the Computational Geometry Algorithms Library
(CGAL), and iteration-weighted PCA was evaluated using
MPI-accelerated online code. As a result, they were mostly
utilized in accuracy comparison (i.e., MSAE). All of the

Algorithm 1 Normal Estimation

Input: Point cloud: {P};
the number of neighbors: k;
Threshold: θth;

Build a k − d tree: tree = KDTreeSearch(P);
Find the k-NN of each point:

knn_idx = knnsearch(tree, P, k);
Calculating the initial normals:

[n⃗, σ ] = NormEstim_PCA(P, knn_idx);
Calculating the normal angle difference between pi and
its k-NN:;

AnglDiffer = CompAnglDiffer(n⃗, knn_idx);
Find SFP:

θ ← 25th percentile of AnglDiffer;
idx_sharp← find(θ > θth);

for i = 1 to size(idx_sharp) do
idx← idx_sharpi;
knn← knn_idxidx;
pknn← Pknn;
[n⃗idx, σidx] = NormEstim_DetMCD_PCA(pknn);

Output: n⃗, σ .

TABLE 1. Time consumption (in seconds) of various methods.

methods were run on a laptop with an AMD R7-4800U
4.2 GHz processor. The parameter k was set to 50.
In Figure 4, it can be seen that the proposed method

obtained the second-lowest MSAE in terms of accuracy. And
in Table 1, the proposed method was an order of magnitude
faster than DetMM [38], and could generally estimate point
normals within one minute in terms of time consumption.
PCA [28] and 2-jets [35] are fast but inaccurate. DetMM [38]
is robust to noise, but it takes the most time. Iteration-
weighted PCA [30] was fast and accurate, however, it dose
not estimate curvature, as previously stated.

B. REGION GROWING ALGORITHM
As proposed in the literature [25], the classical region grow-
ing algorithm involves the expansion of two point sets:
Region R and Seed S. First, the point with the minimum
curvature value among the unexpanded points is selected as
a seed and added to S. Then, the set S will expand according
to the curvature constraint (i.e., 1σ ≤ σth). Meanwhile, the
region R will grow around the k-NN of the seed according
to the angle constraint (i.e., 1θ ≤ θth). Obviously, it is
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FIGURE 3. First row: CAD-like mesh models and the normal ground truth. Second row: Points sampled from mesh (SFP, red; RP, dark green).

FIGURE 4. MSAE (normal errors) of points sampled from cuboid and
dodecahedron meshes; noise level denotes the factor of the diagonal
distance of the bounding box. [25] represents PCA; [35] represents
2-jets; [32] represents DetMM-based PCA; [27] represents
iteration-weighted PCA.

necessary to set θth and σth, but there is no rule indicating how
to set these values appropriately. Thus, it is both theoretically
and empirically difficult to find a perfect pair of parameters.

It is preferable to set fewer parameters manually while
upgrading the algorithm. As has been mentioned in the lit-
erature [41], σth should to be set as the 98th percentile of
σ , while θth should be set to 15◦. This setting, however,
is not universally applicable. The values of σth and θth vary
with different applications. Anyway, there is something to
be learned from this strategy, which is to fix one parameter
before adjusting the other. In any case, it is possible to learn
from this strategy, which involves setting one parameter and
then modifying the other.

In combination with this method, two sets of test experi-
ments were designed on the dataset region_growing_tutorial,
in which σth was set to the 95th and 98th percentiles of the
curvatures of k-NN, respectively, and θth was tuned in the
range of [2◦, 10◦]. When the curvature is set to the 95th or
98th percentile, the segmentation is nearly identical; however,
θth = 2◦ leads to under-segmentation and θth = 8◦ leads to
over-segmentation. As a result, σth is set to the 95th percentile
of the curvatures of k-NN, then the desired segmentation can
be achieved by tuning θth around 5◦.

The classical region growth algorithm takes all k-NNs as
candidate points when the sets R and S expand, regardless of
whether they are connective or coplanar. Actually, if a neigh-
boring point is far from pi (i.e., non-connective), it should not
be added to the seed S, and if a neighboring point is far away
from the plane fitted by the pi’s k-NN (i.e., non-coplanar),
it should not be added into the region R. Thus, criteria are
proposed to judge whether neighbor points are coplanar or
connective, as follows:
(1) Connective points: Not all k-NN are considered con-

nected; only points that share 75% of their k-NN are
considered connected. Let knni and knnj be the indices
of the k-NN of pi and pj, respectively. Then, the connec-
tivity of pi and pj is defined by Equation (10):

pj is
{

connective if knni ∩ knnj ≥ knnth
non-connective otherwise

, (10)

where knnth = 75% · k . Connectivity constraints can be
changed by tuning the number of shared neighbors.

(2) Coplanar points: Upon the assumption that the noise
obeys a Gaussian distribution, it is easy to understand
that most k-NN are located nearby the plane fitted by
them. As above, the k-NN of pi is {pj}j=1,2,··· ,k . Then,
the residuals of the pi’s k-NN to the fitted plane are γi =

{γij}j=1,2,··· ,k , where γij = ∥
−→pipj ·n⃗i∥. A robust metric γth

is introduced to detect non-coplanar points, as defined in
Equation (11):

pj is
{

coplanar if γij ≤ γth
non-coplanar otherwise

, (11)

where γth = median (γi)+ 2 ·Qn (γi), and Qn (γi) is the
same as in Equation (7).

Figure 5 illustrates the detected connective and coplanar
points. The non-connective and non-planar points will not be
added to corresponding sets S and R. As a result, the criteria
for region growing are enhanced in this way.

Overall, the improved region growing algorithm was
implemented as follows: After getting the initial normals
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FIGURE 5. Detection of coplanar and connective points.

by PCA, points are classified as SFP or RP, and a robust
estimator based PCA is used to refine the SFP’s normals and
curvatures. The σth is fixed as 95th percentile of curvatures.
Then, by detecting connective and coplanar points, the crite-
ria of region growing are enhanced. The pseudo-code of the
improved algorithm as shown in Algorithm 2.

III. PERFORMANCE METRICS
To validate the segmentation performance, internal and exter-
nal indices were utilized. compactness (CP), separation (SP),
theDavies–Bouldin index (DBI), and theDunn validity index
(DVI) were among the internal indices, while precision,
recall, and F1-score were among the exterior indices.

A. INTERNAL VALIDATION
Identical notations are used in the following equations, where
k denotes the number of clusters,�i represents the point set of
the ith cluster, ∥�i∥ is the number of points in the ith cluster,
xi represents a point, and wi denotes the centroid of the ith

cluster. It is worth noting that the k used in this section is
different from the number of neighbors k used above.

• CP measures the average distance between data in the
same cluster, and a lower value is preferred. The calcu-
lation of CP is shown in Equation (12):

CP =
1
k

k∑
i=1

CPi, CPi =
1
∥�i∥

∑
xi∈�i

∥xi − wi∥2 .

(12)

• SP measures the degree of separation between clusters,
and a larger value is preferred. The calculation of SP is
shown in Equation (13):

SP =
2

k2 − k

k∑
i=1

k∑
j=i+1

∥∥wi − wj∥∥2 . (13)

• DBI evaluates the clusters according to the ratio of
within-cluster scatters to between-cluster separations.
Good clusters are compact and separative, which means
a lower value of DBI. The calculation of DBI is shown

Algorithm 2 Improved Region Growing Algorithm

Input: Point cloud: {P};
Point normals: {N };
Index of neighbor: knn_idx;
Angle threshold: θth;

Initialization: Region list: R← ∅;
Available points list: {A} ← {1, · · · , ∥P∥};

while {A} is not empty do
Current region {Rc} ← ∅;
Current seeds {Sc} ← ∅;
Set σth as the 95th percentile of point curvatures:
σth← σ95th;
The point with minimum curvature in {A} → Pmin;
{Sc} ← {Sc} ∪ Pmin;
{Rc} ← {Rc} ∪ Pmin;
{A} ← {A} \ Pmin;
for i=1 to size {Sc} do

Find the k-NN of the current seed point: {Bc} ←
knn_idx(Sc(i));
for j=1 to size {Bc} do

knn_share =
intersect(knn_idx(Bc(j)),knn_idx(Sc(i)));
if length(knn_share)< 75% · k then
{Bc} ← {Bc} \ Bc(j);

1θi=ComputAngDiff(n⃗(Sc(i)), n⃗(Bc));
γi=ComputResidual(n⃗(Sc(i)), {Bc});
γth = median(γi)+ 2 · Qn(γi);
for j=1 to size {Bc} do

The current neighbor point Pj← Bc{j};
if {A} contains Pj and γij ≤ γth and
1θij < θth then
{Rc} ← {Rc} ∪ Pj;
{A} ← {A} \ Pj;
if 1σij < σth then
{Sc} ← {Sc} ∪ Pj;

Add the current region to the global segment list:
{R} ← {R} ∪ {Rc};

Sort {R} in decsending order;
Output: {R}.

in Equation (14):

DBI =
1
k

k∑
i=1

max
j̸=i

(
�i +�j∥∥wi − wj∥∥2

)
,

�i =
2

∥�i∥(∥�i∥ − 1)

∥�i∥∑
i=1

∥�i∥∑
j=i+1

∥∥xi − xj∥∥2 . (14)

• DVI quantifies both the degree of compactness and sepa-
ration of clusters. Contrary to DBI, a larger value of DVI
indicates that the cluster is more compact and separated.
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FIGURE 6. Projecting a point cloud onto a Gaussian sphere and the
definition of center and distance.

The calculation of DVI is shown in Equation (15):

DVI =

min
0<m̸=n<k

 min
xi∈�m
xj∈�n

(∥∥xi − xj∥∥)


max
0<m<k

{
max

xi,xj∈�m

(∥∥xi − xj∥∥)} (15)

To effectively evaluate clusters using the aforementioned
internal indices, the point clouds were projected onto a Gaus-
sian sphere [42], which clusters points with similar normals.
Let the point cloud be {P} = {pi}i=1,2,··· ,n and normals be
{ni}i=1,2,··· ,n; then, the projection point of {P} on theGaussian
sphere can be defined asG(P) = {ni}i=1,2,··· ,n. Points with the
same or similar normals will be projected to the same or near
neighboring points on the Gaussian sphere, whereas points
with significant variances in normals will be projected far-
ther away. Meanwhile, the centroid and distance calculations
should be suitable for the Gaussian sphere. Figure 6 illustrate
the point projection and the definition of center and distance:
Figure 6a shows the point cloud sampled from a box model,
Figure 6b is the projection of point cloud on the Gaussian
Sphere, Figure 6c illustrates the definition of center of two
points and the distance between them.

The center points and distance can be calculated by Equa-
tions (16) and (17), respectively. And the centroid and dis-
tance in Equations (12)–(15) will be replaced by (16) and
(17).

ci =
wi
∥wi∥

, wi =
1
k

k∑
j=1

nj, (16)

dij =
∥∥pi − pj∥∥2 = arccos

(∥∥ni · nj∥∥) . (17)

B. EXTERNAL VALIDATION
To calculate the external indices, it needs to get the true
positives (TP), false positives (FP), true negatives (TN ),
and false negatives (FN ). However, region growing only
aggregates points with similar attributes into the same cluster
and without being able to assign a unique label to each
cluster, so the confusion matrix cannot be easily calculated
as classification does. An object-based method proposed in
the literature [43] was used to compute TP, FP, and FN ,
which finds a one-to-one correspondence using the maxi-
mum or second maximum overlap between extracted clusters

FIGURE 7. Segmentation results with different methods on the data set
region_growing_tutorial. Parameter setting: Classic RG (classic region
growing): σth=95th, θth = 5◦; DetMM-based method: σth=95th, θth = 5◦;
proposed: θth = 5◦.

and the ground truth. Let the extracted clusters be denoted
as C = {C1, C2, · · · , Ci}, and ground truth of clusters
be denoted as G =

{
G1, G2, · · · , Gj

}
. If Cj shares the

maximum overlap with Gj and vice versa, then
(
Ci, Gj

)
is

considered as a correspondence. After finding the one-to-one
correspondences, TP, FP, and TN were calculated as follows:
TP = Ci ∩ Gj, FP = Ci \ Gj, and FN = Gj \ Ci.
Assume κ pairs of one-to-one correspondences have been

found. Then, the external indices (precision, recall, and
F1-score) can be defined as:
• Precision is calculated by 1

κ

∑κ
i=1 Pi, where Pi = 100×

TPi
(TPi+FPi)

.
• Recall is calculated by Recall = 1

κ

∑κ
i=1 Ri, where Ri =

100× TPi
(TPi+FNi)

;
• F1-score is defined as F1− score = 2 · Precision·Recall

(Precision+Recall) .

IV. EXPERIMENTAL RESULTS AND DISCUSSION
Two data sets with external labels were used to visualize the
segmentation results and analyze the performance of the algo-
rithms: region_growing_tutorial, as shown in Figure 7, and
hallway_2, selected from Stanford_3d_Dataset_v1.2 [44],
as shown in Figure 8. The performance of the proposed
method was evaluated in internal and exterior indices and
compared with PCA and the DetMM-based method. For all
methods, the number of neighbors is set to 50, i.e. k = 50,
and were run on a laptop with an AMD R7-4800U 4.2 GHz
processor.

For the data set region_growing_tutorial, the segmentation
results of the classic region growing algorithm are shown in
the second of Figures 7, and the segmentation results of the
DetMM-based method and the proposed method are shown
in the third and fourth of Figures 7. Notice that clusters with
less than 50 points are not visualized.

For the data set hallway_2, the segmentation results of the
three methods are shown in Figure 8. It can be seen that
the classic region growing could not completely segment the
plane (i.e. blank area near edge or corner), due to inaccurate
normal estimation in the corner region,as seen in the sec-
ond of Figure 8. The detMM-based and our methods could
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TABLE 2. Internal and external indices calculated by different methods on the data set region_growing_tutorial and hallway_2.

FIGURE 8. Segmentation results with different methods on the data set
region_growing_tutorial. Parameter setting: Classic RG (classic region
growing): σth=95th, θth = 5◦; DetMM-based method: σth=95th, θth = 5◦;
proposed: θth = 5◦.

segment as many plane points as theoretically possible, while
the former resulted in over-segmentation at the same angle
constraint (i.e. θth = 5◦), as seen in the third and fourth of
Figure 8.

Intuitively, it can be seen that the proposed method seg-
mented more points near the edge or corner areas into proper
clusters than the other two methods. Quantitatively, internal
and external indices were calculated for the three methods
on these data sets. Table 2 lists the indices obtained on the
data sets region_growing_tutorial and hallway_2, where ↑
implies that the larger the corresponding index, the better the
clustering result, while ↓ denotes the opposite case.

As shown in Table 2, the proposed method performed the
best in at least three out of four internal indices and F1-score.
However, the external indices for region_growing_tutorial
were lower than those for hallway_2, due to the relatively
smoother edges and corners. Different values of θth will result

FIGURE 9. Segmentation results on a large data set Cory_5th and point
cloud obtained by Kinect V2 with different values of θth.

in the different linkages of clusters and, once two clusters are
merged, the external indices will be greatly reduced. Overall,
the proposed method achieved better performance on the
same data set than the traditional region growing algorithm
and DetMM-based method.

In addition, two point cloud data sets were used to test the
effectiveness and stability of the proposed method: A large
point cloud Cory_5th, which was captured in the hallways
of the 5th floor of Cory Hall on UC Berkeley campus; and an
indoor point cloud, which was captured by an RGB-D camera
(Kinect v2), as shown in the first row of Figure 9. With the
different value of θth, the segmentation results on the two data
sets are shown in the second and third rows of Figure 9. It can
be seen that the desired segmentation results were obtained
when θth = 5◦, the third row of Figure 9, and both plane and
regular curved surfaces were segmented properly in this case.

Finally, the time consumed by the three methods to seg-
ment the four point cloud data sets are listed in Table 3.
It can be seen that the DetMM-based method required a
tremendous amount of time when processing a large-scale
point cloud, while the classic region growing algorithm was
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TABLE 3. Time consumed by three different methods to segment the four
data sets (in minutes).

the least time-consuming but was also inaccurate. The pro-
posed method saved a significant amount of time, compared
with the DetMM-based method, although it took much more
time than the classic region growing algorithm. This can be
considered worthwhile, as we obtained accurate normals and
segmentation within a few minutes, even for a point cloud
with up to a million points (Cory_5th).

V. CONCLUSION
In this paper, we aimed to segment the plane and regular
curved surfaces in an indoor point cloud. For this purpose,
an improved region growing algorithm was proposed, which
consists of two main steps: Accurate normal estimation and
strengthened region growing. First, in order to obtain pre-
cise normals within an acceptable time, PCA and robust
estimator-based PCA were adopted to find the initial normals
and refine the SFP normals. Then, the classical region grow-
ing algorithm was improved, through setting σth as the 95th

percentile of curvature and strengthening the region growing
criteria through connective and coplanar analysis. Based on
this model, the desired segmentation effect can be obtained
by tuning θth. After clustering points into groups, labels can
be added to each group so that the computer can understand
the environment at the semantic level.

The PCA method can calculate point normals rapidly
but provides inaccurate results, thus significantly affecting
the region growing algorithm which greatly depends on the
accuracy of normal estimation. To accurately estimate point
normals and reduce time consumption, the method proposed
in this paper strikes a balance between accuracy and time
consumption. More accurate normals can be obtained with
acceptable time consumption. Due to the curvature constraint
σth being fixed as the 95th percentile, the desired segmen-
tation effect could be obtained by tuning only the threshold
θth. Meanwhile, non-connective and non-coplanar points are
detected and ignored when carrying out region growing.

To evaluate the performance of the proposed method, inter-
nal and external validation indices were calculated, in order to
compare the performances of different methods. On two data
sets with external labels, the proposed method outperformed
a classic region growing method and an advanced DetMM-
based method. Finally, two data sets without labels were
introduced to test the robustness and effectiveness of the
proposed method. In particular, the proposed method could
effectively segment both plane and regular curved surface
primitives.

However, the proposed method was realized by program-
ming with MATLAB, and no acceleration strategies were
adopted. Thus, the time consumption may be further reduced.
In addition, it can not segment sampling points on small
objects. Finally, the proposed method does not take the den-
sity features of the point cloud into account.

In conclusion, the proposed method presented several
advantages for point cloud segmentation, regardless of
whether planar or curved surfaces are considered. The more
accurate normals estimated within an acceptable amount of
time can be used in many other application, not just as a
pre-requisite for the region growing algorithm.

DATA AVAILABILITY STATEMENT
Publicly available datasets were analyzed in this study.
The datasets can be found here: region_growing_tutorial:
https://raw.github.com/PointCloudLibrary/data/master/
tutorials/region_growing_tutorial.pcd (accessed on 26 Octo-
ber 2022), Stanford_3d_Dataset_v1.2: http://buildingparser
.stanford.edu/dataset.html#Download (accessed on 26 Octo-
ber 2022) andCory_5th: http://www-video.eecs.berkeley.edu
/research/indoor/ (accessed on 26 October 2022)

CONFLICT OF INTERESTS
The authors declare no conflict of interest regarding the pub-
lication of this article.

ACKNOWLEDGMENT
The authors are grateful to the researchers for providing the
public datasets. The authors also thank all the editor and
reviewers for their professional comments, which signifi-
cantly improved this work.

REFERENCES
[1] C. Cadena, L. Carlone, H. Carrillo, Y. Latif, D. Scaramuzza, J. Neira,

I. Reid, and J. J. Leonard, ‘‘Past, present, and future of simulta-
neous localization and mapping: Toward the robust-perception age,’’
IEEE Trans. Robot., vol. 32, no. 6, pp. 1309–1332, Dec. 2016, doi:
10.1109/TRO.2016.2624754.

[2] S. Ochmann, R. Vock, R. Wessel, and R. Klein, ‘‘Automatic reconstruction
of parametric building models from indoor point clouds,’’Comput. Graph.,
vol. 54, pp. 94–103, Feb. 2016, doi: 10.1016/j.cag.2015.07.008.

[3] J. Zhang and S. Singh, ‘‘LOAM: LiDAR odometry and mapping in real-
time,’’ in Proc. Robot., Sci. Syst., Berkeley, CA, USA, 2014, vol. 2, no. 9,
pp. 1–9, doi: 10.15607/RSS.2014.X.007.

[4] M. Labbé and F. Michaud, ‘‘RTAB-map as an open-source LiDAR and
visual simultaneous localization and mapping library for large-scale and
long-term online operation,’’ J. Field Robot., vol. 36, no. 2, pp. 416–446,
Mar. 2019, doi: 10.1002/rob.21831.

[5] K. Koide, J. Miura, and E. Menegatti, ‘‘A portable three-dimensional
LiDAR-based system for long-term and wide-area people behavior mea-
surement,’’ Int. J. Adv. Robot. Syst., vol. 16, no. 2, pp. 1–16, 2019, doi:
10.1177/1729881419841532.

[6] S. Izadi, D. Kim, O. Hilliges, D. Molyneaux, R. Newcombe, P. Kohli,
J. Shotton, S. Hodges, D. Freeman, A. Davison, and A. Fitzgibbon,
‘‘Kinectfusion: Real-time 3D reconstruction and interaction using a mov-
ing depth camera,’’ in Proc. 24th Annu. ACM Symp. User Interface
Softw. Technol., Santa Barbara, CA, USA, Oct. 2011, pp. 550–568, doi:
10.1145/2047196.2047270.

[7] T. Whelan, S. Leutenegger, R. Salas-Moreno, B. Glocker, and A. Davison,
‘‘ElasticFusion: Dense SLAM without a pose graph,’’ in Proc. Robot., Sci.
Syst., Rome, Italy, Jul. 2015, pp. 1–9, doi: 10.15607/RSS.2015.XI.001.

42518 VOLUME 11, 2023

http://dx.doi.org/10.1109/TRO.2016.2624754
http://dx.doi.org/10.1016/j.cag.2015.07.008
http://dx.doi.org/10.15607/RSS.2014.X.007
http://dx.doi.org/10.1002/rob.21831
http://dx.doi.org/10.1177/1729881419841532
http://dx.doi.org/10.1145/2047196.2047270
http://dx.doi.org/10.15607/RSS.2015.XI.001


W. Wang et al.: Indoor Point Cloud Segmentation

[8] Y. Yang, H. Fang, Y. Fang, and S. Shi, ‘‘Three-dimensional
point cloud data subtle feature extraction algorithm for laser
scanning measurement of large-scale irregular surface in reverse
engineering,’’ Measurement, vol. 151, Feb. 2020, Art. no. 107220, doi:
10.1016/j.measurement.2019.107220.

[9] X.-F. Han, X.-Y. Yan, and S.-J. Sun, ‘‘Novel methods for noisy 3D point
cloud based object recognition,’’ Multimedia Tools Appl., vol. 80, no. 17,
pp. 26121–26143, Apr. 2021, doi: 10.1007/s11042-021-10794-3.

[10] B. Mahmood, S. Han, and D.-E. Lee, ‘‘BIM-based registration and local-
ization of 3D point clouds of indoor scenes using geometric features for
augmented reality,’’ Remote Sens., vol. 12, no. 14, p. 2302, Jul. 2020, doi:
10.3390/rs12142302.

[11] Tashi, A. Ullah, M. Watanabe, and A. Kubo, ‘‘Analytical point-cloud
based geometric modeling for additive manufacturing and its application to
cultural heritage preservation,’’ Appl. Sci., vol. 8, no. 5, p. 656, Apr. 2018,
doi: 10.3390/app8050656.

[12] E. Grilli, F. Menna, and F. Remondino, ‘‘A review of point clouds seg-
mentation and classification algorithms,’’ Int. Arch. Photogramm., Remote
Sens. Spatial Inf. Sci., vol. 42, p. 339, Apr. 2017, doi: 10.5194/isprs-
archives-XLII-2-W3-339-2017.

[13] A. D. Sappa and M. Devy, ‘‘Fast range image segmentation by an edge
detection strategy,’’ in Proc. 3rd Int. Conf. 3-D Digit. Imag. Modeling,
2001, pp. 292–299, doi: 10.1109/IM.2001.924460.

[14] X. Zhang, G. Li, Y. Xiong, and F. He, ‘‘3D mesh segmentation using
mean-shifted curvature,’’ in Proc. Int. Conf. Geometric Modeling Pro-
cess., Hangzhou, China, Apr. 2008, pp. 465–474, doi: 10.1007/978-3-540-
79246-8_35.

[15] M. Tonini and A. Abellan, ‘‘Rockfall detection from terrestrial
LiDAR point clouds: A clustering approach using R,’’ J. Spatial Inf.
Sci., no. 8, pp. 95–110, 2014. [Online]. Available: https://josis.org/index.
php/josis/issue/view/8, doi: 10.5311/JOSIS.2014.8.123.

[16] N. Chehata and F. Bretar, ‘‘Terrain modeling from data: Hierarchical
K-means filtering and regularization,’’ in Proc. 15th IEEE Int. Conf.
Image Process., San Diego, CA, USA, Oct. 2008, pp. 1900–1903, doi:
10.1109/ICIP.2008.4712151.

[17] X. Chen, Q. An, X. Han, Y. Ban, and L. Li, ‘‘Control of dis-
tributed segmentation of indoor point cloud via homogenization cluster-
ing network,’’ J. Franklin Inst., Dec. 2021. [Online]. Available: https://
www.sciencedirect.com/science/article/abs/pii/S0016003221007080, doi:
10.1016/j.jfranklin.2021.12.001.

[18] Z. Luo, Z. Xie, J. Wan, Z. Zeng, L. Liu, and L. Tao, ‘‘Indoor 3D point cloud
segmentation based on multi-constraint graph clustering,’’ Remote Sens.,
vol. 15, no. 1, p. 131, Dec. 2022, doi: 10.3390/rs15010131.

[19] D. S. Chen, ‘‘A data-driven intermediate level feature extraction algo-
rithm,’’ IEEE Trans. Pattern Anal. Mach. Intell., vol. 11, no. 7,
pp. 749–758, Jul. 1989, doi: 10.1109/34.192470.

[20] P. J. Besl and R. C. Jain, ‘‘Segmentation through variable-order surface fit-
ting,’’ IEEE Trans. Pattern Anal. Mach. Intell., vol. 10, no. 2, pp. 167–192,
Mar. 1988, doi: 10.1109/34.3881.

[21] R. Geibel and U. Stilla, ‘‘Segmentation of laser altimeter data
for building reconstruction: Different procedures and comparison,’’
Int. Arch. Photogramm. Remote Sens., vol. 33, no. 3, pp. 326–334,
2000. [Online]. Available: https://www.isprs.org/proceedings/XXXIII/
congress/part3/326_XXXIII-part3.pdf

[22] X. Ning, X. Zhang, Y. Wang, and M. Jaeger, ‘‘Segmentation of archi-
tecture shape information from 3D point cloud,’’ in Proc. 8th Int. Conf.
Virtual Reality Continuum Appl. Ind., Yokohama, Japan, no. 6, Dec. 2009,
pp. 127–132, doi: 10.1145/1670252.1670280.

[23] A. Nurunnabi, D. Belton, and G. West, ‘‘Robust segmentation in laser
scanning 3D point cloud data,’’ in Proc. DICTA, 2012, pp. 1–8, doi:
10.1109/DICTA.2012.6411672.

[24] Z. Dong, B. Yang, P. Hu, and S. Scherer, ‘‘An efficient global energy
optimization approach for robust 3D plane segmentation of point clouds,’’
ISPRS J. Photogramm. Remote Sens., vol. 137, pp. 112–133, Mar. 2018,
doi: 10.1016/j.isprsjprs.2018.01.013.

[25] T. Rabbani, F. Van Den Heuvel, and G. Vosselmann, ‘‘Segmentation
of point clouds using smoothness constraint,’’ Int. Arch. Photogramm.
Remote Sens. Spat. Inf. Sci., vol. 36, no. 5, pp. 248–253, 2006. [Online].
Available: https://www.isprs.org/proceedings/XXXVI/part5/paper/
RABB_639.pdf

[26] R. B. Rusu and S. Cousins, ‘‘3D is here: Point cloud library
(PCL),’’ in Proc. ICRA, Shanghai, China, May 2011, pp. 1–4, doi:
10.1109/ICRA.2011.5980567.

[27] J. H. Friedman, J. L. Bentley, and R. A. Finkel, ‘‘An algorithm for finding
best matches in logarithmic expected time,’’ ACM Trans. Math. Softw.,
vol. 3, no. 3, pp. 209–226, 1977, doi: 10.1145/355744.355745.

[28] G. Hoppe, T. DeRose, T. Duchamp, J. McDonald, and W. Stuetzle, ‘‘Sur-
face reconstruction from unorganized points,’’ in Proc. 19th Annu. Conf.
Comput. Graph. Interact. Techn., Chicago, IL, USA, Jul. 1992, pp. 27–31,
doi: 10.1145/133994.134011.

[29] M. Pauly, M. Gross, and L. P. Kobbelt, ‘‘Efficient simplification of point-
sampled surfaces,’’ in Proc. IEEE VIS, Boston, MA, USA, Oct. 2002,
pp. 163–170, doi: 10.1109/VISUAL.2002.1183771.

[30] J. Sanchez, F. Denis, D. Coeurjolly, F. Dupont, L. Trassoudaine,
and P. Checchin, ‘‘Robust normal vector estimation in 3D point
clouds through iterative principal component analysis,’’ ISPRS J.
Photogramm. Remote Sens., vol. 163, pp. 18–35, May 2020, doi:
10.1016/j.isprsjprs.2020.02.018.

[31] P. J. Huber, ‘‘Robust estimation of a location parameter,’’ Ann. Math.
Statist., vol. 35, no. 1, pp. 73–101, 1964, doi: 10.1214/aoms/1177703732.

[32] R. He, B. Hu, X. Yuan, and L. Wang, ‘‘M-estimators and half-quadratic
minimization,’’ in Robust Recognition via Information Theoretic Learn-
ing (SpringerBriefs in Computer Science), 1st ed. Cham, Switzerland:
Springer, 2014, ch. 2, pp. 3–11, doi: 10.1007/978-3-319-07416-0_2.

[33] P. J. Rousseeuw, ‘‘Multivariate estimation with high breakdown point,’’
Math. Stat. Appl., vol. 8, no. 37, pp. 283–297, 1985, doi: 10.1007/978-94-
009-5438-0_20.

[34] P. J. Rousseeuw and K. Van Driessen, ‘‘A fast algorithm for the mini-
mum covariance determinant estimator,’’ Technometrics, vol. 41, no. 3,
pp. 212–223, 1999, doi: 10.2307/1270566.

[35] F. Cazals and M. Pouget, ‘‘Estimating differential quantities using poly-
nomial fitting of osculating jets,’’ Comput. Aided Geometric Des., vol. 22,
no. 2, pp. 121–146, Feb. 2005, doi: 10.1016/j.cagd.2004.09.004.

[36] M. Hubert, P. J. Rousseeuw, and T. Verdonck, ‘‘A deterministic algorithm
for robust location and scatter,’’ J. Comput. Graph. Statist., vol. 21, no. 3,
pp. 618–637, Jul. 2012, doi: 10.1080/10618600.2012.672100.

[37] M. Hubert, P. Rousseeuw, D. Vanpaemel, and T. Verdonck, ‘‘The DetS and
DetMM estimators for multivariate location and scatter,’’ Comput. Statist.
Data Anal., vol. 81, pp. 64–75, Jan. 2015, doi: 10.1016/j.csda.2014.07.013.

[38] A. Khaloo and D. Lattanzi, ‘‘Robust normal estimation and region growing
segmentation of infrastructure 3D point cloud models,’’ Adv. Eng. Infor-
mat., vol. 34, pp. 1–16, Oct. 2017, doi: 10.1016/j.aei.2017.07.002.

[39] P. J. Rousseeuw and C. Croux, ‘‘Alternatives to the median absolute devia-
tion,’’ J. Amer. Statist. Assoc., vol. 88, no. 424, pp. 1273–1283, Dec. 1993,
doi: 10.1080/01621459.1993.10476408.

[40] M. Wei, J. Yu, W.-M. Pang, J. Wang, J. Qin, L. Liu, and P.-A. Heng, ‘‘Bi-
normal filtering for mesh denoising,’’ IEEE Trans. Vis. Comput. Graphics,
vol. 21, no. 1, pp. 43–55, Jan. 2015, doi: 10.1109/TVCG.2014.2326872.

[41] H. Son, C. Kim, and C. Kim, ‘‘Fully automated as-built 3D pipeline
extraction method from laser-scanned data based on curvature computa-
tion,’’ J. Comput. Civil Eng., vol. 29, no. 4, 2015, Art. no. B4014003, doi:
10.1061/(ASCE)CP.1943-5487.0000401.

[42] A. Al-Rawabdeh, F. He, and A. Habib, ‘‘Automated feature-based down-
sampling approaches for fine registration of irregular point clouds,’’
Remote Sens., vol. 12, no. 7, p. 1224, Apr. 2020, doi: 10.3390/rs12071224.

[43] M. Awrangjeb and C. S. Fraser, ‘‘An automatic and threshold-free perfor-
mance evaluation system for building extraction techniques from airborne
LiDAR data,’’ IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 7,
no. 10, pp. 4184–4198, Oct. 2014, doi: 10.1109/JSTARS.2014.2318694.

[44] I. Armeni, O. Sener, A. R. Zamir, H. Jiang, I. Brilakis, M. Fischer, and
S. Savarese, ‘‘3D semantic parsing of large-scale indoor spaces,’’ in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Las Vegas, NV, USA,
Jun. 2016, pp. 1534–1543, doi: 10.1109/CVPR.2016.170.

WEI WANG received the B.S. and M.S. degrees
in electronic engineering from Northwest Normal
University, China. He is currently pursuing the
Ph.D. degree in pattern recognition and knowl-
edge discovery with the Chongqing University of
Posts and Telecommunications. His research inter-
ests include point cloud data processing, mobile
robot navigation, machine learning, and pattern
recognition.

VOLUME 11, 2023 42519

http://dx.doi.org/10.1016/j.measurement.2019.107220
http://dx.doi.org/10.1007/s11042-021-10794-3
http://dx.doi.org/10.3390/rs12142302
http://dx.doi.org/10.3390/app8050656
http://dx.doi.org/10.5194/isprs-archives-XLII-2-W3-339-2017
http://dx.doi.org/10.5194/isprs-archives-XLII-2-W3-339-2017
http://dx.doi.org/10.1109/IM.2001.924460
http://dx.doi.org/10.1007/978-3-540-79246-8_35
http://dx.doi.org/10.1007/978-3-540-79246-8_35
http://dx.doi.org/10.5311/JOSIS.2014.8.123
http://dx.doi.org/10.1109/ICIP.2008.4712151
http://dx.doi.org/10.1016/j.jfranklin.2021.12.001
http://dx.doi.org/10.3390/rs15010131
http://dx.doi.org/10.1109/34.192470
http://dx.doi.org/10.1109/34.3881
http://dx.doi.org/10.1145/1670252.1670280
http://dx.doi.org/10.1109/DICTA.2012.6411672
http://dx.doi.org/10.1016/j.isprsjprs.2018.01.013
http://dx.doi.org/10.1109/ICRA.2011.5980567
http://dx.doi.org/10.1145/355744.355745
http://dx.doi.org/10.1145/133994.134011
http://dx.doi.org/10.1109/VISUAL.2002.1183771
http://dx.doi.org/10.1016/j.isprsjprs.2020.02.018
http://dx.doi.org/10.1214/aoms/1177703732
http://dx.doi.org/10.1007/978-3-319-07416-0_2
http://dx.doi.org/10.1007/978-94-009-5438-0_20
http://dx.doi.org/10.1007/978-94-009-5438-0_20
http://dx.doi.org/10.2307/1270566
http://dx.doi.org/10.1016/j.cagd.2004.09.004
http://dx.doi.org/10.1080/10618600.2012.672100
http://dx.doi.org/10.1016/j.csda.2014.07.013
http://dx.doi.org/10.1016/j.aei.2017.07.002
http://dx.doi.org/10.1080/01621459.1993.10476408
http://dx.doi.org/10.1109/TVCG.2014.2326872
http://dx.doi.org/10.1061/(ASCE)CP.1943-5487.0000401
http://dx.doi.org/10.3390/rs12071224
http://dx.doi.org/10.1109/JSTARS.2014.2318694
http://dx.doi.org/10.1109/CVPR.2016.170


W. Wang et al.: Indoor Point Cloud Segmentation

YI ZHANG received the Ph.D. degree in mechan-
ical manufacturing and automation from the
Huazhong University of Science and Technology,
Wuhan, China. He completed his post-doctoral
training in intelligentmultimode human–computer
interaction with the University of Essex, London,
U.K. He is currently a Professor and a Doc-
toral Supervisor with the Advanced Manufactur-
ing Engineering College, Chongqing University
of Posts and Telecommunications. His research

interests include robot automatic control and human–computer interaction.

GENGYU GE received the B.S. degree in infor-
mation and computing science from Chuzhou
University, Chuzhou, China, in 2011, and the
M.S. degree in computer system architecture from
Southwest University, Chongqing, China, in 2014.
He is currently pursuing the Ph.D. degree with
the Chongqing University of Posts and Telecom-
munications. His research interests include mobile
robot navigation, semantic slam, and embedded
system application.

QIN JIANG received the B.S. and M.S. degrees
in biomedical engineering from the Chongqing
University of Technology, China. She is currently
pursuing the Ph.D. degree in pattern recognition
and knowledge discovery with the Chongqing
University of Posts and Telecommunications. Her
research interests include machine learning, pat-
tern recognition, biomedical signal process, and
brain–computer interface.

YANG WANG received the M.S. degree in com-
puter technology from the Kunming University of
Science and Technology, China. She is currently
pursuing the Ph.D. degree in pattern recognition
and knowledge discovery with the Chongqing
University of Posts and Telecommunications. Her
research interests include machine learning, pat-
tern recognition, mobile robot, and VSLAM.

LIHE HU received the M.S. degree in mechanical
engineering fromChongqing Jiao TongUniversity,
China, in 2018. He is currently pursuing the Ph.D.
degree with the China EU Intelligent System and
Robot Joint Laboratory, Chongqing University of
Posts and Telecommunications. His research inter-
ests include mobile robot semantic mapping, real
time mapping, semantic slam, semantic segmenta-
tion, and deep learning.

42520 VOLUME 11, 2023


