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ABSTRACT Congestion in the world’s traffic systems is a major issue that has far-reaching repercussions,
including wasted time and money due to longer commutes and more frequent stops for gas. The incorporation
of contemporary technologies into transportation systems creates opportunities to significantly improve
traffic prediction alongside modern academic challenges. Various techniques have been utilized for the
purpose of traffic flow prediction, including statistical, machine learning, and deep neural networks. In this
paper, a deep neural network architecture based on long short-term memory (LSTM)), bi-directional version,
and gated recurrent units (GRUs) layers has been structured to build the deep neural network in order to
predict the performance of the traffic flow in four distinct junctions, which has a great impact on the Internet
of vehicles’ applications. The structure is composed of sixteen layers, five of which are GRU layers and one
is a bi-directional LSTM layer. The dataset employed in this work involved four congested junctions. The
dataset extended from November 1, 2016, to June 30, 2017. Cleaning and preprocessing operations were
performed on the dataset before feeding it to the designed deep neural network in this paper. Results show
that the suggested method produced comparable performance with respect to state-of-the-art approaches.

INDEX TERMS Flow prediction, BiLSTM, deep neural network, GRU, LSTM, urban transportation.

I. INTRODUCTION

In order for intelligent transportation systems (ITSs) to be
used in urban traffic networks, accurate traffic forecasts are
necessary. In other words, ITSs in urban traffic infrastructures
rely heavily on accurate traffic flow predictions (TFPs). Due
to its significance for the creation and improvement of ITS,
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TFP has been the subject of substantial research. While the
efficacy of TFP models is often discussed in the literature,
computing efficiency is often neglected.

As traffic data volumes grow, however, the pressing need
for speedier models becomes more apparent. In other words,
when planning urban cities, one should consider certain fac-
tors. For instance, most people now need cars in order to get
around, what with the expanding economy and population.
Congestion has worsened as the number of automobiles on

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

58516

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 11, 2023


https://orcid.org/0000-0002-7541-3462
https://orcid.org/0000-0002-1360-9005
https://orcid.org/0000-0001-6395-4723
https://orcid.org/0000-0003-0213-8145
https://orcid.org/0000-0003-2104-0901

A. H. A. Hussain et al.: Urban Traffic Flow Estimation System Based on GRU Deep Learning Methodology

IEEE Access

the road has increased. Vehicle restrictions and the imple-
mentation of sophisticated transportation systems are only
two of the many regulations that have been implemented in
an effort to reduce traffic congestion. Traffic flow prediction
is affected by numerous complicated aspects owing to the
chaotic intricacy of the traffic road infrastructure and the
short-term movement of the population, making it very dif-
ficult to create an efficient TFP system.

As more and more people move to urban areas, more and
more of them are adding to the already overwhelming traffic
problems. Factors that contribute to this issue include increas-
ing city populations, degrading infrastructure, inefficient and
disjointed traffic signal scheduling, and a lack of real-time
data. The repercussions are really serious.

According to INRIX, a company that collects and ana-
lyzes traffic data, commuters in the United States lost $305
billion in 2017 because of traffic congestion. This amount
accounts for the money wasted on fuel, the time wasted
waiting in traffic, and the expense of transporting prod-
ucts and services through crowded areas. Further, INRIX
found that drivers in Bucharest and Bogota consume an
average of 134 and 133 hours per year, respectively, due to
gridlock [1].

Cities cannot simply construct more roads due to financial
and logistical constraints; instead, they must adopt innovative
approaches to traffic management when designing an urban
city. More than half of the world’s population now resides in
urban areas, and that number is expected to rise to 68% by
2050, according to the United Nations [2].

As aresult of rapid urbanization, many countries are strug-
gling to keep up with the demands of an increasingly urban
population and maintain sustainable growth. That is, for an
urban smart city to function properly, mobility must be a
top priority. The study and forecasting of traffic patterns are
crucial components of mobility studies and innovations. Data
from new sources, such as social media and GPS systems, has
been rapidly added to the transportation data pool in recent
years.

Road traffic prediction is only one example of how this
information may be used to make cities run more effi-
ciently. Single traffic flow forecast methods have been the
norm in the research community; however, these have lim-
ited applicability. In recent years, research has emerged
exploring how to combine existing approaches to create
new hybrid approaches. Nevertheless, additional research is
needed because this is still a young field of study. In addition,
the majority of these hybrid approaches have been built on
non-distributed, single-node systems, which severely restrict
the scalability in terms of both data and problem size, as well
as accuracy.

While previous research has examined the geographical
correlation of traffic flows using Euclidean proximity or topo-
logical adjacency, it has discounted the major importance of
higher-order connection patterns in a road network. And yet,
little scholars have taken full advantage of the fact that traf-
fic patterns exhibit unique multiple time-frequency features.
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Predicting how traffic is going to move is a crucial use for
traffic monitoring technology in urban areas.

Traditional methods have only had limited success by
employing artificial neural networks (ANNs) with a limited
network architecture and inadequate training data for super-
vised learning. There have been a lot of studies done on TFP
in the previous few decades because of its significance in ITS.
Although spatial-temporal correlations are recognized to be
adaptive in traffic networks, they are often extracted statically
in existing TFP models.

Researchers have been thinking about TFP for decades, but
it has remained difficult because of its stochastic, nonlinear
character. In fact, making TFP reliable would benefit not only
motorists but also pedestrians and cyclists, who are especially
at risk, mostly on highways. Taking into account the needs
of the public at large, prediction systems can be utilized
to provide guidance to people on matters such as outside
hazards, risky activities, and delays in schedule. Such factors
are of interest when designing urban regions.

For traffic management and control to function properly,
an accurate estimate of the current traffic status is required.
Nevertheless, due to the varying nature of traffic on urban
roads and at different times of day, it is challenging to develop
prediction algorithms that can account for these factors.
In particular, the traffic pattern identification is susceptible
to bias and estimation error due to the limited selection of the
traffic condition.

That is, this study proposes a deep learning technique based
on the Gated Recurrent Unit (GRU) deep learning model to
accurately predict the traffic flow at four intersections in an
urban crowded city. The approach is that a combination of
well-selected deep neural network (DNN) layers, such as the
GRU and fully connected layers, is structured to form the
foundation of the TFP system. When compared to state-of-
the-art techniques, accurate results were obtained. The study
can be formulated as follows:

o Addressing the past studies by investigating the most
related and significant algorithms for traffic flow pre-
diction in urban cities.

« Introducing a novel structure for DNN based on GRU
that improves the traffic flow prediction values. The
introduced structure focuses on the time-related relation-
ship; therefore, the GRU units have been used. Further-
more, the suggested model can be widely deployed due
to its simple structure and high-speed prediction output.
This is because the building blocks of the recommended
TFP system are simple and not computationally compli-
cated.

o A real-world dataset has been employed in this study,
which was gathered from kaggle.com. The dataset was
first pre-processed and comprehensively studied, then it
was used to train the suggested DNN model.

The rest of this work can be explained consequently as fol-
lows: the Related Work section (section II), which addressed
the most significant work related to our study. The materials
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and dataset are then presented in Section III, where the
DNN-GRU will be explained and the dataset study and anal-
ysis will be shown. The suggested DNN will be introduced
in the fourth section, in which, the details of the DNN-GRU
model will be discussed. The Results section (section V)
shows the results and the discussions of the results. Last but
not least, the concluding remarks are drawn in Section VI.

Il. RELATED WORK

TFP studies are varied in methodologies, as will be stated in
this section. Studies are either statistical or use deep learning
techniques. However, DNN are not limited to the computer
vision field or images; they were utilized in other studies such
as security [3], [4]. That is, the study presented in this work
will show the implementation of DNN in urban planning
as well. It is essential to remember that ML comprises the
entirety of DL, but not vice versa. In practice, DL constitutes
a subset of ML that achieves great flexibility and strength by
understanding to represent the world as a nested hierarchy
of concepts, where each concept is described in regards to
simpler ones and more abstract depictions are computed in
terms of less abstract ones.

The study group in [5] provides an overview of the several
strategies that can be used to anticipate and model traffic flow
and then explores the limits of each strategy. This article is a
discussion of the many different kinds of traffic and travel
data sources. The article discusses a variety of notable big
data analysis technologies, such as the Apache Spark plat-
form. In the final part of this multi-part article, they outline a
hybrid approach to road traffic prediction and offer a step-by-
step guide to the hybrid traffic flow forecasting procedure.

The autoregressive integrated moving average (ARIMA)
approach and the support vector machine (SVM) method
both serve as the foundation for the hybrid method. The
purpose of the study in [6] is to provide a comprehensive
review and analysis of previous work that has been carried out
by applying various artificial intelligence (AI) approaches,
most notably a variety of machine learning (ML) models.
The document compiles the models under their respective
subfields of Al, and it reviews the strengths and limitations
of each model.

Smart methodologies used in the analysis of movement
data for the forecast of traffic flow in urban regions are
categorized in a subsequent review of research [7]. In this
case, the outcomes of employing these methods are displayed.
The methods used are also detailed and assessed so that the
potential and potential pitfalls of these intelligent approaches
may be grasped. Thus, researchers present the data sets uti-
lized in the literature and made available for use, and authors
compare the quantitative results of the precision of the various
techniques, highlighting advantages and limitations, allowing
someone to identify the related challenges and, from there,
suggest an overall taxonomy in which the knowledge gained
in this traffic flow evaluation merges from a computational
perspective.
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A certain investigation is to give a complete overview of
traffic prediction approaches in order to lay the groundwork
for comprehending the open research issues in traffic pre-
diction [8]. Because of its rapid progress and promise in
traffic prediction, through a focus on multivariate traffic time
series forecasting, they zoom in on the latest developments
and new research prospects in Al-based traffic forecasting
approaches. They begin by cataloging and explaining the sev-
eral forms of data and sources found in the scholarly works.
Then, they describe the prediction approaches and applica-
tions before moving on to classify the primary data prepa-
ration techniques used in the context of traffic prediction.
Finally, researchers address some potential future research
avenues and identify some key research difficulties in traffic
prediction.

Short-term traffic flow predictions (TFP) were improved
by proposing an adaptive hybrid model that takes into account
both the periodicity and unpredictability of traffic flow and
the limits of single prediction methods [9]. As a first step,
researchers attempted to foretell traffic patterns using both the
linear ARIMA approach and the non-linear Wavelet Neural
Network (WNN) approach. Next, using fuzzy logic, they
compared and averaged the results from the two algorithms
and then used the weighted average as the final estimate
of the hybrid model’s expected traffic levels. Conclusions
suggest the hybrid system outperforms the two individual
algorithms in both stable and dynamic scenarios for predict-
ing short-term traffic flow.

A unique hybrid architecture, the wavelet-based higher-
order spatial-temporal approach (Wavelet-HST), is pro-
posed in [10] for estimating traffic volumes throughout
an entire network. At its core, Wavelet-HST is a discrete
wavelet transform that is used to break down traffic data
into many frequency-specific parts. Finally, they suggest a
motif-based graph convolutional recurrent neural network
(Motif-GCRNN) to acquire higher-order spatio-temporal
correlations of road speed using low-frequency parts and sub-
sequently use ARIMA approaches to mimic variability from
the high-frequency constituents. However, the systems in [9]
and [10] are built around signal processing (Wavelet), Neural
Network (NN), ARIMA, and fuzzy logic, which means the
system became very complicated.

In [11], a k-nearest neighbor (KNN) model is presented
for predicting the short-term traffic flow with high accuracy.
Three components—a historical database, a search method
and algorithm parameters, and a forecast plan—make up
a k-NN-based short-term urban expressway traffic predic-
tion system. To boost prediction precision, it is necessary
to first normalize the effective data after preprocessing the
actual information and removing outliers. Finally, in Matlab,
a short-term traffic forecast model using the k-NN nonpara-
metric regression technique has been created. The measured
traffic flow data from a segment of an urban expressway in
Shanghai is used to evaluate the accuracy of the average and
weighted k-NN nonparametric regression models. The results
demonstrate that the suggested method has an accuracy of
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greater than 90% and is feasible for use in predicting traffic
flows in the near future.

The research in [12] presents the development of a Deep
Neural Network (DNN) infrastructure for analyzing and fore-
casting traffic conditions from real-time mobility big data
within an ANN framework. The proposed DNN model uses
logistics regression (LR) analysis to identify times of con-
gestion and non-congestion. The proposed DNN architecture
consisted of three layers [40, 50, and 40] of neurons in the
layers, respectively. Activation functions for each layer are
hypertangent functions, and the LR analyses are performed
using the Traffic Performance Index (TPI). The structure in
this work was very simple and could not predict very well the
whole time series.

The purpose of the research presented in [13] was to cre-
ate an easy-to-implement hybrid model for traffic volume
forecasting by fusing the ARIMA and Radial Basis Func-
tion (RBF) ANN (RBF-ANN) methods. Combining systems
allows for the capture of more nuanced characteristics of traf-
fic flow dynamics. The linear portion of the traffic flow time
series was modeled using the ARIMA model. After modeling
the ARIMA modeling residuals, the RBF-ANN approach was
used to extract the nonlinear element. The temporal com-
binations of five minutes were used to fine-tune the hybrid
models. China’s traffic data was used to verify the accuracy
of the suggested hybrid technique. The results showed that,
compared to using either the ARIMA or RBF-ANN model
alone, the hybrid models had superior predictive capability.
The two models’ synergy in the combined approach made
it a powerful tool for short-term road traffic prediction.
Thus, again, there is a mix between two different analysis
approaches, ARIMA and NNs. Accuracy and interpretability
have both seen significant gains thanks to the introduction
of attention-based models in recent decades, particularly in
the area of natural language processing. As a result, we’re
motivated to present attention’s use for doing things like
predicting traffic.

A DNN-based TFP that pays both temporal and spatial
attention is proposed in [14]. Focusing in on specific loca-
tions and times allows us to take advantage of the rela-
tionships between individual road segments and between
individual time intervals. The experimental outcomes with
a real-world traffic dataset prove the higher performance of
the suggested approach. Furthermore, the results demonstrate
that utilizing several data resolutions may aid in enhanc-
ing prediction accuracy. It is also shown that the suggested
model has promise for enhancing our comprehension of
spatial-temporal correlations in a TFP.

Existing models perform poorly in harsh environments
because they don’t take the impact of weather variations on
traffic flow into account. Research into TFP driven by both
traffic and weather data is required since the TFP model based
on traffic data has important shortcomings due to the complex
attributes of traffic data and the attribute of being subject to
external weather variables.
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To better reflect the temporal correlation and periodicity
of traffic flow information and the perturbation of weather
conditions, researchers in [15] offer a combination architec-
ture of stacked autoencoders (SAE) and RBF to anticipate the
flow of traffic. To begin, SAE is applied to the traffic data in
several time slices to derive an initial estimate. To make fur-
ther forecasts, RBF is then employed to identify the connec-
tion between weather instability and traffic flow frequency.
Ultimately, the two forecasts are fused at the classification
stage using a second RBF to produce a rebuilt forecast with
improved accuracy.

An efficient and practical TFP model is provided in [16].
In this case, the standard autoregressive theory is reworked
on the premise that only a subset of available historical
traffic measurements is truly relevant for making accurate
predictions about upcoming traffic quantities. By applying a
hyperparameter-controlled qualification constraint, an effec-
tive cluster-based technique selects the relevant historical
data. As a result of this modeling strategy, a sparse least
squares problem arises, which is effectively handled by
employing a unique, straightforward, repetitive methodology
based on generalized approximation sparse pseudoinverse.

Rome is one of the Italian cities hardest hit by the
chronic traffic congestion that has plagued Italy’s road net-
work for decades. Non-autonomous vehicle traffic predic-
tion was performed using a heuristic model based on a
Levenberg-Marquardt ANN in [17]. Inductive loop detectors
and video cameras were used as sensing devices to collect
data on traffic, with the help of a few carefully chosen char-
acteristics (such as vehicle speed, time of day, traffic volume,
and the number of cars on the road at any one moment). The
model’s R2 was 0.99892 in training, 0.99615 in testing, and
0.99714 in regression. In terms of traffic control and the sup-
ply of convenient travel routes for walkers and automobiles,
the findings of this research contribute to the expanding body
of knowledge on traffic flow modeling and aid urban planners
and transportation administrators.

In order to solve the issue of multi-modal TFP with sparse
data, the authors of [18] suggest a pattern-adaptive gener-
ative adversarial network (PA-GAN). Bayesian inference is
implemented in PA-GAN to assign multi-modal probability
distributions to the system characteristics. Therefore, the pos-
terior sample will dynamically trigger the associated charac-
teristics of each flow pattern based on the context features,
allowing for a focused state estimate for every sequence.
The PA-GAN then employs the traffic state producer and
the discriminator to learn transportation patterns from the
limited measurements, with the prediction being corrected via
an error-feedback process using multi-level attributes in an
encoder-decoder framework.

They use two publicly available datasets to undertake
extensive examples regarding multi-modal traffic conditions
and sparse selection, and then researchers use these results
to draw conclusions about the efficacy of the suggested PA-
GAN. The results of the experiments show that the PA-GAN
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can beat alternative estimate techniques and that the Bayesian
Inference may enhance the learning network’s flexibility to
different traffic situations.

The seasonal autoregressive integrated moving average
model (SARIMA) is frequently used to process seasonal time
data due to its superior linear fitting features. On the other
hand, the non-autoregressive dynamic neural network (NAR)
is equipped with both nonlinear interpretation abilities and
a significant memory function. In other words, you can use
them to construct integrated forecasting models. Two merged
models are built by mixing the SARIMA and NAR models
with 15 hidden layer neurons and a fourth-order delay [19]:
model 1, which uses the linear and nonlinear component
combination approach, and model 2, which uses the MSE
weight combination method.

For TFP in both data-rich and data-poor settings, [20]
creates and assesses various ARIMA and Long Short-Term
Memory (LSTM)-based approaches. However, the LSTM
DNN was constructed based on two consecutive LSTM lay-
ers (128 and 64 units long, respectively). In contrast to the
good findings acquired with LSTM networks, the findings
obtained with ARIMA models reveal their low performance
on large datasets. Still, they both saw patterns and the traffic’s
cyclicity.

To better anticipate holiday traffic, the research [21]
applies the fluctuation coefficient technique, which is com-
mon in passenger flow management. Researchers separated
vacation traffic into its regular and erratic components based
on an examination of the features of traffic flow. The LSTM
model is used to predict the steady flow, while the fluctuation
coefficient is used to predict the erratic flow. This technique
can make up for a lack of past records, and its efficacy has
been confirmed experimentally.

The authors in [22] present a path-based DNN method-
ology for predicting network traffic speeds, fitting the
machine to the spatiotemporal characteristics of traffic pat-
terns throughout the whole network. Since the most trav-
eled routes typically have a more consistent and dominant
traffic flow, the most helpful data for speed prediction can
be gleaned from studying these routes. After that, numer-
ous layers are stacked along the temporal dimension, and a
bidirectional LSTM NN (Bi-LSTM NN) is implemented to
mimic each crucial path. This ensures that each model has
high levels of interpretability while effectively capturing the
spatial-temporal features of the path to improve speed pre-
diction. When all the models’ outputs have been combined,
a final forecast can be made.

In [23], they offer a new TFP model called EnLSTM-WPEO
that makes use of LSTM ensemble learning, no negative
constraint theory (NNCT) weight integration, and the pop-
ulation extremal optimization (PEO) algorithm. Time lag is
a major factor that can affect the accuracy of a predictor,
so the first step is to build a colony of LSTMs to do forecasts
with varied time lags. The PEO-based NNCT approach is
then applied to calculate the ensemble model’s weightings,
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which is the second step. The simulation results for six major
Seattle highway datasets have shown that the recommended
EnLSTM-WPEO is preferable to six others prominent TFP
methods.

Using the variational mode decomposition (VMD) tech-
nique and the LSTM model, the authors of the work published
in [24] suggest a hybrid TFP approach. To begin, we use the
VMD technique to break down the raw data on traffic flows
into a set of intrinsic mode function (IMF) components. Sec-
ond, we create separate LSTM models to forecast individual
components of the IMF. Predictions are made on a scale from
one step to three steps, depending on the model used. At last,
the TFP values are calculated by adding all the predictions
made for each individual part. Data collected from inductive
loop sensors installed along Shanghai’s north-south express-
way is used to probe the suggested hybrid model’s predictive
abilities.

The research in [25] creates an LSTM-based TFP model
using time-series data from the Keras library within the
context of deep learning to forecast traffic conditions in the
future. Using the US-101 data set, a comparison experiment
reveals that LSTM is more accurate than the GRU model at
predicting the speed of traffic flows.

For the purpose of analyzing the multivariate road traffic
time series, a TFP method built on the LSTM model has been
developed [26]. It takes into account both past and present
traffic on the route in question, in addition to past and present
traffic on other nearby roads whose use is dependent on that
of the one in question. They employ a stacked LSTM model
to estimate traffic flows on weekdays and weekends with
equal precision. Extensive simulations based on actual traffic
information have been conducted, and the suggested method
has been compared to established, state-of-the-art methods
for TFP. The results demonstrate that the suggested method
provides estimates of traffic flow that are close to being
correct on weekdays and weekends and under normal and
peak traffic situations.

Using the continuous and complete traffic flow data in the
past period of time of the target prediction section and the
incomplete traffic flow data in the past period of time of
the target prediction section, a TFP technique utilizing a mix
of multiple linear regression (MLR) and LSTM is proposed
in [27] to jointly predict the traffic flow modifications of the
target section in a short amount of time. When historical data
on the intended road segment’s traffic flows is incomplete, the
aforementioned model can be employed to reliably anticipate
how those flows will evolve in the future. The accuracy of
the predictions is on par with that of existing mainstream
predictions utilizing continuous and quasi-target link traffic
data. Conversely, whenever the data time period is sufficiently
short, a slight enhancement occurs.

In light of the spatial-temporal correlation of traffic flows,
[28] presents a hybrid DNN approach, the AutoEncoder (AE),
followed by two Gated Recurrent Units (GRUs) layers. The
model is capable of efficiently utilizing the topological spatial
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association of the road infrastructure, minimizing the algo-
rithmic sophistication, and circumventing the issue of desta-
bilizing forecasting outcomes brought on by the advent of low
traffic information, all while taking into account the effects
of upstream and downstream interconnections on the traffic
conditions of the current link. The outcomes demonstrate
that this technique is a powerful TFP paradigm, with greater
forecast accuracy than the conventional estimation method.

Current state-of-the-art works typify the temporal and
spatial correlation of traffic patterns using Recurrent NN
(RNN) and Convolutional NN (CNN) -Graph Convolutional
Networks (GCN), with GCN RNN (GCRN) being the for-
mer. However, the large processing complexity of GCRN
makes it challenging to apply it to the massive road net-
works. To solve this issue, they propose modeling the spatial-
temporal interdependence of traffic flow with a Fast GCRNN
(FastGCRNN), which abstracts the road network as a geo-
metric graph [29]. Particularly, researchers integrate the GRU
unit to grab the temporal correlation of traffic flow, incorpo-
rating the spatiotemporal features into Seq2Seq relying on
the Encoder-Decoder approach, and use the FastGCN unit
to proficiently grasp the topographic connection between the
roadways and the surrounding streets in the graph while low-
ering the supercomputing complexity through significance
sampling.

The study in [30] put up a plan for the TFP of Hangzhou’s
Wenyi Road. There are four intersections along Wenyi Road.
There is a temporal and spatial correlation between the four
crossings, with the same shifting trend in traffic at the same
time, indicating that the streets have an effect on one another.
Researchers offer the IMgru model, which is based on this
aspect of traffic flow, to more accurately identify the temporal
aspects of traffic flow. It is also suggested to collect the
stochastic aspects of traffic concurrently using a model that
combines the GCN part with the IMgru component. Last but
not least, the Wenyi Road dataset is split into peak periods and
off-peak periods for forecasting based on the morning and
evening maximum features of Hangzhou. When compared
against five reference models and a cutting-edge technique,
the IMgruGen model performs admirably. To put it another
way, the IMgruGen model was developed separately for peak
and off-peak times.

Using long and high-frequency data, including 21,843
samples collected at 5-minute intervals, researchers sought
an appropriate model to produce a one-step forecast [31].
High-frequency measurements lead to the appearance of
daily seasonality, while extensive duration of data indicates
weekly seasonality. According to the documentation from
the data source, the data is extremely credible, with only
45 incomplete observations and a reliability score of 40.
Particularly, researchers found that the double seasonal Holt-
Winter (DSHW) model and the trigonometric seasonality
model (Box-Cox transformation, ARIMA, trend, and sea-
sonal elements) are the two statistical models best suited
to double seasonality data (TBATS). In addition, the Five
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ML Models of Multiple Learning Perceptron (MLP), LSTM,
GRU, CNN, and CNN-LSTM have been developed.

The standard was set using the seasonal ARIMA. Both
univariate and multivariate analyses utilized the ML models.
First, they do an additive decomposition of the time series into
its trend, seasonal, and residual components so that they can
use them as attributes in their multivariate modelsits trend,
seasonal, and residual components so that they can use them
as attributes in their multivariate models. The fact that the
decomposed parts are both autonomous and correlated with
the anticipated variable provides the impetus for this strategy.
Researchers show that this method improves all ML models
by analyzing their performance on three different roadway
segments. This study’s significance is amplified in situations
where no other attributes are readily available for analogous
data. As far as researchers are aware, additively decomposing
parts have not been employed as attributes in multivariate ML
models.

It is recommended to use a CNN-Bidirectional GRU unit
with an attention technique (CNN-BiGRU-attention) and two
Bidirectional GRU modules, each with their own attention
function, to create a multifeature fusion model using deep
learning techniques [32]. Daily and weekly periodic char-
acteristics of the traffic flow are extracted using the CNN-
BiGRU-attention component, while local trend attributes are
extracted using the CNN-BiGRU-attention component, and
long-term dependent characteristics are extracted using the
two BiGRU-attention units. In addition, the attributes gath-
ered by each unit are fused using an attribute fusion layer in
the framework. Next, via simulated tests, choices are made
based on the model’s neuron count, loss function, and addi-
tional factors like the optimization process. At last, the field
data is used to train and evaluate a multifeature fusion model.
The outcomes show that the suggested methodology is more
accurate at TFP and more stable overall. The experimental
results demonstrate that the multifeature fusion model out-
performs the baseline models in terms of predictive accuracy
when using the same dataset.

They develop a bidirectional GRU network structure for
TFP using a multi-range mask GCN, and they use three
modules to learn spatial-temporal characteristics at differ-
ent time scales: recent features, daily features, and weekly
features [33]. Designers recommend a bidirectional mask
GCN-GRU layer to learn node-specific forward and back-
ward spatial information, in which a mask adaptive pairwise
matrix approach is created to learn geometric distribution
dynamically in the traffic information and a mask matrix is
executed to filter the noise geometric distribution throughout
the dynamic graph learning for more accurate and robust
forecasting.

Extensive experimental validation on four datasets shows
that the suggested technique outperforms state-of-the-art
comparison techniques in terms of TFP accuracy. With the
goal of filling in gaps in traffic data, the authors of [34] create
anovel DNN architecture called the Dynamic GCN Recurrent
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FIGURE 1. Probability distribution of the vehicles in the first junction.

Imputation Network (DGCRIN). To accurately simulate the
dynamic spatiotemporal dependencies of the road network,
the DGCRIN makes use of a graph generator and a DGCN
gated recurrent unit (DGCGRU).

Moreover, a supplementary GRU is trained to learn the
data’s missing sequence, and a fusion layer with a decay
process is implemented to fuse disparate data sets. Due to
its flexible design, the DGCRIN can handle missing data in
even the most complex of situations. That is, the model is
constructed mainly for the management of missing data in
the sequences.

Ill. MATERIALS AND DATA

This part of the article discusses the dataset that will be used
in this work as well as the GRU and fully connected layers
that will be utilized to construct the suggested DNN model.

A. DATASET

Earlier, it was mentioned that congestion is getting worse in
cities all over the globe. Growth in urban areas, breakdowns
in infrastructure, poor coordination of traffic lights, and a lack
of real-time information all play a role. That is, distinct and
various datasets have been put together for the purpose of
studies and to provide sufficient planning for urban cities.

For instance, there is the accident dataset in the United
Kingdom. There is also a dataset that counts the number
of cars and trucks on the road. Multiple sites are used to
gather data at 5-minute intervals. Also, there is the traffic
flow dataset for Vietnam, and further datasets are all located
at kaggle.com. The employed dataset in our study contains
48120 observations of the number of vehicles each hour at
four different junctions. The sensors on each of these junc-
tions were collecting data at different times, hence you will
see traffic data from different time periods.

Some of the junctions have provided limited or sparse
data, which required thoughtfulness when creating future
projections. Therefore, this dataset is a tally of car counts at
four intersections every hour.

There are four functions available in the.csv file: First,
there’s the ID; then there’s the date and time; then there are
the roads; and finally, there are the vehicles. Note that the
dataset has no missing data entries.

However, Figure 1 shows the probability distribution of
the vehicles at the first junction. From Figure 1, the proba-
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FIGURE 3. Probability distribution of the vehicles in the third junction.

bility density of the vehicles is a normal distribution, mostly
between 10 and 60 vehicles, with a probability higher than
0.02. While the concentration of vehicles with a probability
lower than 0.02 can be considered a rare event. For instance,
the number of vehicles between 100 and 110 is less than
0.005, and when the number of vehicles increased, the prob-
ability decreased significantly.

In the second junction, as shown in Figure 2, the probability
of vehicles is unlike that of the first junction. For example,
above a 0.2 probability level, the number of vehicles is mostly
between 5 and 22. That is, it can be said that junction 2 is less
congested than the first junction. That is, the second junction
has a smaller probability of vehicles. However, the distribu-
tion is again a normal distribution, as shown in Figure 2.

The third junction is also having normal distribution,
as shown in Figure 3. Thus, at most, the number of vehicles
is between 3 vehicles and 20 vehicles, when the probability
is higher than 0.02 (inclusive). This means that the third
junction has almost similar attitude of the second junction.

Moreover, the probability of number of vehicles more than
50 is very small, while in the first junction, this number of
vehicles is not impossible and has a probability of 0.028,
which is very high as compared to the third junction, as shown
in Figure 3.

On the other hand, the probability of 100-vehicles in the
first junction is 0.005, while in the third junction, the 100-
vehicles probability is dramatically low. Thus, the third junc-
tion is also considered as less congestion compared to the first
junction. For the fourth junction, the probability distribution
is further normal, as shown in Figure 4.

Nonetheless, when the probability is 0.02 and above, the
concentration of vehicles is 2 up to 13 vehicles, moreover, this
junction also is less congested than previous junctions, where
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TABLE 1. Stationarity ADFT check for the four-time series junctions.

. ADFT o o o Test
Junction statistic p-value 1% 5% 10% Result
1 -15.3 0 -3.431 -2.862 -2.567 Stationary
2 -21.8 0 -3.431 -2.862 -2.567 Stationary
3 -28.0 0 -3.431 -2.862 -2.567 Stationary
4 -17.98 0 -3.432 -2.862 -2.567 Stationary
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FIGURE 4. Probability distribution of the vehicles in the fourth junction.
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FIGURE 8. Vehicles concentration along time for the fourth junction.

maximum number of vehicles is 6 with higher probability,
0.135, and the higher number of vehicles, 35, is at probability
less than 0.005, which confirm the little congestion at this
junction, as compared to previous three junctions.
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Figures 5-to-8 show the vehicle concentration during the
time for the first, second, third, and fourth junction, respec-
tively. That is, in Figure 5, it can be seen that the vehicles con-
gestion from November 2015 to July 2017 being increased in
the first junction from around 50 vehicles to more than 125,
in 2015 and 2017, respectively.

The same behavior is captured in Figure 6, which is the
vehicles distribution for the same period of the first junction
in the second junction. But it is observed that the minimum
number of vehicles in the second junction during 2017 is
between 5 and ten vehicles, while in the first junction, the
minimum number of vehicles is around 25, which reflects
the extreme congestion of the first junction compared to the
second junction.

In the third junction, the behavior is dissimilar to that in
the two previous junctions, where the number of vehicles in
August 2016 has a peak (more than 125 vehicles) and some
few congested days in 2017, where the number of vehicles
was more than 150. However, the number of vehicles in the
third junction almost below 50, as shown in Figure 7. Last
but not least, the last junction, fourth junction, the available
data records are for January 2017 to July 2017. At the most
times, the concentration of the vehicles is lower than the three
previous junctions, as shown in Figure 8.

As a preprocessing operation to the dataset is the normal-
ization operation. However, in this work, the z-score normal-
ization will be conducted, where values are symmetrically
distributed about the mean and have a standard deviation
of one, when the attribute is transformed into zero and the
resulting distribution has a standard deviation of one. The
standardization can be computed mathematically by taking
the feature value and removing it from the mean, then divid-
ing that number by the standard deviation.

Xo—m

X, =" (n)
o

where X, is the normalized value, X, is the original data
before normalization, m stands for the mean value, and o
is the standard deviation. Next, based on the data from the
junctions’ observation logs, the seasonality can be removed
by performing a weekly difference at the first junction, a daily
difference at the second, and an hourly difference at the third
and fourth. Last operation to be conducted is the stationarity
check.

The Augmented Dickey Fuller Test (ADFT) is conducted
on the time series for the four junctions, Table 1 lists the check
results of the ADFT. It is shown that the ADFT statistic values
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are, respectively for the first to the fourth junction, -15.3, -
21.8,-28.0, and -17.98.

The p-value of the ADFT check is 0 for the four-junctions,
the 1%, 5%, and 10% critical values are -3.431, -2.862, -
2.567, respectively for the first three junctions, while the
fourth junction the only difference is in the 1% critical value
which was -3.432, which is slightly different than the others
and will not change the check results. Thus, according to
the check, all time-series junctions are stationary. Since the
dataset is stationary, it is worth to split it to train and test
subsets for the next step.

In other words, preparing the dataset to be used in the DNN
model that will be discussed later.

B. DEEP LEARNING MODULES

The deep learning modules which will be gathered in this
work are GRU, BiLSTM, and Dense (fully connected) layers.
These layers will be discussed in this section briefly. In a
NN, a dense layer is one in which each neuron is directly
connected to every other neuron in the layer above it.

ANNSs typically employ this layer as their primary con-
nection layer. However, humans think continuously. This is a
major drawback of conventional NNs. For instance, classify
every movie event. How a typical NN could use its reasoning
about cinematic events to educate later ones is unknown.
RNN:Ss fix this. Looped networks preserve information.

In Figure 9, we can see a section of the NN, A, which takes
in the data represented by x; and returns the result, ;. The
network can transfer data from one stage to another with the
use of a loop. These iterative processes add a mystical air
to RNNs. The more you contemplate, though, the less you
realize they differ from a standard NN. It’s helpful to visualize
a RNN as several instances of an identical network, each of
which relays a signal to the one that comes after it.

The RNNs’ close relationship to sequences and lists is
demonstrated by their chainlike structure. Because of their
optimal structure for this kind of information, NNs are an
obvious choice.

RNNS are typically composed of a series of NN modules
that are repeated. Typically, this recurrent module in RNNs
will consist of a single tanh layer, which is quite simple in
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FIGURE 10. Long short-term memory (LSTM) operational diagram.

comparison to more complex RNNs. The long-term reliance
issue is specifically addressed in the architecture of LSTMs.
They don’t have to put in extra effort to remember things
for long periods of time because it’s basically their natural
tendency.

There is a similar chain-like arrangement in LSTMs,
but somehow the repeating module is organized differently.
There are four layers of NNs here, all of which interact with
one another in very specific ways. At the outset of LSTM,
see Figure 10, we must choose which aspects of the cell state
to ignore. The “forget gate layer,” a sigmoid, is responsible
for making this determination. A value between 0 and 1 is
returned for each cell state C;_1 based on the inputs 4;_; and
xt. On this scale, 1 is “keep” and 0 is ‘““ignore.”

That is, the output of the first sigmoid, on the very left-side
lower part in Figure 10, can be formulated as,

fi =0 (Wr - [hi—1. x] + by) 2

where Wy is the weight and by are the bias. So following
thing to do is figure out what brand-new data will be added
to the cell state. You’ll need to divide this into two sections.
To begin, an input gate layer (a sigmoid) chooses which
values will be modified. Then, the ranh layer generates a
set of potential new state values (C’,) in a vector form. After
fusing these two elements, a new version of the state can be
generated

ir =0 (Wi [hi—1,x]+Dbj) 3)

C; = tanh (Wc - [h;—1, x;] + bc) 4)

The transition from the previous cell state C;_1 to the cur-
rent cell state C; is now complete. The next stage is to put into
action the course of action determined upon in the preceding
steps. Multiplying the previous state by f;. Following this,
we incorporate i x C, in other words, (3) x (4). Here are the
revised potential values, adjusted for the degree to which we
decided to alter each existing state value

Ci=fixC1+i x ét ©)
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FIGURE 11. Structure diagram of BiLSTM module.

At this point, it’s time to settle on some kind of output. Our
cell status will serve as the basis for this output, albeit after
some filtering. As a first step, we execute a sigmoid layer to
determine which aspects of the cell state will be output. The
outcome of the sigmoid gate is multiplied by the cell state
that has been tanh-transformed (to force the quantities to be
between 1 and -1) before being output

O; = o (Wo [ht—1, x:] + bo) (6)
then,
hl == 0[ X tanh (C[) (7)

That is, the current state, &;, is obtained through the last
expression, which is the multiplication of the O; by the
tanh(Cy). On the other hand, Time series or sequence data
can be used by the BiLSTM layer to learn the long-term
relationships in both directions between the individual time
points. When training a network, such dependencies might
be helpful in ensuring that each time step includes data from
the whole time series, as shown in Figure 11.

A variant of the RNN family, the GRU can sometimes
outperform the more common LSTM. When compared to
LSTM, GRU is faster and utilizes less memory. Additionally,
GRUs solve the issue of updating network weights with van-
ishing gradient values. The NN may become untrainable if the
grade becomes too small over time due to back propagation.

If a NN’s layers can’t learn, RNNs can forget far longer
sequences. The two gates in a GRU—the update gate and the
reset gate—are what allow it to accomplish this. These gates
are in charge of filtering information at the input and can be
taught to remember details from earlier in the process. As a
result, it can use the information gleaned from one event to
inform its predictions about other events [35], [36].

Figure 12 shows the conceptual structure of the GRU.
To determine the value of the update gate z; for time step
t, the network node multiplies x; by its own weight, W(z),
whenever an x; input is detected. Similarly, /,_ stores data
from the preceding #-1 units and is multiplied by its own
weight, U(z). After adding them up, we use a sigmoid activa-
tion function to make the total value shrink to something in
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FIGURE 12. Gated recurrent unit (GRU) neural network structure.

the range of O to 1.
a=0 (W +UOn_1) )

where o denotes the sigmoid function, fanh stands for the
hyperbolic tangent function, and the Hadamard dot product
is represented by (-) operation. That was the principle of
operation of the update-gate. Regarding the reset-gate, this
model gate is employed primarily to determine the extent
to which previous knowledge is to be forgotten. The update
gate’s function is same to this one. The gate’s role and the
relative weight of the objects are key differentiators.

n:a(W@M+U@m4) ©)

Just like before, multiplying 4;—1 and x; by their respective
weights, add up the products, and then use the sigmoid func-
tion. To implement a new memory content that makes use of
the reset gate to keep track of historical data. Following is the
formula for determining it:

), = tanh (Wx; + r; - Uhy—) (10)

That is, in the last expression, (10), the weight W is multiplied
by x; (the input). Now, the dot product of the reset gate (r;)
with the Uh;_1 (remember that U is a weight) will be added
up to the previous multiplication (Wx;). Hence, this result will
be passed to the hyperbolic tangential function. Finally, the
network must compute /,, the vector that contains the current
unit’s data and is passed down via the network.

ht:Zt'ht—l‘f‘(l—Zt)'h; (11

The update gate is essential for accomplishing this.
It decides what information to glean from the present memory
contents (#,) and what information to glean from the prior
stages (h;—1). It is now possible to observe how GRUs store
and filter data utilizing their update and reset gates. Since the
model does not discard the new input every time but instead
stores the pertinent information and passes it on to subsequent
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time steps in the network, this solves the vanishing gradi-
ent problem. Given adequate training, they are capable of
remarkable performance, even in highly complex situations.

Consequently, the abovementioned NN layers and modules
will be combined in somehow to create the intended structure
of the suggested DNN in this work. That is, GRNN, LSTM,
BiLSTM, and dense layers will be used for that aim in the next
section. Since the understandings of the layers are discussed
in this section, no more discussion of these layers will be
given in the consequent sections.

IV. PROPOSED DNN STRUCTURE

The suggested architecture of the proposed DNN composed
of sixteen-layers (including input and output layers) as shown
in Figure 12. In other words, the structure is composed of
sixteen layers, five of which are GRU layers and a bidirec-
tional LSTM layer. Basically, the suggested DNN built about
the core layers, that are specified for time-series sequence,
such as GRU, LSTM, BiLSTM, and time-distributed dense
layers. Due to the time-series nature of the problem undergo,
the GRU, LSTM, BiLSTM, and time-distributed dense layers
are selected for this design.

The design is sequential and accepted the input sequence of
size 32 through the input layer. However, there are five-GRU
layers of different sizes and between them another layers.
Specifically, after the input layer, the first GRU is followed
the input layer with input of period of sequence equals to 32.
The output shape of this GRU layer is (32,150), accordingly,
the number of trainable parameters is 68850.

The next layer is the dense layer (fully connected layer),
which here time-dependent, TimeDistributed-dense layer.
When using a TimeDistributed layer, the same layer is used on
many inputs at once. And it only needs one output per input
to run quickly and accurately. This encapsulation makes it
possible to add a layer to each discrete chunk of input time.
That is, the input to this layer is the exact output of the previ-
ous GRU-layer. Thus, the output of the TimeDistributed-layer
is (32,100) since this layer size is 100-points. Hence, the
number of trainable parameters of the TimeDistributed-layer
is accordingly will be 15100. After that, a dropout layer is
employed with dropout value of 0.1.

The second GRU-layer is coming now after the dropout-
layer. This second GRU-layer has the same dimension of
the previous GRU-layer, but its input size is the main differ-
ence which is (32,100), accordingly, the number of trainable
parameters will be 113400.

Thus, the output dimension of the second GRU-layer is
set to (32,150), which will be the input to the next layer,
TimeDistributed-layer of 100-points. This TimeDistributed-
layer also has the same dimension of the previous
TimeDistributed-layer; hence, the number of trainable param-
eters will be 15100.

Another dropout-layer is following with dropout value of
0.1. Note that the dropout-layer has no trainable parameters.
Now, the third GRU-layer of output shape (32,50) resulting
in 22800 trainable parameters. TimeDistributed-layer is used
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TABLE 2. Layers and related dimensions of the suggested DNN-model.

Output  Trainable

Sequence Layer
qu Y shape  parameters

Input shape

1 GRU (32,1) (32,150) 68850
2 Dense (32,150) (32, 100) 15100
3 Dropout  (32,100) (32, 100) 0

4 GRU (32,100) (32, 150) 113400
5 Dense (32,150) (32, 100) 15100
6 Dropout  (32,100) (32, 100) 0

7 GRU (32,100)  (32,50) 22800
8 Dense (32, 50) (32,100) 5100

9 Dropout  (32,100) (32, 100) 0

10 BiLSTM (32,100)  (32,200) 160800
12 GRU (32,200)  (32,50) 37800
13 Dropout (32, 50) (32,50) 0

14 GRU (32, 50) (1,50) 15300
15  Dropout (1,50) (1,50) 0

after the third GRU-layer of the same size of the previous
TimeDistributed-layers, in other words, there are 5100 train-
able parameters, i.e., a smaller number of weightings by
10000, this is due to that the input size is 50 (50-inputs x 100-
neurons + 100-bias = 5100).

Next, a dropout-layer is followed with 0.1 dropping value
before the employment of the bidirectional LSTM-layer.

Better representations can be learned in BILSTM with the
help of potential future context chunks. However, the dimen-
sion of this layer is (32,200) which supports 160800 trainable
parameters. Consequently, the fourth GRU-layer is used after
the BiLSTM-layer with 50-units, the trainable parameters are
37800 parameters, when its input is 200.

After that, a dropout-layer just like previous dropout-
layers, to be followed by the fourth, last, GRU-layer. This last
GRU-layer has 50 units and input of 50 as well, that is, the
number of trainable parameters in this layer is 15300, then it
is followed by the last dropout-layer and finally the output-
layer. Summing up the abovementioned trainable parameters
results in 454301 overall trainable parameters in the sug-
gested DNN-model, as listed in Table 2. In Table 2, the first
(input) layer is not included, but the last (output) layer was
included.

V. RESULT AND DISCUSSIONS
First of all, it is essential to initialize some necessary param-
eters. For instance, Kaggle.com was the system employed to
implement the suggested network. Kaggle.com has sufficient
capabilities and facilities. In this work, the Graphical Pro-
cessing Unit (GPU) was employed, which is freely accusable
in Kaggle.com, GPU P100, whith 13GB RAM. Python was
the programming language to implement the system, where
Keras from TensorFlow package was utilized since it is ded-
icated for DNN and ML algorithms.

On the other hand, the activation of the GRU-layers was
tanh. The optimizer was Stochastic Gradient Descent (SGD).
Learning rate of the SGD-optimizer is 0.001 with momentum
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FIGURE 13. Sixteen-layers of the suggested architecture for the proposed
DNN.

value of 0.9, while the loss function is MSE (Mean Squared
Error) and the decay learning rate was set to 1 x 1077,

The dense-layer activation function is ReLU (Rectified
Linear Unit). The batch size is 150 and number of whole
epochs is 250. Note that the dataset has been split to train and
test subsets, where the train subset is 80% and the test subset
is 20% of the original dataset. Executing the simulation gives
RMSE as 5.56, 5.01, 1.82, and 0.69 for the first, second, third,
and fourth junction, respectively.

It is observed that the RMSE of the fourth junction is the
smallest magnitude, this is due to that the original dataset was
limited for this junction. The first and second junctions seems
to be almost comparable to each other, while the third junction
has RMSE of 1.82.
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FIGURE 14. First junction transformed, original and predicted, vehicle
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FIGURE 15. First junction true (actual) and predicted values using the
suggested DNN-model.

However, these values can be reflected on the prediction
of the vehicles compared with the original series, as shown in
Figure 14, which shows the vehicles prediction (transformed)
in the first junction. It is shown in the prediction of the first
junction that there is high degree of match between the two
curves, transformed true and transformed predicted values,
except at the times where there is high, overshoot, number of
vehicles.

For more convenience, Figure 15 explains the real-values
of the vehicles with respect to the real-times. It can be seen
that the predicted values (upper-part of Figure 15) have max-
imum number of vehicles more than 160, while the original
numbers did not exceed 140 (see lower-part in Figure 15),
which is also stated previously in Figure 5.

However, the seasonality behavior is clearly observed in
Figure 15 for the predicted actual number of vehicles, which
confirms the performance of the suggested DNN-model.
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FIGURE 16. Second junction transformed, original and predicted, vehicle
concentrations.
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FIGURE 17. Second junction true (actual) and predicted values using the
suggested DNN-model.

The same behavior is captured in the second junction,
see Figure 16. That is, the transformed predicted values in
Figure 16 show that the prediction is accurate where the
RMSE is 5.01 which is slightly lower than that of the first
junction.

Although the prediction in the second junction in the points
of high concentrations, the predicted values in Figure 16, have
not fluctuated as the true values. In other words, the blue-
curve in Figure 16 did not follow up the exact points of the
red-curve, the actual number of vehicles shows the seasonal-
ity structure of the second junction series in Figure 17 (upper-
part). In Figure 6 as well as in Figure 17 (lower-part), the
maximum number of vehicles is almost 50, but the predicted
values reached the limit of 70 vehicles.

Furthermore, Figure 18 shows the transformed, original
and predicted, vehicles concentrations along the time-series,
for the third junction, while Figure 19 shows that information
for the fourth junction. However, the transformed (true or
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FIGURE 20. Third junction true (actual) and predicted values using the
suggested DNN-model.

original and predicted) values show slight differences in the
third junction and specifically in the fourth junction. For
instance, in the third junction, there are a small difference in
some time-segments in terms of number of vehicles.
Moreover, the fourth junction has much less difference
due to the RMSE is lower than those in the three previous
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suggested DNN-model.

junctions, where the RMSE is 0.69. However, the RMSE
in the fourth junction is affected by the limited number of
records in the original dataset of the junctions. Nonetheless,
Figures 20 and 21 show the actual and predicted number
of vehicles in the third and fourth junctions, respectively.
These two figures show that the following up of the predicted
values is almost match the actual behavior but the number
of vehicles is slightly different. For instance, in the last
point of the time-series in Figure 21 shows that the actual
number of vehicles is almost 30, while the predicted value is
24. However, more vehicles are using Junction 1 than each
of the other two interchanges. Given the limited informa-
tion available, one cannot draw any firm conclusions about
junction 4.

In [30], GRU based DNN was implemented with RMSE
result of 14.21, 39.99, 27.46, 8.84, and 5.46 in the situa-
tions: off-peak, peak, complete dataset, losloop, and Shen-
zhen Road, respectively. In [27], the RMSE for five sections
were 31.847, 29.035, 19.352, 68.392, and 81.394, for the
first to fifth sections, respectively in the United Kingdom
traffic flow dataset, where the LSTM based DNN was imple-
mented. Moreover, in [33] the RMSE obtained by the pro-
posed GRU based DNN was 23.35. however, the suggested
DNN in this article achieved RMSEs as 5.56, 5.01, 1.82,
and 0.69 for the four-junctions. In our model, the RMSE is
improved with respect to aforementioned models. Although
that the suggested model is more complicated than previous
models, but this was at the benefits of the improved results
of the RMSE and the predicted traffic flows in the four
junctions.
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VI. CONCLUSION

In recent decades, urban cities designers have become
increasingly interested in foreseeing the occurrence of traffic
jams. Increases in infrastructure investment worldwide have
resulted in a worldwide increase in traffic congestion. Author-
ities can plan ahead and take preventative measures if they
have advance notice of the traffic. Various techniques have
been applied to this area thanks to the advent of Al and the
accessibility of large datasets for analysis.

The waste of time and money caused by lengthier trips
and more frequent stops for gas is just one consequence of
traffic congestion in the world’s transportation networks. The
incorporation of cutting-edge technologies into transporta-
tion networks presents both significant academic obstacles
and promising opportunities to significantly improve traffic
prediction.

With the use of gated recurrent unit layers and bidirectional
long short-term memory layers, the authors of this article
present a deep learning machine. Thus, deep neural network
consisting of fifteen time-dependent layers are constructed
to overcome the congestion problems in modern cities. The
advantage here goes to deep learning in particular. Because
of their ability to evaluate a big dataset, deep learning algo-
rithms have gained in popularity. Yet many different machine
learning algorithms have not been put into practice. So, there
is still a huge window of opportunity for study in the area
of traffic congestion forecasting. But the proposed model has
shown encouraging results, and it can be widely implemented
in the construction of contemporary urban centers.

Furthermore, more recent and modern datasets can be
employed as a future extension to the current work. On the
other hand, less complicated networks might be implemented
in order to develop modern intersections in modern cities.
Such employment of deep neural networks in urban cities
will help architectural engineers be more powerful in accom-
plishing their job. Moreover, other engineering fields, such
as communication engineering, will not be far behind in their
contribution to putting more facilities in modern urban cities.
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