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ABSTRACT This study designed, developed, and evaluated a deep-learning-based companion robot
prototype for indoor navigation and obstacle avoidance using an RGB-D camera as the sole input sensor.
This study proposed a dynamic path planning (DPP) method that combines instance image segmentation
and elementary matrix calculations to enable a robot to identify the angular position of entities in its
surroundings. The DPP method fuses visual and depth information for scene understanding and path
estimation with reduced computation resources. A simulated environment assessed the robot’s path-planning
ability through computer vision. The DPP method enables the person-following robot to perform intelligent
curve manipulation for safe path planning to avoid objects in the initial trajectory. The approach offers
a unique and straightforward technique for scene understanding without the burden of extensive neural
network configuration. Its modular architecture and flexibility make it a promising candidate for future
development and refinement in this domain. Its effectiveness in collision prevention and path planning has
potential implications for various applications, including medical robotics.

INDEX TERMS Human–robot interaction, image segmentation, object detection, path planning.

I. INTRODUCTION
Achieving effective robot-person following is a complex task
requiring a deep appreciation of the challenges of develop-
ing autonomous companion robots. It is useful to segregate
various subcategories, including perception, path planning,
locomotion, and continuous target tracking, to address the
dilemmas inherent to this field [1], [2]. Modern techniques,
which rely on computer vision for environmental data input,
use advanced object detection methods to obtain data on
detected objects’ locations in a scene. However, these detec-
tion frameworks do not provide direct information on the
angular position of obstacles and target persons in images
relative to a specific point or coordinate. Implementing reli-
able path-planning algorithms for vision-based navigation
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systems is also challenging, as it requires precise knowledge
of object dimensions, proximity values, and optimal angles.
This work focuses on processing data perceived by a person-
following companion robot equipped with a depth camera.
The steps involve using visual data to extract information
about the robot’s surroundings, including the target person
and any obstacles. By processing RGB and depth informa-
tion, the robot can determine the position of elements relative
to itself [3] and use image processing algorithms to compute
a safe path it can follow in real-time, enabling effective robot-
person following.

Some previous related works are discussed in Section II.
Section III presents an overview of the approach. Section IV
and Section V break down the modules designed and
developed, comprising comprehensive explanations and
illustrations of the algorithms proposed for input image
processing and dynamic path planning. The Evaluations
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section (Section VI) discusses the results of experiments that
test the efficacy of the proposed algorithms under various
environmental conditions. This includes Angular Position
Estimation and Region of Interest Extraction algorithms, and
dynamic path planning modules intended to guide a compan-
ion robot during navigation toward a target person, even in
cases of partial occlusion, in a simulated environment. The
conclusion summarizes the main findings of the research and
lists potential areas of improvement and extension for future
work.

II. RELATED WORKS
Diverse options are available today for implementing robust
perception in a robot navigation model. While laser and sonic
technologies have proven effective, modern studies have
widely adopted cameras due to their flexibility and ability
to simplify algorithm development using computer vision
with minimal processing power. Common choices for visual
input sensors include monocular and stereo cameras [4], [5],
while depth cameras are frequently employed when fusing
pixel and distance information is necessary for controlling
the robot’smovements [6], [7], [8], [9]. To ensure safe naviga-
tion, a companion robot must remain cognizant of the target’s
location within the environment while avoiding collisions
with other objects. Thus, distinguishing between a person
and an object is of utmost importance, necessitating object
detection algorithms.

In recent years, state-of-the-art machine learning models
have facilitated object detection using visual data, exem-
plified by the TensorFlow Object Detection API [10],
which provides numerous robust options including Cen-
terNet [11], EfficientDet [12], SSD (Single Shot Detec-
tor) MobileNet [13], SSD ResNet [14], and Faster
R-CNN (Region-based Convolutional Neural Network) [15].
Although these models typically output bounding boxes to
indicate the position of classified objects in input images [16],
they may become unsuitable for scene perception or under-
standing by a robot, particularly in cases where exact pixel
classification is crucial. Image segmentation can be leveraged
to assign labels to pixels and generate segmentation masks
with significantly more accurate estimations than generic
bounding boxes, which is particularly valuable for minimiz-
ing errors when focusing on targets for tasks involving object-
or person-tracking.

The Mask R-CNN framework for image segmentation,
developed by a group of Facebook AI (Artificial Intelli-
gence) researchers in 2017, has been widely used in numer-
ous studies, achieving a mask AP (Average Precision) of
35.7 when tested on the COCO dataset with ResNet-101
as the backbone [17], while running at five frames per
second. One of the practical applications of this frame-
work is video segmentation, which allows for tracking pixel
masks in a video sequence and enables multi-object track-
ing. Researchers in [18] developed an algorithm for semi-
supervised Video Object Segmentation (VOS) using Mask
R-CNN to generate coarse object proposals on each video

frame. This work was extended in [19] in the context of
scene understanding, where a solution for Video Instance
Segmentation (VIS) was designed using Mask R-CNN for
detection and classification, albeit with a modified ResNeXt-
101 network architecture [20].

In [21], the notion of simultaneously performing detec-
tion, segmentation, and tracking of object instances in videos
is explored, which is fundamental to VIS and is formally
defined, with autonomous driving mentioned as a relevant
objective. The study resulted in the development of Mask-
Track R-CNN, a novel algorithm based on Mask R-CNN,
which was augmented via a new tracking branch to leverage
the cue of appearance similarity and external memory to track
object instances. IBM Research and Rutgers University [22]
also conducted similar research, using Mask R-CNN as the
base for a variational autoencoder (VAE) to address the Video
Instance Segmentation Tracking (VIST) problem.

Over the years, researchers proposed variousmodifications
to the Mask R-CNN architecture, such as exploring differ-
ent backbone networks. These modifications have improved
performance in multiple applications, such as object track-
ing, segmentation, and detection. Furthermore, the ability to
reuse and build upon existing Mask R-CNN models can save
time and resources in developing novel solutions, enabling
researchers to focus on advancing the state-of-the-art in
vision-based research. Overall, the flexibility and extensibil-
ity of Mask R-CNN make it a powerful tool for researchers
exploring novel ideas in computer vision.

III. OVERVIEW OF THE APPROACH
While the existing methods for video instance segmentation
concentrate on tracking instances across frames and provide
helpful information to analyze the motion pattern of different
objects, this work leans toward the more traditional image
instance segmentation despite processing data from a live
camera input feed.

In the context of companion robot navigation involving
a camera and an instance segmentation framework, a more
recent state-of-the-art model such as YOLOv8 may be pre-
ferred over Mask R-CNN due to its faster object detection
speed and overall higher performance. After all, companion
robots are designed to assist humans in various activities,
and they require a rapid and accurate perception of the envi-
ronment to ensure safety and efficiency. YOLO’s single-shot
detection algorithm directly predicts object bounding boxes
and class probabilities from the input image, making it faster
and more suitable for real-time applications. In contrast,
Mask R-CNN’s two-stage approach and more complex post-
processing steps make it slower than YOLO. Therefore, it is
justifiable to select a recent release of YOLO for faster speed
and high performance.

Nevertheless, this work proposes a robot navigation solu-
tion based solely on camera input, which does not rely
on the performance of the segmentation framework. Hence,
Mask R-CNN is the selected model. This adaptable approach
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improves the system’s robustness and reliability, making it
more flexible for future modifications and upgrades.

This work proposes enhancing the companion robot
domain with a person-following navigation model. The work
introduces a novel method called Dynamic Path Planning
(DPP), which utilizes innovative image processing tech-
niques based on instance segmentation, an angular position
estimation algorithm (APEA), a region of interest (ROI)
extraction algorithm, a simple triangulation technique, and
dynamic control points for path planning. Specifically, the
depth camera mounted on the robot is used to compute the
angular position of objects in a scene relative to the robot’s
central point of vision. A deep-learning-based object detec-
tion framework is utilized to generate instance segmentation
masks of the target person and environmental objects, which
are resilient to lighting changes. As shown in Fig. 1, a series
of fast-running image processing algorithms is proposed to
process the prediction results and extract the angular position
of the target person and obstacles from the scene to control
the robot’s yaw and generate navigational values to aid the
robot in following the target.

Depth information is integrated to continuously calculate
the distance and dimension of obstacles and accurately esti-
mate the angles required for path planning during the person-
following activity by the companion robot in real time. This
approach may be integrated with other techniques, such as
visual-servoing-based robot navigation for modular applica-
tions [23], [24]. The values generated by the DPP technique
facilitate the person-following activity by a companion robot
in low-cost applications without other assistive technologies
and sensors such as laser scanners, ultrasonic range finders,
or wearables.

The process for estimating the target person’s position and
navigating the robot toward them while avoiding obstacles
in the proposed companion robot prototype is outlined in
this paragraph. As illustrated in Fig. 1, the input frame cap-
tured by the robot’s camera is processed by the segmentation
framework, which involves pixel reassignment and gener-
ates a normalized vector holding positional data of entities
in the environment. Subsequently, the region of interest is
computed, providing the target person’s angular position and
free space around them with minimal object interference.
Values generated by the triangulation algorithm and a Bezier
Curve-based path estimation technique are utilized to navi-
gate toward the target person while avoiding obstacles. The
resulting safe path is divided into smaller tracks the robot
can follow and verify iteratively throughout its navigation and
person-following task.

It is essential to clarify that the DPP approach introduced
in this work does not aim to supplant current robot nav-
igation methodologies. Instead, it proposes an affordable
and dependable solution for vision-based companion robot
systems. As previously mentioned, modern object detection
frameworks do not provide direct information on the angu-
lar position of obstacles and target persons in images rela-
tive to a specific point or coordinate. This complicates the

development of a vision-based, end-to-end robot navigation
prototype. DPP addresses this problem using a multi-stage
process that generates various metrics, allowing a robot to
navigate securely and efficiently utilizing solely a single
depth camera for environmental input data.

IV. ANGULAR POSITION ESTIMATION ALGORITHM
The prototype presented in this work employs the TensorFlow
backend with Keras, Python 3, and the Mask R-CNN frame-
work to develop the first part of the solution, which entails
estimating the angular position of objects and the target per-
son in a scene using a visual sensor. The input images are
assumed to be the RGB video frames captured by the mobile
robot’s camera at consistent intervals. This section aims to
demonstrate how two-dimensional data from an image can
provide valuable information to control a mobile robot’s
rotation angle during navigation in an unknown environment
with minimal computational cost. The aim is to provide a
simulated model in the Robot Operating System (ROS), thus
accurate robot rotation control can be achieved by precisely
estimating the yaw value to publish to the robot’s odometry
topic. It is worth noting that odometry messages describ-
ing a robot’s orientation in free space use quaternions in
ROS [25]. Nevertheless, the Transformations library enables
the attainment of Euler angles from quaternions programmat-
ically [26].

In this work, the open-source implementation of Mask
R-CNN by Matterport [27] is used for image instance seg-
mentations. The Mask R-CNN architecture, which is built
on FPN and ResNet-101, has been shown to have higher
mean average precision than other convnet options such as
VGG-16 in benchmark tests involving the PASCAL VOC
(2007 and 2012) and COCO datasets. The selected segmenta-
tion framework repository includes pre-trained weights [28]
for the Microsoft COCO dataset and can predict at least
80 classes, though with mediocre accuracy. Many of these
classes correspond to objects commonly found in indoor envi-
ronments. Although selecting a moderate object detection
model increases the risk of poor scene understanding, the
iterative DPP method proposed in this study addresses this
weakness by allowing for classification errors or omissions.
Thus, this method presents a generalized approach that can
handle such errors and produce robust results.

A. PROCESSING SEGMENTATION MASKS
MaskR-CNNproduces instance segmentationmasks for each
classification in a matrix of shape (h, w, n), where h and w
are the height and width of the input image, respectively,
and n is the count of generated masks. These individual
masks must be merged into a single 2D matrix to visualize
all segmentation data. However, before consolidation, each
mask requires further processing to retain class information,
which is crucial for the mobile robot’s autonomous naviga-
tion without collision. Failure to maintain this information
would make distinguishing a target person from other objects
in the environment impossible. Each mask obtained from the
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FIGURE 1. Overview of the dynamic path planning method, detailing the process from the input to the robot’s navigation decision.

Mask R-CNN model’s predictions comprises Boolean values
for every pixel in the input image.

It is crucial to differentiate between masks belonging to the
‘person’ class and those belonging to non-human elements
in the environment; therefore, the numerical values for each
mask must be updated based on the associated class. This
updating of values necessitates the conversion of Boolean
values to integers, with a value of 1 indicating that the pixel
belongs to the corresponding mask and 0 indicating that it
belongs to another mask or does not belong to any class.
It is worth noting that the class names follow those from
the COCO dataset used to train the Mask R-CNN model in

this prototype. By retaining the class information on every
frame from the camera’s live feed, the mobile robot can avoid
collisions while navigating autonomously, which is crucial
for its effective operation.

The reassignment of pixel values for each mask returned
from the prediction results follows a specific methodology
that leverages a set of {-4, 0, 4}, as shown in Table 1.
If a mask is associated with the class name ‘person,’ the
pixel values set to 1 are updated to a higher positive value
to increase its significance after consolidation. Conversely,
if a mask corresponds to an object, its positive values are
updated to large negative values as a penalty before the
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TABLE 1. Re-assigning pixel values in segmentation masks.

final matrix. For all masks, original values set to 0 remain
intact.

As a result, every mask associated with an object or obsta-
cle is transformed to exclusively comprise the unique values
{−4, 0}, while any mask corresponding to a person contains
only {0, 4} as unique values. Incidentally, the length and val-
ues in the selected set of integers representing the new pixels
may differ in projects with different conditions. However, this
set of pixels is suitable for this work, as it characterizes the
three derived detection groups of interest for collision-free
navigation by a companion robot: Obstacle, Void, and Person.

Following the reassignment of integer pixel values in each
instance segmentationmask based on their associated classes,
the matrices generated from the prediction results are con-
solidated into a final two-dimensional structure via matrix
addition. This structure preserves the detection-related infor-
mation, which has been consolidated after the conditional
swap of pixel values in the previous step. As the generated
masks from the prediction results all have the same shape, the
resulting 2D matrix naturally inherits the shape (h, w), where
h and w refer to the height and width of the original input
frame, respectively. In some cases, generated masks from the
prediction results may have overlapping pixels, which can
lead to the amplification of numerical values after summing
the matrix elements. This can result in values lower than −4
or greater than 4. Although each mask is processed to contain
only {−4, 0} or {0, 4} as a set of unique values, as explained
previously, the resulting matrix may contain values in the set
{−8, −4, 0, 4, 8}, owing to overlapping pixels, depending on
the content of the original image.

B. DISCOUNTED AVERAGE POOLING
This work proposes an image downsampling algorithm con-
sisting of average pooling steps that are controlled by a
recursive function. It calculates the average for every defined
patch of the synthesized 2D matrix. The shape of the patches
varies at every step of the recursion, depending on the kernels
used. These can be viewed as a recommended set of sliding
windows holding no weights or kernels having their weights
set to 0. In a traditional convolutional neural network, input
images are convolved with kernels or filters of shape (F, F) to

extract features [29]. The output spatial shape is determined
by the padding technique used. Unlike the SAME algorithm,
the VALIDmethod uses no padding [30] and typically causes
the output size to be lower than the input size, regardless
of the stride. As implemented in TensorFlow’s module for
convolutions [31], the height Oh and width Ow of the output
shape can be calculated with the VALID algorithm using
standard equations as shown in (1) and (2), where I is the
input image,F is the filter, and S is the stride. The subscripts h
andw refer to the height and width of the associated elements.

Oh =

⌈
Ih − Fh + 1

Sh

⌉
(1)

Ow =

⌈
Iw − Fw + 1

Sw

⌉
(2)

The proposed image downsampling algorithm utilizes
weightless kernels and follows the VALID convention,
thereby avoiding padding. To calculate the average for all
non-overlapping patches of shape (K, K ) across each input
image, the symbol K is used instead of F in subsequent
equations and illustrations. The vertical and horizontal strides
are also set to K . To ensure that the height and width of the
downsampled feature maps in ensuing steps are multiples
of K , the maximum number of rows or columns of pixels
dropped from the first step of the recursive pooling opera-
tion for each image is limited to K− 1. This eliminates the
need for any further cutbacks. The proposed angular position
estimation algorithm, referred to as APEA, comprises three
kernels of varied sizes by default: (8, 8), (4, 4), and (2, 2).
It must be noted that the weightless kernels are not intended
to learn specific features of an image at a low level.

For a companion robot to navigate safely and follow people
in unfamiliar environments, it must be highly aware of obsta-
cles that may obstruct its path, particularly those at ground
level. Conversely, obstacles that are elevated or farther away
pose less of a threat and should carry less weight in the
robot’s navigation decision-making process. The robot is a
wheeled agent that maintains ground contact and cannot fly;
hence a discount factor is introduced to gradually decrease
the importance of different regions of the feature maps. The
impact of the discount value gets boosted linearly at each
vertical stride.

At each step of the pooling operation, kernels slide across
the input matrices starting from the bottom-left, adapting the
algorithm to the problem. Fig. 2 illustrates the algorithm’s
inner workings, where a kernel of shape (2, 2) slides from the
bottom-left towards the bottom-right and then moves upward
to calculate the average values from left to right. This process
is repeated until the sliding window reaches the input’s top-
right region, resulting in 16 calculated average values stored
correspondingly in a smaller shape matrix (4, 4).

The illustration features the sequence of vertical strides, v,
representing the possible upward directions from 1 to n. The
discount factor, d , is set to a default value of 0.9 and is raised
to the power of v[i] when the kernel makes a stride up. In this
example, the discount decreases steadily from 0.9 to 0.6561.
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FIGURE 2. Average pooling algorithm behavior involving the sliding kernels, the discount factor and feature maps.

FIGURE 3. Illustration for the kernel selection algorithm, which picks the most suitable kernel to perform the pooling operation
recursively.

The matrices shown in (3) and (4) below demonstrate how
an input I would be processed by the algorithm represented
by the parameterized function f(I, K, D) using a kernel K
of shape (2, 2) in conjunction with a default discount factor
D of 0.9. It is important to note that input images would
typically be much larger, and a dynamic kernel selection
process would be required to optimize the downsampling
operation, as shown in Fig. 3.

I =


0 0 0 4
0 4 4 4
0 4 4 4
0 4 4 4

−4 −4 −4 −4

 (3)

f (I ,K ,D) =

[
1.62 3.24
−0.9 0

]
(4)

C. DYNAMIC KERNEL SELECTION
Effectively implementing a downsampling operation requires
balancing rapid downsampling and information preservation
in image processing. Using the default kernel of shape (8, 8)
exclusively may expedite downsampling but could poten-
tially result in significant information loss. Conversely, rely-
ing solely on the smallest available kernel may necessitate

excessive iterations. The APEA incorporates a kernel selec-
tion algorithm employed at each recursive pooling operation
step to address this challenge, as depicted in Fig. 3.

A coefficient n is introduced to determine the most appro-
priate kernel during image processing, and the robot’s cam-
era’s field of view FOV is utilized. Extensive testing has
recommended using a coefficient value of n = 3 for optimal
performance. The resulting feature map is assessed, and once
no more kernels can fit, the column-wise sum is computed.
This result determines the specific areas of the scene that
the robot must avoid, from left to right. This work maintains
the camera’s field of view at 58◦ horizontally during the
development and evaluation.

D. 1D MATRIX PROCESSING
To accurately represent the mobile robot’s rotation range in
degrees based on its field of view for tracking, the column-
wise sum operation generates a one-dimensional (1D) matrix
from the final feature map. The latter is the final out-
put from the discounted average pooling operation. The
central point of view of the robot is indicated by the mid-
dle of the resulting range, which is zero degrees, as illus-
trated in (5). In the last step, a normalized version of the
1D matrix is utilized to obtain a description of the scene,
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which becomes more comprehensible when plotted on a
graph.

As depicted in Fig. 4, high data points on the Y-axis cor-
respond to areas in the input image with the most substantial
human presence, while low data points indicate the presence
of obstacles to avoid. Data points located at lower positions
are more likely to accurately reveal the presence of an object
close to the robot or a large obstacle.

In a way, the plotted data represents the robot’s perception
of its environment, which is then rolled back into a panoramic
view from which the angular position of discerned entities
can be estimated. Specifically, the plotted data provides an
analog representation of the robot’s determinable rotation
range, which can be used to identify and avoid obstacles while
tracking the human subject.

r =

[
−FOV

2
,
FOV
2

]
(5)

In Fig. 4, a person is standing on the far left of the cam-
era’s view in an office room with poor lighting. The Mask
R-CNN framework detects the person and objects, including
office chairs, through a camera with a 58◦ horizontal field
of view. The discounted average pooling algorithm processes
the output, resulting in a normalized one-dimensional matrix
containing high data points for the target person and dips for
the recognized obstacles.

This data is mapped to the robot’s camera field of view,
where the middle coordinate on the X-axis represents the
0-degree angle from the robot’s perspective. The 0 coordinate
represents the far edge of the robot’s perception on its left
through the camera, without rotating, and the same is true for
the maximum value on the plot’s X-axis and the right edge of
the captured image frames. The range of coordinates on the
X-axis correlates with the range of degrees r in (5), making
this association practical.

Fig. 4 demonstrates the mapping process in which the
APEA produces a negative rotation angle of −22.97◦

by matching the length of the one-dimensional matrix,
consisting of 77 data points, with the horizontal field
of view of an Asus Xtion Live Pro camera, set to
58◦ [27].
The precise rotation angle for the robot to focus on the

target person can be calculated in degrees and radians using
the equations (6) and (7), respectively, where x denotes the
index of the highest value (or data point) in the 1D matrix,
and r is the range of the matrix, i.e., the number of data
points depicting the scene at any moment. Additionally,
the FOV variable indicates the camera’s horizontal field of
view.

deg =

(
x·
FOV · 0.5
r ·0.5

)
−FOV ·0.5 (6)

rad =

(
x · FOV · 0.5

r · 0.5

)
·

( π

180

)
− (FOV · 0.5) ·

( π

180

)
(7)

TABLE 2. Simulation experiment results.

V. PATH PLANNING WITH DYNAMIC CONTROL POINTS
The target person may become partially occluded during the
tracking and following activity, leading to mixed signals for
the robot’s immediate actions based on the plottable APEA
output. An exploration algorithm is introduced to search for
the boundaries of the target person in the normalized 1D
matrix to mitigate collision risks. Additionally, the algorithm
explores the edges of objects recognized in the scene and
recommends a path to take, either from the left or right, to cir-
cumvent obstacles as necessary. By selecting the maximum
between the median and mean of the 1D matrix’s values as
a numerical threshold, the algorithm distinguishes between
areas from the scene with strong human presence and objects,
inferring partial occlusion. This approach enables the detec-
tion of boundaries for the target person and the selection of
data points in the 1D matrix that denote regions of interest in
the input image from the robot’s perspective. In addition to
facilitating the comparison of the consolidated mask matrix
with the pixel-distance matrix, the plottable 1D matrix can be
mapped to the original input’s shape. This mapping requires
obtaining the quotient indicating how much the final feature
map of the discounted average pooling algorithmwas reduced
in size compared to the original input. The extracted fragment
of pixel values from the mapped matrix is designated as the
region of interest’s mapped index range, presented in Table 2,
Table 3, and Table 4 in [y, x] format. Partial occlusion can be
detected if samples from a region of interest containing the
target person also have pixels corresponding to objects. The
number of pixels in the mapped range is limited to a 10%
sampling size to facilitate continuous processing at several
frames per second and optimize path planning. This pixel
selection involves randomly selecting N rows and columns
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FIGURE 4. Demonstration of the APEA process using images and graphs to represent the sequential steps in a clockwise direction.

from the slice, where N is a tenth of the product of the slice’s
width and height. The quotientQ, slice’s shape S, and sample
size N are calculated using the consolidated mask’s width
(Mw), the length L of the plottable 1D normalized array,
the left and right boundaries (Bl and Br ) returned by the
exploration algorithm, and the slice’s height and width (Sh
and Sw). The obtained values, as demonstrated via equations
(8), (9) and (10), allow for the extraction of the region of
interest after running the exploration algorithm for depth data
fusion.

Q =
Mw

L
(8)

S = (⌊Bl · Q⌋ , ⌊Br · Q⌋) (9)

N =

⌊
(Sh · Sw)

10

⌋
(10)

The proposed Dynamic Path Planning (DPP) technique is a
collision prevention approach that enables a robot to navigate
a scene while avoiding obstacles and humans. DPP considers
the overall congestion of entities in the scene from the robot’s
perspective. It then assigns a decimal value between 0 and 1
as a ratio to measure the collision risk on either side of the
robot. Specifically, the congestion perceived by the robot on
its left and right sides is denoted as c1 and c2, respectively.
DPP calculates mean values from the normalized 1D array
for the robot’s two sides to determine the congestion values.
It computes the mean between the array’s zero index and

middle index and the mean from the middle index to the last.
A low value indicates the potential presence of obstacles to
avoid on the corresponding side, while a high value suggests
either free space or strong human presence.

Despite the output from previous stages of the technique,
there is no guarantee that the target person’s position in the
scene is directly reachable by the robot. For example, the
robot’s right side may contain obstacles, even if the human
presence is significant. In such cases, it may be more favor-
able to consider forming a path slanted towards the left side
first for circumvention purposes before joining the target on
the right side.

This precautionary collision prevention technique warrants
new research work; nonetheless, DPP introduces what could
be part of the underlying computations for such an approach.

A. REGION OF INTEREST EXTRACTION
The process of ROI extraction has been previously discussed,
as it plays a critical role in controlling the movement of
the mobile robot. This paper’s subsection presents two pho-
tographs. One captures an indoor scene of a child playing; the
other shows an outdoor scene of a man standing near identi-
fiable objects. These images demonstrate the functionality of
the ROI extraction technique. This technique’s reliability is
expected to remain constant regardless of the height at which
a scene is captured, whether from ground level or human eye
level. This convenience is due to its dependence on the stable
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TABLE 3. Simulation experiment 2 results.

TABLE 4. Simulation experiment 3 results.

APEA output. As demonstrated in Fig. 5, the exploration
algorithm leverages a threshold on theAPEAoutput to extract
ROIs (Regions of Interest) that contain the target person.

Furthermore, the ROI extraction technique is designed to
avoid space that contains non-human elements, except for
free space around the target person, as depicted in both Fig. 5
and Fig. 6. Here, the free space marks the area within the
robot’s perceived environment that can be considered during
navigation to follow the human target, in case of partial

occlusion or blocked path. These examples prove that the
proposed ROI extraction technique is effective for indoor and
outdoor environments, regardless of the scene’s congestion.

B. TRIANGULATION ALGORITHM
The law of sines [32] calculates the angles necessary for
safe navigation toward the target person using the congestion
ratios c1 and c2. This principle is shown in (11) and (12).
The exploration algorithm identifies the favorable area to
consider and estimates the angles of obstacles blocking the
robot’s path to the target person. The algorithm also identifies
regions of interest containing the strongest human presence
for further processing with depth information. DPP uses
fundamental trigonometry formulas to estimate safe paths
for robot navigation. As shown in Fig. 7, a clear straight
path from the robot to the target person is initially assumed;
however, an obstacle prompts the creation of a new tilted
path forming the hypotenuse of a virtual triangle. This new
trajectory generates the three angles required to solve the
triangle with the sine rule. The calculation of angle A in
(13) is similar to the degree value computation by the APEA
in (6). However, (13) uses the angle of the obstacle’s edge,
represented by theta (θ), instead of the camera’s field of view
FOV. Angle B is the difference between 180◦ and the sum of
angles A and C , where angle C is pre-set to 90◦.

a
sinA

=
b

sinB
=

c
sinC

(11)

sinA
a

=
sinB
b

=
sinC
c

(12)

A =

(
x ·

θ ·0.5
r · 0.5

)
− θ · 0

B = 180 − A− C

C = 90 (13)

Side b of the virtual triangle is assigned the average distance
of the obstacle causing partial occlusion, obtained through
pixel and depth data fusion. The value of side b is computed
by dividing the sum of obstacle-related pixel values xi from
the depth camera topic in ROS by the total amount of pixels n,
as shown in (14). Side a is calculated using angle A in radians
and the sine rule, while the value of side c is obtained using
the Pythagorean theorem [33].

b =
1
n

∑n

i=1
xi

a = b ·
sinA
sinB

c =

√
α2 + b2 (14)

The DPP method prioritizes angles over distance values for
path planning, allowing the robot to prioritize areas based
on visual input when navigating toward the human target in
the environment. This iterative navigation process results in
high accuracy in a simulation under various scenarios. The
robot continuously collects fresh image input to re-analyze
the scene and perform path re-estimation. Navigation activity
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FIGURE 5. Successful ROI extraction (first example). This illustrates areas of the perceived scene that interest the robot for safe navigation.

FIGURE 6. Successful ROI extraction (second example). Again, the area of the scene featuring the target person and free space gets selected.

can be demarcated by frames per second or time steps using a
new parameter t , representing a coordinate in the environment
at a given time along the path P influenced by control points.

This robust obstacle circumvention logic uses the path tracing
equation for a standard quadratic Bézier curve, as shown
in (15), with R representing the robot’s position, C a selected
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FIGURE 7. Breakdown of the steps to generate dynamic control points for path planning, assuming the target person is first detected on the
robot’s right side at a 15◦ angle. Hypothetically, there is an object in front likely to cause a collision if the robot naively follows the straight
path P.

FIGURE 8. Breakdown of the image processing, from the input image to the APEA output and ROI extraction for Experiment 1.
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FIGURE 9. Demonstrating how the transformations applied to the image input aids the mobile robot in scene understanding and path planning.
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FIGURE 10. Demonstrating how the robot estimates the alternate path P’
for safe navigation and person-following tasks.

FIGURE 11. Demonstrating how path P’ aids the robot in avoiding
obstacles (table and chair) in the same environment as Fig. 10 (image
cropped differently).

control point, and H the human target’s position in the envi-
ronment.

B (t) = (1 − t)2 · R+ 2t · (1 − t) · C + t2·H , 0 ≤t ≤ 1
(15)

Dynamic control points are generated in the prototype using
the outputs of preceding algorithms in the DPP process flow.
Fig. 7 illustrates the addition of angle A’s value to both sides
of the original path P, based on the rotation angle r from the
APEA output, resulting in A′

= r - A and B′
= r + A.

Padding is suggested to avoid obstacles in the appropriate
direction. The previously indicated parameter t is divided into

t1 and t2, representing intervals on their respective trajecto-
ries. These independent variables may have different values,
as illustrated in Fig. 7.

VI. EVALUATIONS
The DPP technique’s effectiveness is demonstrated through
several scenarios in a simulated environment using a Turtle-
bot model with a Kobuki base [34] and an Asus Xtion Pro
Live 3D sensor with a 58◦ H, 45◦ V, and 70◦ D field of
view. The sensor’s image resolution is set to 640 × 480, and
its distance range extends up to 3.5 meters. However, object
choices for testing were restricted to those in the model’s
training dataset due to the limited performance of the instance
segmentation model [27]. The simulation tests include a
bed, chair, sofa, and dining table. To aid with performance,
the experiments were distributed across multiple platforms.
Some were conducted on Google Colab, which offers a free
NVIDIA®T4 GPU.

This section presents the tabular evaluation results and
relevant visual representations of the outcomes. The sim-
ulation scenarios were inspired by a 2018 study [2] and
were designed to test the navigation prototype using the DPP
modules discussed in this paper. The objective is to demon-
strate how dynamic control points can be used for collision
avoidance and to adjust the mobile robot’s path to reach the
target person.

A. EXPERIMENT 1: INFERRING SAFE NAVIGATION PATHS
The first scenario depicted in Fig. 8 tests the robot’s ability to
navigate safely in the presence of a dining table and a chair
obstructing its path, with the personmodelmoving away from
the robot. The challenge is to avoid misinterpreting table legs
or chair legs as the target person’s legs. As shown in Fig. 9, the
proposed DPP technique leverages Mask R-CNN for detec-
tion and classification while extracting meaning from scenes.
Although instance segmentation masks may be matched with
incorrect labels and object shapes and dimensionsmay be dis-
torted, the robot can utilize depth camera data to approximate
essential obstacle avoidance values by discerning between
human and non-human elements without needing specific
labeling.

The robot detects the angular position and dimensions of
the table and chair to build a suitable path P′ for person-
following (see Fig. 11), even though the initially-estimated
path P (Fig. 10) based on the person’s angular position is
prone to collision. The evaluation results in Fig. 10 do not
include depth values in meters as the DPP technique does not
heavily rely on fixed distance values for robot locomotion.
Although the virtual triangles’ sides are assigned distance
values during the path-planning process, they may lack pre-
cision or accuracy. Nonetheless, the exploration algorithm
provides sufficient information to optimize the triangulation
algorithm’s values, as reflected in Fig. 14. This is later reiter-
ated in another experiment in Fig. 18.
Fig. 10 depicts the successful application of the proposed

DPP modules, which integrate depth data, for the robot’s
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FIGURE 12. Breakdown of the processing for Experiment 2, from the camera input to the path planning computation.

environment analysis and trajectory prediction based on RGB
image frames. The results demonstrate the high accuracy
and efficiency of the DPP technique in ensuring safe path
planning.

B. EXPERIMENT 2: DETECTING OBJECTS AND
DIMENSIONS
The second experiment, presented in this paper, features a
human model on the right side of the input image, standing
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FIGURE 13. Precise segmentation and ROI extraction let the robot understand the scene and make accurate navigation decisions.

FIGURE 14. Visualization for the robot’s understanding of the scene and
path planning estimations. This figure is a cropped version of the
environment from Fig. 15.

FIGURE 15. Congestion ratios and Path P’ for Experiment 2, where c1 is
0.262, and c2 is 0.326. This figure is the same environment as Fig. 14.

behind a large couch—an obstacle to the robot’s movement.
The sofa is approximately two meters away from the robot
and dominates its field of vision. Furthermore, there may
be confusion about which legs belong to the person and
which belong to the couch, particularly on the right side.

However, despite these challenges, Mask R-CNN accurately
deconstructs the input image by providing the appropriate set
of masks, which are then fed into the APEA process for ROI
extraction. The resulting ROI (depicted in Fig. 12) contains
object pixels, and the depth camera validates the presence
of an obstacle in the extracted area, signaling the robot to
navigate around the couch by planning a new path based on
the values generated from the scene (see Fig. 12, Fig. 13, and
Table 3 ).

Fig. 14 illustrates how the dynamic control points are
continually updated during the robot’s navigation to avoid
obstacles. The dashed path P′ shown in the figure depicts an
alternative version of the original unsafe path P, which was
initially estimated through the APEA output. By updating
the control points dynamically, the robot can generate a new
safe route that circumvents any obstacles in its path. This
capability allows for more efficient and safe navigation in
complex environments.

C. EXPERIMENT 3: NAVIGATING WITH PARTIAL
OCCLUSION
Fig. 16 and Fig. 17 present the third simulation experiment,
consisting of a tilting bed and a standing human model posi-
tioned behind it, both of which are observable to the mobile
robot. This setup represents a case of partial occlusion, and
the aim is for the robot to navigate toward the target person
by utilizing the depth camera input and APEA output. The
simulated environment reveals that the robot necessitates
further processing, as blindly pursuing the straight path P,
depicted in Fig. 18—based on the plottable 1D normalized
array—would result in a collision with the bed. Therefore,
the robot must determine a secure path P′ by considering the
outcomes of the exploration and triangulation algorithms and
the calculated dynamic control points.

The APEA’s downsampled feature map exposes Mask
R-CNN’s inaccurate bed set size estimates. However, the
region of interest extraction and depth camera data suggest
the presence of obstacles. The robot responds by generating
control points along multiple trajectories to alter its path from
P to P′, avoiding collisions. Table 4 presents the recursive
pooling algorithm’s output, creating a feature map of 80 data
points, denoting the angular position and object presence in
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FIGURE 16. APEA output for Simulation Experiment 3, which exposes Mask R-CNN’s inaccurate bed set size estimates.

the input image. The robot is initially recommended to rotate
clockwise by 16.67◦ to optimize obstacle avoidance. This
approach offers a promising solution for navigating mobile
robots in complex, cluttered environments, integrating depth
camera data, region of interest extraction, and recursive pool-
ing algorithms.

Fig. 16 depicts the estimation of the angular position of
the target person after the robot’s camera captures the scene.
Identifying partial occlusion triggers the extraction of the
ROI, which prioritizes the perceptible area for safe obsta-
cle avoidance. The exploration and triangulation algorithms
utilize the consolidated mask and depth camera data to gen-
erate accurate angles for collision-free navigation. Specifi-
cally, Fig. 17-19 demonstrate the successful outcome of this
process.

The values presented in Fig. 18 result from the DPP
modules responsible for determining angular positions, ROI
extraction, and triangulation. All lines in the diagrams pre-
sented in the Evaluations section are drawn using precise
angles for clarity. Fig. 19 assesses the congestion ratios
(c1 and c2) on both sides of the robot’s vision field (divided
by the dashed line m), which guides the robot’s decision
to prioritize its right side when circumventing the bed set
(0.429 > 0.237).

D. EXPERIMENT 4: YOLOv8 AS THE SEGMENTATION
MODEL
The system’s modularity ensures easy maintenance and
upgrades for enhanced accuracy and performance. The cur-
rent prototype employsMask R-CNN as the instance segmen-
tation model, as explained in this work’s approach overview
and prototype description. However, recent state-of-the-art
detection models merit consideration, given the significant
segmentation inaccuracies observed in Experiment 3. While
depth data integration allows for the avoidance of incorrectly
measured obstacles in the robot’s path, a better-trained seg-
mentation model must be applied to the input camera frames
to increase efficacy throughout the iterative DPP process.

In this experiment, Ultralytics’ YOLOv8 is used instead
of Mask R-CNN as the model generating the masks for
the APEA and ROI extraction. Built upon previous YOLO
versions, YOLOv8 is a faster, more capable candidate
than its predecessors, which showed superiority to Mask

TABLE 5. YOLOv8 segmentation model specs.

R-CNN [35]. Table 5 offers additional information on the spe-
cific segmentation model employed for this next experiment.

The Pedestrian Direction Recognition dataset from the
University of Alicante [37] was used to evaluate the accuracy
and performance of the APEA and ROI extraction algorithms,
with YOLOv8 as the segmentation framework. The extracted
dataset contains 54,731 image frames depicting pedestrians
walking alone or in groups in various directions. From this
total, 1,400 images containing single pedestrians from dif-
ferent scenes were selected and arranged sequentially. The
evaluation utilized a modified version of the APEA algorithm
powered by YOLOv8 and the same GPU and CPU used in the
previous experiments. The obtained results shed light on the
effectiveness of the proposed technique for person detection
and tracking.

The YOLOv8 algorithm demonstrated high person detec-
tion performance, achieving 100% accuracy on the raw
pedestrians’ dataset and accurately identifying objects
reflected in the COCO dataset on which it was trained. The
algorithm’s output was then utilized by the APEA to compute
the target’s angular position and to perform ROI extraction,
successfully defining areas with minimal obstacles or maxi-
mum free space that featured the target person. The average
inference time for YOLOv8 was recorded at 11.3ms, while
the image processing algorithms from the DPP prototype
exhibited an average time of 15.6ms. This demonstrates that
the image processing component of the DPP prototype is
highly adaptable and possesses significant potential for future
optimization.

Such capabilities are highly beneficial in real-life applica-
tions, allowing robots to comprehend areas within captured
scenes and enabling advanced path planning, even in cases
of partial occlusion. Unlike naïve bounding boxes from pop-
ular object detection models, the ROI extractions present a
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FIGURE 17. A look at the DPP modules in action for Experiment 3, which shows the imperfect segmentation masks and data fusion.
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FIGURE 18. Estimating the alternate path P’ for Experiment 3.

FIGURE 19. Visualizing the congestion ratios c1 (0.237) and c2 (0.429),
hinting at the safety levels for navigation on the robot’s left and right.
This is the same environment as Fig. 18, but cropped differently.

FIGURE 20. Architecture and performance comparison between YOLOv8
and previous YOLO models [36].

cleverer approach, highlighting areas in the scenes where the
target is present and where the robot has minimal collision
risks.

One notable advantage of this technique is its potential
to resolve the challenging issue of the search space in Cen-
troid Tracking, which depends on the Euclidean distance
between the centroid of a detected entity across consecutive
frames in a video. By utilizing ROI slices that incorporate
spatial data about a target person’s angular position and safe
surroundings, this information can be integrated into the Cen-
troid Tracking algorithm to facilitate straightforward camera-
based motion prediction and target recognition. Nonetheless,
further exploration and testing of this approach may be nec-
essary, potentially warranting additional research.

VII. CONCLUSION AND FUTURE WORKS
This work designed, developed, and evaluated a deep
learning-based companion robot prototype for safe naviga-
tion and obstacle avoidance indoors, using only an RGB-D
camera as the input sensor. To achieve this, a simulated
environment was used to examine a companion robot’s
path-planning ability using visual data. The experiments
involved detecting objects, estimating dimensions, infer-
ring safe paths, and circumventing obstacles. The results
presented in Section VI (Evaluations) indicate that the devel-
oped companion robot prototype achieved the research objec-
tives. The DPP method presented in this work successfully
enabled the person-following robot to perform intelligent
curve manipulation for safe path planning to avoid objects
in the initial trajectory estimated by the APEA process. Its
efficacy is intricately linked to the precision of its underlying
segmentation model. As long as the segmentation masks
accurately depict the environment, the approach can achieve
a 100% understanding of the scenes captured by the robot’s
camera across frames. This claim is supported by the results
of Experiment 4, which utilized a distinct prediction model
from the preceding experiments described in Section VI.
Overall, the study successfully designed and developed the
intended companion robot prototype using input solely from a
visual sensor, without having recourse to other modern sensor
technologies.

The research demonstrates the potential for future
modifications, improvements, and extensions of the pro-
posed segmentation-based dynamic path planning approach.
It offers a unique yet straightforward technique for scene
understanding using pixel data without the burden of exten-
sive neural network configuration. The suggested method
uses instance image segmentation and elementary matrix
calculations to aid a robot in identifying the angular position
of elements in its surroundings, with resilience to various
environmental conditions. Additionally, it combines visual
and depth information for scene understanding and path
prediction with little computing cost, thanks to a series of
novel image processing and data fusion techniques.

The general nature of the solution, with its modular archi-
tecture and flexibility, makes it a promising candidate for
further development and refinement, potentially contributing
to the advancement of various areas, such as self-driving auto-
mobiles and assistive technologies for the visually impaired.
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DPP also has potential implications for various applica-
tions demanding low-cost solutions, including warehouse
automation, medical robotics, and search and rescue mis-
sions. Nonetheless, further research is necessary to explore
the potential of this technique in more dynamic and unpre-
dictable environments.

The next step towards improving robot navigation and
continuous person tracking is designing and developing a
novel model for multi-sensor data fusion to address the
existing limitations in the robot-person following domain,
particularly in dynamic indoor environments without prede-
fined maps. This follow-up approach will involve a depth
camera to obtain 3D information about the robot’s sur-
roundings. It will also include precisely positioned sensors,
preferably ultrasonic sensors, to detect static and moving
obstacles at close range and a motion-tracking component
to predict the target person’s movements while comprehend-
ing the trajectory of moving entities in a scene. A memory
layer holding the fused data could help plan the robot’s
path from its recent course and maintain a visual represen-
tation of the environment. This layer will assist in recon-
structing the route the target person takes in case of severe
occlusion.

Moreover, indoor ceiling lights and other regular elements
are natural landmarks for self-localization. Thus, the com-
panion robot could rely on the map it has built through-
out its navigation and person-following task in case of low
lighting or the absence of artificial illumination from ceiling
lights. For intelligent path planning, the idea is to blend that
information with recent observations of the target person’s
pose to handle occlusions while tracking them and navigating
autonomously.
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