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ABSTRACT Skin cancer is a prevalent form of malignancy globally, and its early and accurate diagnosis is
critical for patient survival. Clinical evaluation of skin lesions is essential, but it faces challenges such as long
waiting times and subjective interpretations. Deep learning techniques have been developed to tackle these
challenges and assist dermatologists in making more accurate diagnoses. Prompt treatment of skin cancer
is vital to prevent its progression and potentially life-threatening consequences. The use of deep learning
algorithms can improve the speed and accuracy of diagnosis, leading to earlier detection and treatment.
Additionally, it can reduce the workload for healthcare professionals, allowing them to concentrate on more
complex cases. The goal of this study was to develop reliable deep learning (DL) prediction models for
skin cancer classification; (i) deal with a typical severe class imbalance problem, which arises because
the skin-affected patients’ class is significantly smaller than the healthy class; and (ii) interpret the model
output to better understand the decision-making mechanism (iii) Propose an End-to-End smart healthcare
system through an android application. In a comparison examination with six well-known classifiers, the
effectiveness of the proposed DL technique was explored in terms of metrics relating to both generalization
capability and classification accuracy. A study used the HAM10000 dataset and an optimized CNN to
identify the seven forms of skin cancer. The model was trained using two optimization functions (Adam and
RMSprop) and three activation functions (Relu, Swish, and Tanh). Furthermore, an XAI-based skin lesion
classification system was developed, incorporating Grad-CAM and Grad-CAM++ to explain the model’s
decisions. This system can help doctors make informed skin cancer diagnoses in their early stages, with an
82% classification accuracy and 0.47% loss accuracy.

INDEX TERMS Skin cancer, explainable AI, CNN, Grad-CAM, Grad-CAM++.

I. INTRODUCTION
TheWorld Health Organization has announced skin cancer is
a rising global concern, accounting for 33.33% of all cancer
cases (WHO) [1]. Over the last decade, the incidence rate
has grown dramatically in nations such as the United States,
Australia, and Canada. Each year, over 15,000 individuals are
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killed by skin cancer [2]. In 2021, 7180 individuals died from
just one type of skin cancer in the United States, and 7650
people are expected to die frommelanoma cancer in 2022 [3].
The amount of hazardous ultraviolet (UV) radiation is being
increased due to the depletion of the Ozone layer and it is
reaching the earth’s surface, causing skin cell damage and
raising the risk of skin cancer [4]. Smoking, alcohol intake,
certain disorders, infections, and the environment are all vari-
ables that contribute to the creation of malignant cells. Skin
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tumors are classified as either malignant or non-malignant.
Malignant tumors are malignant and exist in a variety of
shapes [5].

Skin cancer has increased significantly in the United
States, Australia, and Canada during the previous decade [6].
Skin cancer kills an estimated 15,000 individuals each
year [7]. According to an American study, 7180 individuals
died from just one type of skin cancer in 2021, and 7650 peo-
ple are expected to die from melanoma cancer in 2022 [8].
Malignant cutaneous adnexa, fibrous histiocytomas, Kaposi’s
sarcoma, and pleomorphic sarcoma are all examples of skin
cancer. The ozone layer’s depletion increases the quantity
of dangerous ultraviolet (UV) radiation that is reaching the
Earth’s surface. UV radiation can cause skin cell damage and
the growth of malignant cells. This hazardous UV radiation
can have a variety of deleterious consequences, including
an increase in the risk of skin cancer [9]. Smoking, alcohol
intake, numerous disorders, infections, and the living envi-
ronment are all elements that lead to the creation of malignant
cells. Skin tumors are classified into two types: malignant
and benign. Squamous cell cancer (SCC), basal cell cancer
(BCC), malignant melanoma, and dermatofibrosarcoma are
all types of malignant skin cancers [10]. Malignant cutaneous
adnexa, fibrous histiocytomas, Kaposi’s sarcoma, and pleo-
morphic sarcoma are some of the less prevalent kinds. Malig-
nant melanoma is especially harmful because it can spread
to other regions of the body, a process known as metastasis,
making it less prevalent but more lethal than other forms
of skin cancer [11]. To address the constraints and limits
of clinical evaluation, numerous computer-assisted diagnos-
tic approaches [12], [13], [14], [15], [16], [17] have been
developed to help dermatologists in identifying skin cancer,
improving the diagnosis system’s accuracy, efficiency, and
impartiality.

In this paper, an optimized CNN model is used on the
HAM10000 dataset to identify seven skin lesions imple-
menting Grad-CAM, Grad-CAM++, SHAP, and LIME as
explanation techniques with increased explanation and accu-
racy. We trained the model extensively to address the issue
of imbalanced datasets and demonstrated their impact on
model accuracy. In summary, we provide a robust model
with improved accuracy when XAI approaches are used to
diagnose skin cancer, and we make the following major con-
tributions:

• Increased Model Transparency: The predictions of a
deep learning model for skin lesions may be described
using Grad-CAM and Grad-CAM++, which is an XAI
technique. This improves not just the model’s openness
but also its accuracy, resulting in more trust in the diag-
nostic system and overall safety.

• Data Augmentation: We have trained 44, 666 dermo-
scopic pictures created from augmentation.

• Optimization and activation function: The model is
trained by two optimization functions (Adam and
RMSprop) and three activation functions (Relu, Swish,
and Tanh)

The following is showing how the document is structured:
Section II provides a review of the history and related studies,
emphasizing the advantages and disadvantages of present
approaches. Section III explains the created model, followed
by Section IV’s experimental analysis. Section V discusses
the challenges to the study’s validity. Section VI finishes this
analysis by outlining future directions.

A. ARTIFICIAL INTELLIGENCE IN SKIN CANCER
CLASSIFICATION
AI is being applied in a variety of medical applications,
including skin cancer categorization. AI algorithms can diag-
nose skin lesions as benign or malignant by analyzing med-
ical pictures such as dermatoscopic images. Dermatologists
may find this useful because skin cancer can be difficult to
detect, especially in its early stages.

Several studies have demonstrated that the performance of
AI in skin cancer categorization is equivalent to that of pro-
fessional dermatologists. It is crucial to highlight, however,
that AI is not a replacement for a dermatologist’s experience
and clinical judgment, but rather a tool that can help with
diagnosis.

Furthermore, it is critical to guarantee that AI algorithms
employed in medical applications are verified, dependable,
and interpretable to ensure that they make correct predictions
and do not contribute to medical mistakes.

B. EXPLAINABLE ARTIFICIAL INTELLIGENCE IN SKIN
CANCER CLASSIFICATION
In skin cancer classification, explainable artificial intelli-
gence (XAI) refers to the employment of AI models that can
give reasons for their diagnosis. This is critical in the field
of medical diagnosis since skin cancer may be difficult to
identify, and a clear grasp of the logic behind a diagnosis
can be critical for patient treatment. Interpretable machine-
learning models are one method that XAI is employed in skin
cancer categorization.

To give insights into how the model makes its predictions,
these models employ techniques such as feature significance
analysis and decision tree visualization. Another method is to
employ techniques like saliency maps and guided backprop-
agation to emphasize certain portions of an image that the
model is utilizing to reach its diagnostic.

Furthermore, some XAI frameworks include an interface
for domain experts to engage with the model, offering com-
ments and explanations to help the model progress further.

Overall, the use of XAI in skin cancer classification
can help improve the accuracy and trustworthiness of AI-
assisted diagnoses, while also providing valuable information
to healthcare professionals for making informed treatment
decisions.

II. RELATED WORK
Zia et al. [18] improved the diagnosis of skin cancer by
integrating extra convolution layers into two pre-trained deep
learning models, MobileNetV2 as well as DenseNet201. The
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FIGURE 1. ML workflow with XAI: The model accurately explains the
prediction and gives the answer ‘‘Why I should believe this output’’, ‘‘How
it predicts’’ and ‘‘How can I find an error’’.

improved DenseNet201 model obtained 95.50% accuracy
in identifying benign and malignant skin lesions, whereas
the modified MobileNetV2 model reached 91.86% accu-
racy. The models were trained using an updated Kaggle
dataset from the ISIC repository, which includes both benign
and malignant categories. The augmentation procedure com-
prised introducing Gaussian noise to the dataset with a vari-
ance of 0.1. The study’s goal was to categorize skin lesions as
benign or malignant, with the modified DenseNet201 model
outperforming the modified MobileNetV2 model.

Gouda et al. [19] used DCNN models to detect two cate-
gories of primary tumors: malignant and benign. The model
had an accuracy rate of 83.2%, compared to 83.7% for
Resnet50, 85.8% for InceptionV3, and 84% for Inception
Resnet. These findings are the sum of numerous repetitions.
The ISIC 2018 dataset was utilized for model training and
testing. ESRGAN was used to improve the pictures, which
were then enhanced, normalized, and scaled during the pre-
processing stage. The scientists successfully used a convo-
lutional neural network to accurately categorize skin lesion
photos as malignant or benign. They assessed the model’s
performance using parameters such as accuracy, AUC, sen-
sitivity, and specificity.

Dorj et al. [20] proposed a pre-trainedAlexNet CNNmodel
for extracting the features of the process as well an ECOC
SVM classifier was used for forecasting skin cancer. The
model achieved maximum accuracy of 95.1%, a sensitivity
was 98.9% and specificity was 94.17% whereas minimum
accuracy of 91.8%, a sensitivity of 96.9%, and a specificity
of 96.9%. The results obtained during the study were impres-
sive. The images were gathered from the internet (Google,
Naver, Baidu, Bing). The images were cropped to reduce the
noise for better results. The major objective of this study was
to address the need for an intelligent and rapid classification
system of skin cancer that uses highly-efficient deep convo-
lutional neural networks.

Fu’adah et al. [21] used a CNN-based model to auto-
matically detect skin cancer and benign tumor lesions. The
suggested model used different optimizers, including SGD,
RMSprop, Adam, and Adam, with Adam providing the high-
est performance, recognizing skin lesions with an accuracy
of 83% and precision, recall, and F1-score of almost 1. The

findings of this investigation outperformed the previous skin
cancer categorization method. Using enhanced data from the
ISIC dataset, the model was trained to classify four types of
skin cancer. The study’s purpose was to create a system for
recognizing skin cancer and benign tumor lesions, improve
classification accuracy and efficiency using a CNN-based
technique, and evaluate the feasibility of deploying a CNN-
based system as a screening system.

Barata et al. [22] used two alternative ways to con-
struct a deep learning architecture for hierarchical diagnosis.
ISIC 2017 provided the dataset for training, testing, and
assessment. The architecture was created to identify three
types of lesions: M, K, and N. 24 different network archi-
tectures were trained and assessed during the experiment.
The hierarchical formulation was rated 90% with a BACC
of 65.5%.

Natasha Nigar et al [23] used XAI and the ResNet-18
algorithm to construct a skin lesion categorization model.
The model was verified by applying the International Skin
Imaging Collaboration (ISIC) 2019 dataset, and it performed
admirably, accurately detecting eight categories of skin
lesions with a classification accuracy of 94.47%, precision of
93.57%, recall of 94.01%, an F1 score of 94.45%. The model
was further investigated using the local interpretable model-
agnostic explanations (LIME) framework to provide visual
explanations that correspond with previous assumptions and
general explanation best practices to further assess these pre-
dictions.

Ameri et al. [24] presented a deep-learning approach for
skin cancer diagnosis using skin lesion photos. The model
was made using the HAM1000 dermoscopy image library,
which contained 3400 pictures including melanoma and non-
melanoma lesions. The photos were divided into 860 cases
of melanoma, 115 cases of dermatofibroma, 513 cases of
basal cell carcinoma (BCC), 790 cases of benign keratoses,
795 cases of melanocytic nevi, and 327 cases of actinic ker-
atoses and intraepithelial carcinoma (AKIEC). As AlexNet is
the pre-trained model, the model used transfer learning and
produced a ROC curve area of 0.91.

Senthil Kumar et al [25] proposed a Convolutional Neural
Network (CNN)-based model for detecting and diagnosing
skin cancer. The model was trained using the ISIC dataset,
which has 2637 pictures. The dataset is preprocessed to an
exhibit structure by using Image reshaping, resizing, and
transformation. The training dataset is used to teach themodel
(CNN) how to recognize the test image. The model is 88%
accurate and can differentiate between malignant and benign
skin carcinoma cells.

To diagnose skin cancer, Stieler et al [26] suggested a Deep
Neural Network (DNN)-based skin image classifier. In this
paper, they show how to make explanations of an AI system
for analyzing skin images more domain specific. The ABCD
rule, a dermatologist’s diagnostic technique, is combined
with the synthesis of Local Interpretable Model-agnostic
Explanations (LIME). HAM10000 data set was used to train
the model which contains microscopic pictures from many
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sources of common pigmented skin lesions. There is no men-
tion of accuracy.

Based on a fine-grained classification concept, Wei et al
[27] created a lightweight skin cancer identification model
with feature discrimination. A lesion classification network
and a feature discrimination network share similar feature
extraction modules in the proposed model. They created a
lightweight semantic segmentation model of Dermo’s copy
image’s lesion area, which can accomplish high-precision
lesion area segmentation end-to-end without requiring costly
image preparation processes. The ISBI 2016 data collection
was used to train the model. There is no mention of precision
here.

A study put forward by Nawaz et al [28] proposes
an improved deep learning-based approach, namely the
DenseNet77-based UNET model. The DenseNet77 network
is introduced at the encoder unit of the UNET approach to
computing a more representative set of image features. The
calculated key points are later segmented by the decoder of
the UNET model. The proposed approach is evaluated using
two standard datasets, ISIC-2017 and ISIC-2018, achieving
segmentation accuracies of 99.21% and 99.51%, respectively.
The quantitative and qualitative results confirm that the pro-
posed improved UNET approach is robust to skin lesion
segmentation and can accurately recognize moles of varying
colors and sizes.

Maqsood et al. [29] worked on a unified CAD model
based on a deep learning framework. This approach involves
preprocessing thermoscopic images using contrast enhance-
ment and multiple exposure fusion. A custom 26-layer CNN
is used for skin lesion segmentation, followed by transfer
learning on pre-trained Xception, ResNet-50, ResNet-101,
and VGG16 models. Deep features are fused using convo-
lutional sparse image decomposition, and feature selection
is done using univariate measurement and Poisson distribu-
tion. The selected features are classified using a multi-class
support vector machine (MC-SVM). The proposed approach
was applied to the HAM10000, ISIC2018, ISIC2019,
and PH2 datasets, achieving higher accuracies (98.57%,
98.62%, 93.47%, and 98.98% respectively) than previous
works.

A study done by Abayomi-Alli et al [30], proposes a
novel data augmentation technique based on the covariant
Synthetic Minority Oversampling Technique (SMOTE) to
address the data scarcity and class imbalance problem in
skin cancer detection. The proposed method is applied to
dermoscopic images from the PH2 dataset, and the aug-
mented images are used to train the SqueezeNet deep learning
model. The results show a significant improvement in detect-
ing melanoma with an accuracy of 92.18%, a sensitivity of
80.77%, a specificity of 95.1%, and an F1-score of 80.84%
in binary classification. In multiclass classification, the pro-
posed framework achieves an accuracy of 89.2% for atypical
nevus detection and 66% for common nevus detection, out-
performing some state-of-the-art methods in skin melanoma
detection.

TABLE 1. Summary of some related papers’ works in terms of accuracy,
algorithm, dataset, and publication year.

III. METHODOLOGIES
Deep learning has become a popular method in medi-
cal diagnostics, including skin cancer classification, due
to its ability to effectively analyze large amounts of med-
ical data, such as images of skin lesions. These algo-
rithms can assist physicians in providing better care
by accurately identifying and categorizing skin cancer
patients.

The primary goals of using deep learning models for skin
cancer classification are to improve the accuracy of diagno-
sis and the performance of categorization. To achieve these
goals, an automated skin cancer classification system is typ-
ically created using a variety of deep learning models. These
models are then evaluated using metrics such as accuracy,
precision, recall, and F1 score to determine the best model
for the task.

The enhanced approach for automatic categorization of
skin cancer in this study involves classifying dermatoscopic
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FIGURE 2. The proposed deep learning for skin cancer classifications. The
augmentation technique is used for increasing the sample images, Then,
cnn is used for extracting the features and training the model. The model
classifies seven types of skin lesions.

images into four different categories. The model is developed
through a five-step process: (1) obtaining a collection of
dermatoscopic images for the skin cancer dataset; (2) pre-
processing the dataset, which includes adjustments such as
rescaling, resizing, and normalizing the data; (3) extracting
features using layer-wise relevance propagation; (4) con-
structing a classifier using optimization algorithms on the
extracted feature vectors; and (5) providing insight into the
model’s decision-making process through the use of Grad-
CAM and Grad-CAM++ methods.

A. DATASET DESCRIPTION
The dataset is a crucial aspect of utilizing deep learning mod-
els in various applications. However, datasets are not always
readily available, and high-quality, well-prepared datasets are
even more scarce. Deep learning algorithms learn from the
patterns and features present in the dataset and make predic-
tions based on these learned patterns and features. Therefore,
having a clean and well-prepared dataset is essential for
achieving optimal performance with deep learning models.
The dataset used in this work was obtained from Kaggle,
a well-known scientific community website. The dataset is
called HAM10000 and contains 10015 images, it is divided
into seven groups.

B. DATA PREPROCESSING
Contrast stretching, also known as normalization, is a tech-
nique used to enhance the visual quality of an image by
adjusting the image’s contrast. It is often used to improve
the visibility of features in an image, such as lesion spots in
medical imaging. The technique adjusts the intensity values
of the pixels in the image so that the minimum and maximum
intensity values are mapped to the lowest and highest values
in the output image, respectively. This can be done using
a linear function or a non-linear function. In either case,
the result is an image with increased contrast and improved
visibility of features. A few contrasted enhanced images are
shown in Figure 5.

C. DATA AUGMENTATION
Data augmentation is a technique used to increase the
number of training examples in a dataset. This is partic-
ularly important for deep learning models, which require
a large amount of data to train effectively. There are var-
ious data augmentation techniques available in the litera-
ture, and different techniques may be suitable for different
scenarios.

In this work, three different augmentation techniques are
used: rotation, flipping, and noise addition. Rotation and
flipping are scale-invariant operations, meaning they do not
change the scale of the image. The images are rotated 15 and
45 degrees clockwise and anticlockwise, respectively, before
being horizontally flipped. This increases the number of sam-
ples present in the dataset, while also introducing variations
in the orientation of the images.

Before augmentation, the dataset size was 10015 but after
augmentation, the number of images is 40,157 shown in
Figure 6. After augmentation, the dataset is divided into three
sections called the training set, validation set, and testing
set. The split percentage is 70:15:15. So, every dataset has
the same number of training, testing, and validation. The
prediction will be learning well because of the same number
of training images. The model has two optimization functions
called ‘‘Adam’’ and ‘‘RmsProp’’. In addition, the model also
trained on three activation functions called ‘‘Relu’’, ‘‘Swish’’
and ‘‘Tanh’’.
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FIGURE 3. Number of samples per class.

TABLE 2. Dataset description.

D. EXPLORING FEATURES/TARGET
Figures 8 to 12 represent the visualization of the features
in the dataset. Dataset visualization is important in deep
learning because it helps to understand the structure and
distribution of the data that the model is being trained on.
This information can be used to guide preprocessing steps
such as normalization, to identify potential issues such as
class imbalances, and to gain a better understanding of the
relationships between the features in the data. Dataset visu-
alization can also help to identify potential problems in the
data such as outliers or missing values, which can affect the
performance of the model. Additionally, dataset visualization
can provide a visual representation of the problem the model
is trying to solve, which can be useful in communicating
results and building a shared understanding between team

FIGURE 4. Sample Images from the data set.

FIGURE 5. Some contrast images from the original sample.

members. Overall, dataset visualization plays an important
role in the development and training of deep learning models
by helping to identify and address issues in the data.

E. CORRELATION HEATMAPS
A correlation heatmap is a useful tool to graphically represent
how two features are related to each other. Depending upon
the data types of the features, we need to use the appropriate
correlation coefficient calculation methods. Examples are
Pearson’s correlation coefficient, point biserial correlation,
crammers’ correlation, etc.

F. TRAIN TEST SPLIT
After balancing the dataset, the partitioning process began.
The train-test split approach was utilized, and the dataset was
separated into three parts: the training set, the validation set,
and the test set. The training set was used to train the machine
learning model, the validation set to validate it, and the test
set to evaluate its performance. In our case, we divided our
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TABLE 3. Details description of samples.

FIGURE 6. Augmented image distribution per class.

set into 70:15:15. The number of training samples is 31, 264
(70%), and the testing samples are 5696 (15%)

G. IMPLEMENTATION OF CNN
Table 5 represents the architecture value of the proposed CNN
model. The image size is 100× 100×3 where the first 100 is
image height, the second 100 is weight, and 3 is the channel.

Block 1: The images pass through the two convolutional
layers with a kernel size of 3 × 3, strides 1, ReLu activation
function. The output shape is (100,100,32). After using the

TABLE 4. Samples after data augmentation techniques.

Maxpooling_1 layer of strides 1 and dropout layers, the block
1 shape is (50,50,32) where 32 is the filter size.

Block 2: The output of block 1 is passing block 2 where
two convolutional layers with a kernel size of 3 and one max
pooling layer of strides of 2 and one dropout layer. Before
max pooling, the size is (50,50,64), and after max pooling
operation, the size is (25,25,64) where the filter size is 64.

Other layers: We flatten the output of block 2 from
(25,25,64) to 40000. Then we use one dense layer of size
128 and a dropout layer. Finally, we use a 7-dense layer with
a SoftMax activation function. As an optimization function,
we use Adam where we got the highest accuracy of almost
82%.

H. X-AI: EXPLAINABLE ARTIFICIAL INTELLIGENCE IN
MODEL EXPLANATION
XAI (Explainable Artificial Intelligence) is a field of study
that seeks to develop AI systems that can provide clear and
intelligible explanations for their predictions and judgments.
The goal of XAI is to create AI systems that are open and
responsible, guaranteeing that people can trust and grasp
their judgments. A critical feature of XAI is a model expla-
nation, which refers to an AI system’s capacity to explain
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FIGURE 7. Cell types skin cancer affected patients.

FIGURE 8. Gender-wise distribution.

FIGURE 9. Cell type wise age histogram.

its predictions or conclusions. Some common methods for
explaining machine learning models include Grad-CAM and
Grad-CAM++ [31], [32].

FIGURE 10. Age histogram gender wise.

FIGURE 11. Cell type frequency gender wise.

FIGURE 12. Location area frequencies.

We can implement Grad-CAM in three steps as follows:
Step 1: Compute Gradient: Compute the gradient yc con-

cerning the feature map activations Ak of a convolution layer
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FIGURE 13. Age and localization of melanomas.

FIGURE 14. Proposed CNN model architecture.

TABLE 5. Model structure: layer, shape, and parameters.

i.e δyc

δAk . Suppose, we have three feature maps denoted by A1,
A2, A3 and want to get the gradient value of class ‘‘Vascular’’
so here yc = yvas.
Now Calculate the gradient of the score for Vascular

lesions concerning the feature maps of the last convolutional
layer.

δyvas

δAk
=

δyvas

δA1
+

δyvas

δA2
+

δyvas

δA3
(1)

Step 2: Calculate Alphas by Averaging Gradients: Global
average pool the gradients over the width dimension (index
by i) and the height dimension (index by j) to obtain neuron

importance weight i.e αvask

αvask =
1
Z

∑
i

∑
j

δyvas

δAkij
(2)

Calculating α by averaging.

δyVas

δA1
= averaging(αvask=1)

δyvas

δA2
= averaging(αvask=2)

δyVas

δA3
= averaging(αvask=3)

Step 3: Calculate Final Grad-CAM Heatmap: Perform a
weighted combination of the feature map activations Ak

where here the weights are αvask just calculated.

LvasGrad−CAM = ReLU (
∑
k

αvask Ak ) (3)

where Here,

Grad − CAM vas
= α1A1 + α2A2 + α3A3i.e

∑
k

αvask Ak

(4)

Grad-CAM is an algorithm that can be used to generate
visual explanations for the predictions of a deep learning
model, by highlighting the regions of the input image that
are most important for the model’s prediction. However, one
limitation of Grad-CAM is that it can only generate a coarse
heatmap because it only uses the gradients of the target class
concerning the convolutional layers of the model to gen-
erate the heatmap. Grad-CAM++ addresses this limitation
by using guided backpropagation to generate guided feature
maps, which retain more spatial information than the feature
maps used in Grad-CAM. The dot product of the guided
feature maps and the gradients of the target class is then taken
to generate the heatmap, similar to Grad-CAM. By using
guided backpropagation, Grad-CAM++ can generate a more
detailed heatmap that highlights the specific regions of the
input image that are most important for the model’s predic-
tion. This can be useful for understanding the reasons behind
the model’s predictions, and for debugging and improving the
model.

yvas =

∑
k

{

∑
a

∑
b

αK .vas
ab .relu(

δyvas

δAkab
)}[

∑
i

∑
j

Akij] (5)

These equations from 1 to 5 are only for one particular
class using Grad-CAM and Grad-CAM++. If we want to
explain other models as well, we can use the same equa-
tions to visualize the important features. The visualiza-
tion of all classes through both of the techniques showing
in Table 5.
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TABLE 6. Most common machine learning evaluation metrics.

TABLE 7. Training, validation, and testing accuracy/loss of three
activation functions and two optimization functions.

IV. RESULTS
A. METRICS
In deep learning, a metric is a measure of the performance
of a DL model. Metrics are used to evaluate the accuracy,
effectiveness, and efficiency of a model, and to compare the
performance of different models. Many different metrics can
be used in deep learning, and the specific metric that is used
will depend on the specific task and the requirements of the
application. Some commonmetrics for deep learning include:

Classification accuracy: This is the percentage of correct
predictions made by the model, and is often used as the
primary metric for classification tasks.

Precision and recall: These metrics are used to evaluate the
model’s ability to identify positive examples (e.g. detecting
cancer in a medical diagnosis task). Precision is the percent-
age of true positive predictions made by the model, while
recall is the percentage of actual positive examples that were
correctly identified [33].

F1 score: The F1 score is the harmonic mean of accuracy
and recall, and it represents a balance between the two. It is
frequently used as a single statistic to assess the effectiveness
of a classification model [34].

B. CLASSIFICATION MODEL RESULTS
In Table 7 shown, training, validation, and testing accu-
racy/loss is shown for two optimization functions and
three activation functions. Based on the performance
table, the highest training accuracy is 81.24% get from

TABLE 8. Training, validation, and testing accuracy/loss curve of three
activation functions and two optimization functions.

FIGURE 15. Role of explainer to enhance the interpretability.

‘‘ReLu+Adam’’ where ReLu is the activation function and
Adam is the optimization function. This model not only
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TABLE 9. Confusion matrix of three activation functions and two
optimization functions.

TABLE 10. Precision matrix of three activation functions and two
optimization functions.
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TABLE 11. Recall matrix of three activation functions and two
optimization functions. TABLE 12. Error rate of three activation functions and two optimization

functions.
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TABLE 13. Visualization of four class images through Grad-CAM and
Grad-CAM++.

gives the highest accuracy but also provides less error almost
0.47. The second highest training accuracy gets from the
‘‘Swish+RMSprop’’ model. The training accuracy is near
81% and the error rate is 0.50.

Testing and validation performance are also important fac-
tors to choose an optimizedmodel. In this research work, both
works had been done. As the dataset is divided into three
sets, the validation and testing are two of them. The testing
accuracy is neat to 79% whereas the validation accuracy is
78.06% performed by ‘‘ReLu+Adam’’. The difference in

loss error between validation and testing is almost 1 which
means the model performance is stable.

The accuracy and loss curves are shown in Table 8. As we
have given the performance in Table 7 where the best perfor-
mance got from ‘‘Relu+Adam’’ and the second-best perfor-
mance is from ‘‘Swish+RMSprop’’. According to the curve
performance, it is clear that the ‘‘Relu+Adam’’ performance
is slightly higher than the second one. The best training curve
has a healthy difference between training and testing accuracy
whereas the ‘‘Swish+RMSprop’’ has less difference between
training and testing curves.

Tables 9, 10, and 11 are the confusion, precision, and
recall respectively. We have a total of seven classes that
are mentioned as 0 to 6. The confusion matrix compares
its actual values with predicted values. According to this
confusion matrix, the accuracy of the model performance
can be calculated. The equations are mentioned in Table 6.
In addition, precision is used for calculating the true pre-
diction values where the recall provides the performance
of true negatives. Furthermore, we can also calculate the
error rate which is classified incorrectly. In Table 12 the
error rate with specific values for a specific class is men-
tioned which will give information on incorrect classification
values.

Table 12 depicts the error rate for every model and every
target class. The training and test curve is the giving the
accuracy and the loss curve shows the error rate per epoch.
We train our models with 100 epochs. We have more error
rates in ‘‘Tanh+Adam’’ and ‘‘Tanh+RMSprop’’ whereas we
have very less errors in ‘‘Swish+RMSprop’’.

C. X-AI PERFORMANCE ON MACHINE LEARNING
Patients and physicians who are not from a technical back-
ground will not be able to understand any prediction of the
model’s model, Explainable Artificial Intelligence; X-AI will
be the one to explain specific forecasts to them. Frequently,
the Grad-CAMapproach is used to describemachine learning
models but here we also consider Grad-CAM++ for better
understanding.

These are the output of Explainable AI techniques called
Grad-CAM and Grad-CAM++. The proposed CNN model
provides better accuracy with a better explanation of specific
classification. The explainability of this model is shown in
Table 13 where all seven class images are present. Grad-
CAM can explain the important feature by highlighting the
disease areas but Grad-CAM++ performs better as it can
explain more important features. From this visualization, the
prediction output can be understood easily as to why and how
the model classify.

Figure 16. is a filter visualization that shows the weights
of the filters in a convolutional layer of the network. These
visualizations help us to understand what patterns or feature
the filters are detecting in the input data. Here, we only
consider which layer size is 4 because those layers consist of
convolutional, max pooling, and dropout layers. For instance,
conv2d, max_pooling2d, conv2d_1 32, max_pooling2d_1,
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FIGURE 16. Layer-wise visualization.

FIGURE 17. Saliency map.

dropout, conv2d_2, max_pooling2d_2, dropout_1. The filter
numbers are different for all layers from 16 to 64.

Figure 17. is the output of a saliency map function which
is the representation of the importance of each pixel in an
image concerning a specific class prediction. The saliency
map is computed by taking the gradient of the class score
concerning the input image and highlighting the pixels that
have the highest absolute gradient values. This means that the
pixels with the highest values in the saliencymap are the most
important for the class prediction, and changing those pixels
would have the greatest effect on the prediction.

V. DISCUSSION AND FUTURE SCOPES
The following findings illustrate how the black box model
reacts to altered photos, allowing us to infer which charac-
teristics may have been involved. However, this information
must still be given to the user understandably. To monitor its

TABLE 14. Our proposed model implications in other medical domains
one is for Alzheimer’s Disease (AD) and another is for Pneumonia
classification from Chest X-ray.

behaviour, just one trainedmodel was employed, and findings
may vary with other model designs and training data sets.
Furthermore, the perturbation of input samples comprised
only sequential changes.

Our goal was to create a mechanism to deliver domain-
specific explanations for a CNN model. While single-sample
explanations are useful, knowing the model as a whole is
critical. The outcomes of applying our explanation approach
to several samples and combining them might be the next
stage. There is presently insufficient evidence to relate the
observed relevance of feature dimensions to the real score
when employing the ABCD rule. Other measures for eval-
uating explanations should also be explored, providing a
possibility for future study.

VI. CONCLUSION
A clinical decision support system’s skin image classifier can
serve as a second opinion for dermatologists. Although a
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large research community has helped, these AI-based systems
can only make predictions and cannot explain their rationale.
This is where XAI approaches come in. We demonstrated
how to approach skin image analysis in a domain-specific
manner. For example, if a dermatologist identifies a lesion as
a nevus but the model labels it as a melanoma, both the doctor
and the patient may wonder ‘‘Why?’’ Our method includes
explanations such as ‘‘if the color of the lesion is constant,
the classifier’s confidence in melanoma diagnosis drops.’’
The clinician may then notice the color irregularity in the
dermatoscopic picture, which is not evident on the lesion, and
figure out why the classifier predicted incorrectly. Whether
the clinical decision support system supports or opposes
the physician’s diagnosis, offering human-readable reasons
fosters confidence and improves system knowledge. Fur-
thermore, our perturbation-based explanation technique for
diagnosis employing medically relevant and irrelevant char-
acteristics may have implications in other medical domains.
In Table 14, we are showing the implications of our model
to other medical images dataset. The dataset is just tested
by our model. In the future, we will train our model by
using attention/transformer so that the interpretability score
get increase.
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