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ABSTRACT Active fault detection (AFD) is considered an effective incipient failure-detection method.
In this paper, an auxiliary input resonance signal proposal that can detect different incipient faults quickly
while keeping the system stable is proposed for AFD. To maintain the stability of the system, auxiliary input
signals with a sinusoidal form, which should minimize and maximize the effect in fault-free cases and fault
cases, are designed on the YJBK parameterization architecture. Subsequently, the fault detection signal is
transferred from the traditional system output signal to the cumulative sum of the designed residual signal.
Finally, some illustrative examples are given to indicate the effectiveness of the proposed unified operation
architecture and some encourage results have been obtained, the simulation results show that the designed
auxiliary input signal can not only ensure the normal operation of the system, but also quickly and effectively

detect the occurrence of minor faults.

INDEX TERMS Active fault detection, auxiliary input signal, YJBK parameterization, unified operation

architecture, resonance.

I. INTRODUCTION

Fault diagnosis has great significance to system reliability;
therefore, to avoid accidents, increasingly complex indus-
trial processes require more accurate and timely health mon-
itoring and fault detection systems. A large number of
approaches for initial minor faults have been presented in
recent years [1], [2], [3], but most of these methods con-
sider passive fault detection (PFD). The detector attempts to
determine whether a failure has occurred only by monitoring
the data of the system inputs and outputs. The PFD method
is widely used for online real-time monitoring and is typi-
cally used in data-driven approaches, such as PCA, PLS, and
SVM [4]. As a result of this, the initial minor faults are diffi-
cult to detect until they are disturbed or fully energized by the
system reference input. To ensure system security, an active
detection approach has been proposed in recent years. Active
fault detection approach generally designs a test signal to
detect abnormal behaviors that would otherwise remain
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undetected because the system would remain stable and oper-
ate normally during a faulty period [5], [6], [7]. Compared
with PFD, active fault detection (AFD) can provide much
faster detection of small faults and is mainly applied to
closed-loop systems [8]. The active approach requires that an
auxiliary signal be applied to the system for fault detection,
and a cost function is used to optimize the test signal, which
does not disturb the detected system as much as possible.

To realize active fault detection process, Niemann et al.
proposed unique AFD solutions for parameter faults [9],
MIMO systems [10] and sampled-data systems. The idea of
injecting a signal into the system is to determine the values
of the various physical parameters. However, additional input
signals have been introduced in the context of fault detection
and developed later. Their approach focused on the design
of a fixed random auxiliary signal. A general AFD scheme
was presented by Puncachaf and Simandl [11], [12]. They
focused on setting up a unified formulation of the AFD and
system control (AFDC). Subsequently, three special AFD
cases are proposed, which are combined by a signal gen-
erator, fault detector, and system controller [13], [14], [15].
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Nikoukhah and Campbell et al. presented a novel AFD
approach based on a mathematical view, and the solutions
were based on control theories. Several research results have
been proposed, such as auxiliary signal design and incipient
fault detection [16], [17], [18], [19], [20], [21], [22]. Jing et.al.
proposed a unified architecture for active fault detection and
partial active fault-tolerant control of incipient faults [1], [23].

The above research methods and content for the detection
of minor problems are of great significance; however, the
design process is relatively complex, and the design of the
auxiliary signal or the design of the excitation signal genera-
tor is more relevant to the system. In this study, the auxiliary
input signal was designed directly and then injected into
the system, which has a clear and concise design objective.
The architecture of the system was constructed using the
Youla parameter [15] and the decision signal was designed
based on it. We first analyzed the relationship between the
fault signature matrix and the parameter fault and frequency,
which illustrates why the design signal is sinusoidal. Then,
according to the design requirements, a proper cost function
can be designed to find the optimized frequency and ampli-
tude of the auxiliary input signal, and the multi-objective
optimization method is used. The design idea of the frequency
is based on the thought of random resonance of minor fault
detection [24], [25], [26], [27], but in our research method,
the frequency is designed as a fixed value in connection with
a certain type and size fault. Therefore, we designed a series
of auxiliary input signals with a certain frequency for each
type of faulty system and then combined them to inject a
system with an unknown fault to detect whether the fault
occurs or not.

Different from the traditional fault detection methods
which are mostly data-driven, the proposed sinusoidal aux-
iliary input signal method plays an active role in minor fault
detection. This method does not need to conduct fault location
monitoring after fault alarm, but can quickly and effectively
detect hidden faults while ensuring the safe and stable oper-
ation of the system when minor faults occur and the system
is still within the range of safe operation threshold, providing
a reliable technical route for safe production. The design of
AFD satisfies two requirements.

1) The closed-loop system is stable when it is in normal
operation condition.

2) When incipient parameter fault occurs, system output
residuals caused by minor fault will increase greatly even to
unstable status.

The remainder of this paper is organized as follows. The
problem formulation and system architecture are described
in section II. Section III explains the fault decision signal
design and the main concept of designing auxiliary signals for
active fault detection. Finally, the simulations are presented in
Section IV, and conclusions are drawn in Section V.

Il. PROBLEM FORMULATION
In this study, a parameter fault is considered to be a signal that
causes the system to be abnormal. The parameter fault type

VOLUME 11, 2023

is described by changing the parameters of the state-space
model. In this section, some fundamental problems related
to YJBK parameterization [15] are briefly discussed. These
materials are frequently used in the remainder of this study.
Considering the system state space description as:

x = Ax + Bu + Byd + B,,w
7z=Cx + Dyu+ Dyd + D,w (1)
vy = Cyx + Dy,u + Dygd + Dy,w

and the system transfer function can be written as:

2(s) = (C.(SI = A)"' B+ Dyu (s) + (C. (ST — A)~' By
+D-4)d (5) + (C. (ST — A)™' By 4 Doy)w (s)
= Gyu(s) + Gd (s) + Gow (s)
y(s) = (Cy (SI —A) ' B+ Dyu(s) + (Cy (SI —A) "' By
+Dya)d (5) + (Cy (ST — A)~' By, + Dy)w (s)
= Gyt (s) + Gygd (5) + Gyw (5) 2)

where u € R, x € R,y € R}, andd € R} are the
control input signal, state vector, measurement output vector,
and external disturbance, respectively, and d € R/} represents
a series of disturbances {di, d>, ...... dy} that may occur at
any location. The signals w € R}} and z € R!" are the external
input vector and output vector, respectively.

In this paper, A represents the parameter fault in the sys-
tem, and only minor parameter faults are considered, i.e.
3o < |A] < & < 1 (where 89 and §; are two given
slight positive number, such as §o = 0.01 and §; = 0.1).
When there is no noise in the system, that is, d = 0, the
traditional feedback control system can be described as a
linear fractional transformation (LFT) using the H, optimal

method, as shown in Fig.1 [1].
<:| Z

W[A

K(s)

A

FIGURE 1. LFT form of the feedback system.

GZW GZM
Gyw Gyu
back controllers. Parameter fault A is an unknown constant;
when multiple faults occur, the fault can be described as Aj;
(i = 1,2,...,k). To elaborate on the research emphasis,
we considered only one fault that occurred. Therefore, the
faulty system can be described by changing the transfer func-
tion parameter with fault A, as shown in Table. In this study,
the parameter faulty system is described as Gy, (A).

The system Gy, (s) = Cy (SI —A)~' B + Dy, from (3)
and a stable controller K(s) [15] can be obtained through

where P = ( ) and K (s) represent the stable feed-
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coprime factorization.

Gu(s)=NM'=M"'=M"'N N,M,M,N € RHy
vv='=vlU = K(s) U,V,U,V € RHso
3)

The feedback controller K (s) is designed based on H algo-
r~ithr~n to ensure system stability, and the N. M, N, M, U, V,

U,V informula (4) must satisfy the double Bezout
equation:

GO-(5 ey
D0 )

According to Fig. 2 in [1], Gy,(s) represents the transfer
function of the system (1). K(s) denotes the feedback con-
troller. After the coprime factorization for the system Gy, (s)
and the controller reconfiguration and ignoring the external
noises, the closed-loop system block diagram is shown in
Fig. 2 [9].

I ' E—
L Gys)
- Y

FIGURE 2. AFD based on auxiliary input signal design.

Signal e; is the residual output. The proper gain L must be
designed such that the system output y; tracks the reference
signal r;. Signal n; in Fig.2 is the auxiliary input signal that
we designed. Thus, it is easy to obtain the system output.

o= (nL =V Oyt ) Gul )
& =My —N ((Uyz + nr) V_l) (6)
Substitute (7) into (6), it is obtained:

o =y, = G ) V=G () o
e 1+ V-1UGy, (5)

The described contents of the above problems have used
the eight matrixes N, M, ZV, 1\7[, U,v, f], V. These eight sta-
ble matrices for configuring the controlled system Gy,(s) and
feedback controller K(s) were calculated according to the

40218

following equations:

A+BF|B H

(% (‘;)z F I 0 8)
Cr D I

- - A—HC|-By -H

vV -U

. Yy = F 1 0 9

(_N M) ©)

C -D 1

with Cr = C + DF and By = B — HD. Here, F and H are
the feedback gain matrix and observer gain such that AF =
A+4BF and AH = A—HC are Hurwitz matrices, respectively.

A. THE SYSTEM SET UP
In order to simplify the system description, let the general
system be given by

S pa: { €1 = Gor(A)ry + Geu( Mty (10,
y

r = Gyr(A)rt + Gyu(A)ut

The system is set up in Fig.1, and based on it, the signal u,
is given by:

up = (U + v =" (11)

When external noise is ignored, the system can be regarded
as a two-input, two-output system, as shown in Fig.3.

R —> —

D

MNe > > &

FIGURE 3. System set up for active fault diagnosis.

The transfer functions from the two inputs r;, 1; to the two
outputs &, e; are given by

ZFD . e = Por(A)ry + Pen(A)nt (12)
& = Per(A)ry + Pey(A)n;
and we can get that
Geu(A)U Gy, (A)

Per A) = Ger A = ~ 13
(A) (A) + N (13)
P. (M) = Geu(A) (14)

TV —Gu(AT
Per(A) = _ G & (15)

v V — Gu(A)T

N — Gyu(AM

Pey(A) = —— 27 16
(D) 7 G (16)

In early research, a stable dual YJBK parameter Sy which
is also called a fault signature matrix in connection with
parametric faults for the controlled system Gy, (s) with faults,
is denoted as Gy (s), that is,

Gr(s) = Gyu(Sp) = (N + VSH(M + USp)™"  (17)
or
Gyu(Sp) = (M + SpU) LN + S V) (18)
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The dual YJBK transfer function Sy is calculated by
Sp = (Gy(OM = N)(V = Gr(s)U) ™!
= (V = UGy (s)™ (M Gy(s) — N) (19)
In previous studies, the parameter Sy was calculated for
different faulty types. The different faulty type systems and

the dual YJBK parameter Sy for a few typical parametric
faults A are listed in Table. 1 [1].

TABLE 1. Typical parameter faults A and dual YJBK parameter.

G (s)=G,(8) S/(A)

G, 0
(I+A)G,, MA(I-NUA)'N
G, (I+4) NA(I-UNAY'M

G, +A MA(T-UMAY' M
G, (I+A)! NAU +MVAY' M
(I+4)'G, -MAI+VMAY'N

G, (I+AG,)" -NA(I + NVAY'N
S AM AM -1
(N+A )M +A,,)’ (-N‘M)(A‘ j(“(v.u)(A ])

- =
(M+A D (N+A)

e ftfonds

where A represents different parameter faults occurring in
different parts of the controlled system; Ay, Ay, Ay and
Ay, are the corresponding parameter faults occurring in the
coprime factorization matrices M, N, M , N , respectively.

Y FD of the system Xpp is shown in Fig.3. The transfer
function from the input signal 7, to the residual ¢; is equal to
the dual YJBK transfer function Sy [23]. An important aspect
of this connection is that the dual YJBK transfer function
is zero in the nominal case. This implies that the transfer
function from the auxiliary input 7; to the residual &; is zero
in the nominal case. Therefore, when a fault occurs, the dual
YJBK transfer function Sy will have an effect on the system,
and we can analyze Sy to look for a breakthrough in fault
detection.

B. THE RELATIONSHIP BETWEEN THE PARAMETER S¢
AND FREQUENCY w

When faults occur, the transfer function G¢(s) (i.e., Gy,(A))
of the faulty system can be described by the parameter Sy
and fault A. And the relationship between them has been dis-
cussed in paper [1], and Sy can be seen as a transfer function
in the above expression, then for the transfer function, it can
be analyzed in the amplitude-frequency characteristics. Thus,
parameter Sy may be related to the design of the frequency
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of the auxiliary signal. Therefore, what is the relationship
between Sy and the frequency w? In this subsection, the dual
YJBK parameters, Sy and w are discussed in detail.

According to prior knowledge, the parameter fault A may
have an inner relationship with the dual YJBK parameter Sy.
To provide a more theoretical analysis to find this relation-
ship, we are trying to do so. If the location and type of the
fault are completely different, the corresponding parameter Sy
has a different expression and formula definition, as listed in
Table. 1. To determine the general connection between fault
A and the dual YJBK parameter Sy, we chose a generic type
of fault to complete a detailed inner relationship analysis.
Suppose that the parameter fault description is

Gy (A) =Gy, (I + A) (20)

The corresponding dual YJIBK parameter Sf(A) is
- -\
S (A) =NA (1 — UNA) M Q1)

S¢(A) is a plural function; therefore, only the amplitude-
frequency characteristic can be analyzed. In particular, the
relationship between the amplitude of Sy(A) and frequency
w was analyzed. We use an example to illustrate this relation-
ship. Assumption

s+1DA

S (A) =
7 (&) (s> +55+6) +2A

(22)

For a fixed A, the partial derivative of log1o |Sy(w, A)| along
with w and the simulation of the relationship can be described
as shown in Fig.4.

22

1.8
16F
o 14t

121

0.8

06" - - - - - -
0 5 10 15 0 5 10 15 0 5 10 15
w(A=0.01) w(A=0.1) W(A=0.5)

FIGURE 4. |Sf (w, A)| along to w.

For the same fault A,

(1) When frequency 0 < w < wi, 1g|Sy| monotonically
increases with an increase in frequency w, and the mono-
tone is significant.

(2) When frequency wiy < w < wp, the amplitude of
lg|Sy | increases sequentially, but the increasing monotone
becomes less significant. Then, the partial derivative of
log10lSy (w, A)| is reduced. Therefore, the amplitude
of the partial derivative of logio|Sy (w, A)| may have a
maximum value in this region.

(3) When the frequency w > wp, 1g|Sy| monotonically
decreases with increasing frequency w.
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The fault signature matrix is a measure of the effect of
parameter variation on closed-loop stability. The above anal-
ysis of Sy indicates that the parameter variations have a major
influence on the system. Therefore, parameter Sy may be
related to the design of the frequency of the auxiliary signal.

C. THE FORM OF AUXILIARY INPUT SIGNAL
In addition to the above-mentioned methods of minor fault
detection, resonance-assisted signal methods have also been
proposed, such as random resonance. In contrast to traditional
noise, the random resonance phenomenon reflects the posi-
tive effect of noise in terms of fault detection. This idea has
been applied in many fields, in which the detection of small
signals is a typical application. This provides new ideas and
prospects for the detection of minor fault signals. However,
when random resonance is used to detect a minor signal, the
required frequency range is not conducive for rapid detection.
This idea is further innovative in this study. The excitation
signal is designed as a sinusoidal signal form, which has a
fixed frequency, and will help the system detect known types
and sizes of faults quickly.

The auxiliary signal n is designed to be a sinusoidal curve
in this study, and its expression can be written as

n = A sin(wt) (23)

The design target is to find the appropriate amplitude A and
frequency w. Because the actual failure is unknown, an aux-
iliary signal designed for a single fault type may not detect
all types of faults. Therefore, we designed excitation signals
for each type of fault, and the composition of the integrated
signal was used for unknown fault detection. The form of the
new integrated excitation signalis n = ny+n2+n3+n4+. ..

Ill. ACTIVE FAULT DETECTION BASED ON AUXILIARY
INPUT SIGNAL DESIGN

A. THE DETECTION DECISION DESIGN

In this research method, because it involves the problem of
maintaining the stability of the system, fault detection needs
to redesign the fault indicator to judge whether the fault
has occurred. For some methods, the active fault detection
method based on controller reconfiguration is based on the
system output offset to determine the decision signal of fault
occurrence. However, in a method based on auxiliary input
signal design, the system remains stable after a failure; there-
fore, we need to design a decision signal that can detect the
fault quickly.

In the above research, we propose the basic framework of
the study. Based on this, an auxiliary input signal injection
location was designed. Then, the relationship between the
fault feature matrix Sy and frequency w is analyzed, and the
system has the characteristics of natural frequency. Therefore,
to compensate for the shortcomings of the speed in detecting
small signals with resonant low-frequency scanning, a sinu-
soidal excitation signal with a fixed frequency was proposed.
In AFD, the design goal is to ensure system stability while
detecting the fault, and the system stability criterion is the
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system output and the system residual. Here, we use the
residual as the basis for fault decision signal design, and the
cumulative sum (CUSUM) method is adopted. The cumula-
tive signal can be written as [23]

T

5= / eed, (24)
0

When the residual &; of the faulty system is beyond a certain
range of the nominal system residual, the cumulative signal
is calculated.

According to the design form of this signal, in the follow-
ing design scheme, the signal is regarded as a known quantity,
and the specific amplitude and frequency of the auxiliary
input signal are calculated in detail.

B. THE FREQUENCY W DESIGN OF AUXILIARY SIGNAL
The purpose of detection is to detect the imperceptible param-
eter failure of the system. Meanwhile, we also hope that the
system under normal circumstances will not be destroyed
by the auxiliary input signal. Therefore, the auxiliary input
signal n must be designed with respect to:

o The effect of the auxiliary input signal n on the external
output e in the fault-free case is minimized.

min |P,;(0)] (25)

o The signature from the auxiliary input signal 7 is maxi-
mized to the residual ¢ in the fault case.

max |Pg,(A)| = max [Sr(A)] (26)
Then the performance indicators can be written as
a|Sp(A)]
Jp = ——m——F——
(I- a)|Pev7(O)|
The design goal is to maximize the cost function, and then
the frequency and amplitude of the auxiliary input signal can
be designed according to Eq. (24).
a|Sp(A)|
(1 = )|Pen(0)]
Through the above content, we will select a specific exam-
ple to solve the objective function, and then obtain the fre-

quency w. Using the fault type Gy,(A) = (I + A)Gy, as an
example, we can obtain

27)

max J, = max (28)

Pey(A) =Sp =NA(I — UNA)'M (29)
NM~! N

Pey(0)] = = 30

PO =1 — =g = v ! GO

so the objective function can be rewritten as

«|INAUI — UNA)"'M|

) €1y

max J, = max(
(1 — o)l py |

The fault signature matrix in connection with the AFD
is a transfer function. Hereafter, it is denoted by Sy, where
Sy = P¢p(A). An explicit equation for Sy was derived in [9].
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By determining the relationship between the fault feature
matrix and frequency according to Table. 1, we convert the
problem of fault detection to a frequencylevel to solve. The
objective function can be rewritten as formula (33), and
the following sections describe the specific design method
and provide simulations to illustrate it.
a|[NAUI — UNA) M|
w = arg max( N ) 32)
@ (I — =z |
Here, we regard the auxiliary input signal and performance
indicators as a virtual closed-loop system and then optimize
the auxiliary input signal frequency continuously through the
performance indicators, as shown in Fig.5.

I

Auxilia
signal
= Asig

FIGURE 5. Optimization of performance indicators with the Youla
parameterization structure.

By optimizing the frequency of the performance index with
the specific fault size, a series of optimal frequencies can
be obtained in the fault size definition domain, The specific
optimization form is shown in formula (32)

k41 = Wk + O/M (33)
dw

The auxiliary input signal amplitude in this chapter is also
an important parameter design, which introduces the design
methods and ideas of the amplitude.

Remark 1: In this study, the design of the excitation signal
was inspired by the idea of random resonance. The auxiliary
signal form was designed as a sinusoidal signal, and the fre-
quency was designed based on resonance ideas. In previous
research results, many studies using random resonance were
thought to detect weak signals, and the required frequency
range was not conducive to the rapid detection of small
signals. Therefore, to compensate for the shortcomings of
detection speed, this study further innovates this idea. The
excitation signals were designed as sinusoidal signals with a
fixed frequency, which improved the detection. The overall
design framework is a closed-loop structure, and the fault
decision signal is closely related to the design of the auxiliary
input signal, reflecting the idea of “active.”

C. THE AMPLITUDE DESIGN OF AUXILIARY SIGNAL
The purpose of active fault detection is to detect impercep-
tible failures under the premise that the system is stable.
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Then, we set the desired output size as H (system quality), set
the system output upper bound threshold as H + AH1, and set
the system output upper bound threshold range to H + AH»
(engineering safety range), as shown in Fig.6.

N A
e Y et

>
>

t

YA

FIGURE 6. The desired system output and the thresholds.

Earlier we have obtained the relationship between the aux-
iliary input signal and the output:

ZFD e = Por(A)rs + Pey(A)ny
& = Per(A)ry + Pen(A)my

In the fault-free case, the component of the auxiliary input
signal in the output is

(34)

Pen O)n; (35)

The form of the final decision signal is illustrated by means
of the accumulated signal

T

§=+ / ge™d, (36)
0
where

& =My, — N(r L — u;) 37

To detect faults as accurately as possible, it is possible to
specify that td is the minimum detection time; that is, if the
residual signal is not always in the abnormal range during the
minimum detection time, the accumulated signal will be reset
to zero and continues to the next stage of accumulation; if the
residual signal is abnormal all the time, then the accumulation
of this stage continues, and it is desirable to detect the fault
within the minimum detection time. The cumulative lower
limitis set to x, considering the occurrence of the fault, that s,
the residual has been in a small abnormal state (regardless of
external interference, the residual normal state should be 0),
and the detection limit can be set as

tq

s = /Stethdt > X

0

= / |(My; — N(r:L — up))le™d,| > x

tq
MG, (A) —
—|A d 38
= /(IV (AT | sin(wt))e™ di| = x  (38)
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where
X = 8%H 39)

where §% is a percentage of engineering significance to the
system. To ensure system stability when detecting faults, the
component of the auxiliary input signal in the output should
have an upper limit, which is the desired fluctuation range
threshold H + AH; in this study, and one of the constraints
can be obtained as

|Pey(O)n:| < |AH|
Gyu(0)
= |0
V - Gu(O)U

so the design object can be written as

Asin(wtg)| < |AH|  (40)

min A
Pen(o)nt < |AH,|
tq
t. ;
s s = /8[€]Wtd[ > X
0

(41)

Then the cost function of designing the amplitude is
I =24+ Bi(PeyO)n; — [AH ) + Bo(x —8)  (42)

where 81 and B are relaxation factors, and minimizing the
cost function can be the design idea of the amplitude, which
is set as (41). Similarly, using the gradient algorithm, the
calculated amplitude can be expressed as Eq.(43),

minJj, 43)
aJ(A)

— ey 44
M1 = A + a1 (44)

According to the above design method for amplitude and
frequency, we can obtain the desired auxiliary input signal:

n = A% sin(w*r) (45)

where A* and w™ are certain values of the amplitude and
frequency of the auxiliary input signal, respectively. Subse-
quently, the auxiliary input signal can be injected into the
system, and the final effect of the design is verified in the
simulation section.

The calculation process of this paper is complicated, and
the meanings of the calculated letters and symbols are sum-
marized in Table. 2.

IV. CASE ANALYSIS AND SIMULATION

In this section, the frequency and amplitude of the auxiliary
input signal are calculated using a practical case, and simula-
tions are performed to describe the work of AFD.

A. AUXILIARY SIGNAL FREQUENCY W CALCULATION

To better illustrate the design of this method, as well as a more
intuitive observation of the calculation process and ideas,
a simple first-order system is chosen as an example:

G(s) =

46
as+b (46)
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TABLE 2. The symbolic meaning.

Symbol Symbolic meaning
3 the accumulated signal
£, Residual error
X The cumulative lower limit
H the desired output size
H +4H, the system output upper bound threshold

The state space of the system can be expressed as

X = Ax + Bu
y = Cx + Du 47
where
b c
A=——, B=1,C=-,D=0
a a

The expressions of the system and system controller can be
obtained using the Youla parameter, and the state feedback
and output feedback poles are set as m and n, respectively.
Then we have

Ap =A+BF, Ap=A+HC

Cr=C+DF, Byg=B-+HD (48)
where
b b
Femt+2, H=2%
a C
c
Cr=-, Bg=1
a

according to formula (9)(10),we can obtain that

Mis) — as+b N(s) — c
(8) = a(s —m)’ (8) = a(s —m)
V(s) = as — b —a(m+ n)
a(s —m)
Uls) = —(am + b)(an + b) 49)
ac(s — m)
F(s) — as+b N(s) =
(8) = a(s —n)’ (8) = a(s — n)
\7(s)= as — b —a(m+ n)
a(s — n)
f](s) _ —(am + b)(an + b) (50)
ac(s — n)

By selecting the faulty type as Gy, (A) = Gy, (I + A), the
transfer function of the auxiliary input signal 1 to the external
output e in the fault-free case and to the residual ¢ in the fault
case can be obtained as:

M N

YT |

P.,(0)] =
IPen(O)] = | =N
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= l——=]——
" lats—n) a(wj — n)
Ic|
= 51
la|vw? + n? Gl
when fault occurs,
[Pey(A)]
=S¢l = INAU — UNA)Y 'M|
_ ac(as + b)A
- |a2(s —m)(s — n) + (am + b)(an + b)A |
| acA(awj + b) |
~a2(mn — w?) 4 (am + b)(an + b)A — a2(m + n)wj
_ lacA | a?w? + b2
 V@(mn — wh)+(am + b)(an + )AL +(a2(m + nyw)>
(52)

According to them, the objective function to be optimized
can be written as
|Pen(A)]

|Pey (0)]

laA|Va2w? + b2y a?w? +a2n?

- VIa2(mn — w?)+(am~+b)(an+b) A2 +(a>(m+n)w)?
(53)

To obtain the maximum value, we must use the extreme
value theorem to find the derivative with frequency, and the
partial derivative of the objective function with respect to
frequency is obtained:

laA | @Ww2+b2 /2w +an?

1S (A 9
Py A/ [a2(mn—w)+(am-+b)an+b) AP +(a2(m+n)w)?
ow ow
laA| 4 (54
= |d —
B
where

A=w [ag(m2 + n2) — a4(a4n2 + azbz)

—2a%am + b)(an + b)A]

+w [4a6mn(am + b)(an + b)A

+2a*(am + b)*(an + b)> A?

+2a8m*n?* — 2a6b2n2]

+ w[(a4n2 + azbz)[(am + b)(an + b)A + a*mn]?

— a®B*n*(m? + n?) + 2a*b*n*(am + b)(an + b)A]
B = [(a*(mn — w?) + (am + b)(an + b)A)?

+d*(m + w2

X \/a4w4 + (a*n? + a?b®)w? + a?b2n?

Then the specific optimization form is rewritten as
Vol

ow
o

Wi+l = W + o

, A
= wr t+a 1 |aA|E (55)

-«
We have designed the auxiliary input signal above, and in
this section, some simulations are shown. To illustrate the
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FIGURE 7. 3-D bode plot of cost function based on little fault.

feasibility of the method, we select a general signal input—
output system as an example:

1
G(s) = —
(s) P
that is, the parameter in (51) is selected asa = —1,b = 1,

¢ = 1, and the faulty type is selected as
1(1+A)
Gr(A) = ——

7(A) s+1

Here, we take an active fault detection process for this
faulty type. First, the frequency and amplitude of the auxiliary
input signal are calculated according to the above method; the
system closed-loop poles are set as m = —3, n = —4, and
then we can obtain

s+ 1 1
M(s)=——, N@G)=——,
(s) 13 (s) 33
v =20 um= "2
S) = N S) =
s+3 s+3
- s+1 - 1
M(s) = , N@)=——,
() s+4 ) s+ 4
70s) s+ 6 7(s) —6
5) = ——, §) = ——
s+4 s+4

So the objective function can be rewritten as

a[NAI — UNA) ' M|

w = arg max(
T g

o s+ Dis+HA

= arg max( | D
o (1—a) (s+3)(s+4)+6A

Let

0= s+ Dis+4DHA |
S )+ +6A
To obtain the value of the frequency w when the cost
function Q is maximum, set s = jw and transfer the problem
to calculate the partial derivative of Q along with w. Q is
rewritten as

0= w4+ Dw +HA = 4 — WA + 5wAj

Gw+ 3w+ +6A" (124 6A — w?) + Twj

We analyze the cost function, micro-fault, and frequency
simultaneously; the general relationship is shown in Fig.7.

Its two-dimensional Bode diagram can be seen in Fig.8:

In Fig.8, the red line represents the amplitude-frequency
characteristic curve of the cost function. From Figs.7 and 8,
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Bode Diagram
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FIGURE 8. 2-D bode plot of cost function based on little fault.

it can be observed that the trend graph of the cost function
with respect to frequency is not obvious when the fault value
is particularly small. However, it can be seen that the general
range where the amplitude tends to be stable; therefore, the
initial value of the frequency can be roughly determined to
calculate the frequency using the gradient descent method,
where the cost function probably reaches the extreme point.

In this study, the initial value of the frequency was as
Srad/s, and the step length was set as 0.1. Referring to
Eq.(32)..

/9ol

W41 = O + 0 —/——
ow

When a certain value was substituted, the value of the
required frequency w was 12.4rad/s. To verify the correctness
of the resonance thought, we enlarged the fault value range,
as shown in Fig.10.

Define

s+ Ds+4A
(s+3)(s+4)+6A
To obtain the value of the frequency w when the cost
function Q is maximum, set s = jw and transfer the problem

to calculate the partial derivative of Q along with w. Q is
rewritten as

0= Gw + D(iw + HA =
CGwH)(w ) +6A

And then we can get that

0=

(4 — WA + 5wAj
(12 + 6A — w2) + Twj

(4—wH) A+5wAj
90 3 (12+6A7w2)+7wj|

aw

|Al/ (4—wh)24(5w)2

0
_ (\/(12+6A7w2)+(7w)2 —0
= ™ =

In this study, the example was setasa = 1,b=1,c =1,
m = —3,n = —4. When fault A is a large accurate value,
we can calculate the accurate value of the frequency w. For
example,

A=1=w=127rad/s

As can be seen from Fig.9, with an increase in the fault
value, the logarithm of the objective function will have an
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FIGURE 10. The amplitude of the cost function with different frequency.

extreme value, and when the fault value is small, the fre-
quency corresponding to the occurrence position is close to
the frequency value of the function when the target value is
nearly smooth and tends to progress, as shown in Fig.7.

From the above results, the following conclusions can be
drawn. For a significant fault, the resonant frequency can
be directly calculated. For a small fault, because the cost
function has no extreme point, the gradient optimization algo-
rithm can be used to calculate the resonance frequency of the
general value. According to Fig.7, the amplitude of the cost
function has no extreme points. Therefore, the frequency that
is designed to detect minor faults will have more selections.
Here, we cause the frequency obtained by the gradient opti-
mization algorithm to fluctuate within a certain range. When
aminor fault occurs, the amplitude change in the cost function
is, as shown in Fig.10 and Table. 2. In this study, the minor
fault definition field was [0.01, 0.1].

From the above numerical comparison, we can see that
when the frequency fluctuation is small, the change in the
amplitude of the cost function is very small. This means that,
for the detection of minor faults, the frequency selection of
the auxiliary input signal is not limited to one value, which
provides more possibilities for auxiliary input designs for
minor fault detection.

B. AUXILIARY INPUT SIGNAL AMPLITUDE A CALCULATION
In this section, amplitude A is calculated in detail. The
observe output of normal system H = 20, in the industry,
90% confidence intervals are generally used as the acceptable
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TABLE 3. The comparison of the cost function amplitude.

J w=12 rad/s w=12.2 rad/s w=12.4 rad/s w=12.6 rad/s w=12.8 rad/s w=13 rad/s
A=0.01 0.0097 0.0097 0.0098 0.0098 0.0098 0.0098
A=0.03 0.0292 0.02932 0.0293 0.0293 0.0293 0.0293
A=0.05 0.0488 0.0488 0.0488 0.0489 0.0489 0.0489
A=0.07 0.0683 0.0684 0.0684 0.0684 0.0685 0.0685
A=0.09 0.0879 0.0879 0.0880 0.0881 0.0881 0.0882

space for the quality of the confidence space, to ensure the
safety and reliability of the system is the main prerequisite
for the design of AFD, the upper bound AH; of the system
output is defined as 10%H. The threshold of the cumulative
signal is designed as a fault decision standard. In this study,
the cumulative signal § is interrelated to the system residual
and output, and in order to detect the fault quickly, the signal
is designed as x = 2.5%H, t; = 0.5s, then we can obtain the
following:

7]
~ Geoy(A - Gou(A - 1 .
/|(1‘4~ ( ) ~ _N(,., ( ) ~ U+1)T)|n[e/Wld[
) V =Gy (AU V =Gy (AU 1%
=X
Gyu(0) .

_ AH
'V —Gyu(O)U/l sin(wtg)| < |AH]

So the cost function can be written as

Jr = A+ Bi(Pey(O)n; — |AH1]) + Ba(x — 8)

- -1 N R
_7L+;31(L (VM_NU)'lsm(wtd) |AH1|)

q

MGe(A) — N
+ﬂ2 X — / EE——

) V — Gy (AU
= A + B1(1.8084 — 0.5) + B2(2 — 4.9161)

A sin(w*t)e™  dt

Setting the relaxation factors 81 and B, as 0.5, the optimal
amplitude A can be calculated using the linear programming
method, and the value is

A =0.267
and the auxiliary input signal is
n = 0.267sin (12.41)

Then, the simulations are realized based on the design
of the auxiliary signal, and conclusions can be drawn by
analyzing the simulations.

C. ACTIVE FAULT DETECTION SIMULATION

The amplitude and frequency of the auxiliary input signal are
designed and calculated using a practical case in the previous
section with a certain faulty type. In this section, to verify
the effectiveness of the designed auxiliary input signal for
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active fault detection, some simulations are performed based
on the design of the auxiliary signal, and conclusions can be
drawn through the simulation analysis. The case simulation
is described as follows:

The faulty type is selected as in the above sections first, that
is, Gy, (A) = Gy, (I + A). The auxiliary input signal can be
simulated by calculating the actual case as shown in Fig. 11.

0.3

0.2 I | m|

0.1

litude
o

20.1

02 1L AT
-0.3

.am

-0.4
0 5 10 15 20 25

t(sec)

FIGURE 11. The auxiliary input signal.

As shown in Fig.12, the output of the system tracks the
amplitude of the input signal » without a fault, and a small
deviation can be observed after the fault occurs; however,
in practice, external interference is unavoidable. A small
deviation can often be ignored as noise; therefore, deviation
is the key to active fault detection.

The residuals of the system and accumulation of residuals
are shown in Fig.13 and 14. It can be observed that when
the system fails, the small offset of the system’s residuals is
often ignored as noise as the system output. Then, by using
the cumulative algorithm, the accumulated signal will exceed
the threshold range, so a fault can be detected. This shows
that the design of this method is feasible for realizing fault
detection.

In this study, a specific fault-type system is considered as
an example. It is proven that the active fault detection method
based on an auxiliary input signal is preliminarily feasible.
However, in practice, the type and size of faults are unknown.
Therefore, in this study, we refer to Table. 1, we designed an
auxiliary input signal with several faulty types, and the auxil-
iary input signal frequencies and amplitudes were optimized.
Finally, a series of auxiliary input signals were combined and
added to the system to verify the reliability of the active fault
detection results.
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TABLE 4. The frequency and amplitude of the auxiliary signal with diffferent faulty types.

frequency range  the selected fre-

faulty type Se(A) threshold y amplitude
(rad/s) quency (rad/s)
G, ,(I+4) NAI -UNAY' M 9.87-13.43 11.62 0.5 0.267
G, +A MA(I-UMAY'M 4.03-9.11 6.57 0.5 6.922
G, (I+A)! -NA(T+MVAY' M 2.90-3.15 3 0.01 446
Gyu I+ AG_W )'1 -NA(] + NI;A)'l N 0.03-0.32 0.18 0.01 1.07
30 auxiliary input signal
15
25 — S A
) l\ ’r~ N 7 R ‘\’/ N 10
20 - -
s |/ .
z [ $
£ b/ = 0
© ol —=-== system output with auxiliary signal o
system output without auxiliary signal ’— 4Eu
s 5
-10
0
0 5 10 15
t(sec) 15

FIGURE 12. The system output signal.
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o
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amplitude

o

FIGURE 13. The system residual ¢.

3
threshold

amplitude
~

0 5 10 15 20 25
t(sec)

FIGURE 14. The CUSUM of the system residual.

Because the size of the minor fault is defined in a range,
the obtained frequency is also within that range. However,
according to Fig.10 and Table 3, the fluctuation in the
obtained frequency value has little effect on the amplitude
of the objective function. Here, we find the frequency of
the average to be the selected frequency for subsequent
simulations.

Remark 2: Random resonance low-frequency scanning is
a great breakthrough in the detection of weak signals and
has a wide range of applications. Detection of minor faults
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FIGURE 15. The integrated auxiliary input signal.

is one of the most representative applications. However, this
method requires multiple frequency segments to be scanned
individually to achieve detection and reduce the detection
rate. To compensate for the shortcomings of the speed in
detecting small signals with resonant low-frequency scan-
ning, a sinusoidal excitation signal with a fixed frequency
was proposed. The design of this signal considers the internal
frequency changes of the system when multiple types of faults
occur and realizes the fast and accurate detection of minor
faults. At the same time, based on modern control theory,
it ensures the internal stabilization of the parametric model
of the system.

According to Table. 3, the frequency is designed as a
fixed value when the faulty type is known, and four different
auxiliary input signals are obtained with the four faulty types.
The detection method was verified to be feasible because the
actual failure is unknown, and the auxiliary signal designed
for a single fault type may not detect all types of faults. There-
fore, we designed excitation signals for each type of fault,
and the composition of the integrated signal was used for
unknown fault detection. Subsequently, a detection proposal
is proposed. The auxiliary input signal was a combination
signal, which was a new integrated excitation signal n =
n1+n2+n3+n4 as shown in Fig.15. where the auxiliary input
signals are 1 = 0.267sin(11.62¢t), n2, = 6.9225in(6.571),
n3 = 4.46s5in(3t), ng = 1.07sin(0.18¢). We test the detection
rate as follows:

First, when the system has no faults, the system residual
and the accumulation of the residual will have negligible
changes, see as Fig.16-17.
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FIGURE 17. The accumulation residual §.
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FIGURE 18. The relative error of system residual ¢ with different faulty
type.

The auxiliary signal is input to the faulty system and fault
detection is performed. The trends of the system residual
relative error and the accumulation residual are shown in
Fig.18-19. The system residual relative error is defined as
le1 — €ol/ep, and €1 and g¢ are the system residuals when the
fault occurs and when it does not, respectively.

In Fig.18 and 19, signals &1, 8>, 63, and 84 in Fig.19 are the
accumulation residual signals with different faulty systems.
When faults occur, the change in the residual has little effect
on the stability of the system, but the accumulation residual
quickly exceeds the threshold such that the fault detection
time is short. Therefore, active fault detection based on an
auxiliary input signal design is a feasible method according
in Fig.18-19.

Different types of faults can be detected when auxiliary
input signals are combined. It has been demonstrated that the
proposal is feasible, but the dominant role of the correspond-
ing excitation signal has not been verified; in other words,
the impact of other auxiliary signals on the current failure
needs to be tested. To verify this effect, we selected two faulty
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FIGURE 19. The accumulation residual § with different faulty type.

systems as

System I: Gy (A) = Gy, (I + A)
System II: Gy, (A) = Gy, (I + A)™!

Then the simulations are drawn in Fig.20-21.
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FIGURE 20. The accumulation residual § of system I with different
auxiliary input signal.
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FIGURE 21. The accumulation residual § of system Il with different
auxiliary input signal.

where the auxiliary input signals are n; = 0.267sin(11.62¢),
nm = 6.922s5in(6.57t), n3 = 4.46sin(3t), ng =
1.07sin(0.18¢). As can be seen from the simulation results,
when no fault occurs, the residual accumulation and signals

are always zero, indicating that the addition of auxiliary input
signals does not affect normal system operation. However,
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TABLE 5. The fault detection time of different system with different auxiliary signal.

The time of The combined

Faulty type m 12 UE N4
fault occurs auxiliary signal

G,(I+4) 5s 6.23s 6.09s 6.34s 6.41s 6.49s

G,I+ Ay Ss 6.21s 6.39s 6.26s 6.12s 6.37s

under different minor fault conditions, after the addition of
designed auxiliary input signals, the system residuals accu-
mulation and signals can quickly exceed the set threshold
in a short time, so as to achieve the condition of fault judg-
ment. According to the data in Table. 5, the auxiliary signal
designed for a certain type of fault has a faster detection
speed and a good detection effect on faulty system. Thus, the
method of designing the auxiliary signal and the method of
injecting it into the system were verified.

Remark 3:

1. The integrated excitation signal is slightly slower for
fault detection, but this signal can detect the minor faults
successfully.

2. In our examples, four designed independent excitation
signals can detect fault systems 1 and 2; however, they are
not equal to all faulty types that can be detected with only
a single excitation signal. This is because our design goal is
to maximize the objective function, and the non-maximized
objective function of the frequency may not be able to prop-
erly detect a fault. To ensure that fault detection is successful,
the required excitation signal should contain the maximum
frequency of the fault type.

3. In this paper, a first-order system with universal sig-
nificance is selected as the simulation case, and sinusoidal
auxiliary input signals for different fault types are designed
to verify the feasibility of the active fault detection method
proposed in this paper, and the fast effectiveness of AFD is
illustrated in the simulation part. In the future, this method
will be used to verify the feasibility of the complex system,
and the actual system will be selected for modeling to realize
the simulation of active fault detection.

V. CONCLUSION
The main idea of the active fault detection method based
on auxiliary input signal design is that when a minor fault
occurs, fault detection is aimed at maintaining the stability
of the system. In other words, the stability of the system
was not affected by the detection module. In this study,
we designed the decision signal to determine the fault and
used the cumulative sum method. When a fault occurs, the
accumulation of the decision signal exceeds the threshold
range of the design to judge system failure. In this method, the
auxiliary input signal is set to a sinusoidal model; therefore,
it is only necessary to design the amplitude and frequency of
the auxiliary input signal.

First, the basic research framework is designed as a
Youla parameterization framework, and then the frequency
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characteristics of the known fault feature matrix Sy. Based
on this feature, the design objective function is set, and the
fault feature matrix is the key to the design idea of the
AFD. Then, the amplitude and frequency of the auxiliary
input signal can be designed based on the cost function, and
are calculated using the gradient descent method and linear
programming algorithm, respectively. The design idea of the
frequency is based on the thought of random resonance of
minor fault detection, in which the frequency is designed as a
fixed value in connection with a certain type and size fault.
Therefore, we designed a series of auxiliary input signals
with a certain frequency for each type of faulty system and
then combined them to inject a system with an unknown
fault to detect the fault. Finally, we select an actual simple
first-order system example to describe the calculation of the
optimal frequency and amplitude of the auxiliary input signal.
To detect as many types of failure as possible, we designed
a series of auxiliary signals and combined them into an
integrated signal to be injected into the system. The simu-
lation results demonstrated that the design idea is of practical
significance.

In the case simulation stage of the auxiliary input signal
proposed in this paper, a representative first-order system of
general significance is selected. According to the fault char-
acteristic matrix Sf of various minor fault systems, the corre-
sponding internal frequency of the fault system is obtained,
so as to design the corresponding frequency of the auxiliary
input signal. Simulation results show that this method is fast
and effective in detecting minor faults. The research focus
of this paper is the research of auxiliary input signal, and
the next research focus will be transferred to the application
of this method. At present, there are corresponding studies
in the chemical industry process and wind power genera-
tion, and corresponding achievements have been made in
the mathematical modeling of the system. Since then, the
research focuses on the design of auxiliary input signals
for complex and high-level systems, and finally realizes the
corresponding simulation of micro fault detection, further
verifying the effectiveness of the proposed method, so as to
explore more practical project fault detection technology and
the combination of this method.
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