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ABSTRACT A remote-control method is proposed for healthcare services involving auditory assessment
and therapy through video-conferencing software. Different video-conferencing software platforms have
different sound responses, and the user computer also has variations in sound performance because of its
hardware and software configuration. These restrictions affect the ability of video-conferencing software to
deliver health services that require accurate, reliable, and repeatable sound. In this paper, a remote-control
system board is developed wherein sound for auditory assessment or therapy is stored. A low-cost processor
is used to remotely deliver sound by sound pattern recognition. Service providers play a sound pattern locally
to remotely control the system board. The desired audio files can be delivered to the client side without
suffering from sound loss in terms of frequency range and loudness. Experiments were also conducted
to verify the performance of the proposed method. The results show that the remote-control method for
audio playback can be realized with a low-cost processor, such as a microcontroller unit for sound pattern
recognition and that it accurately delivers audio files in terms of frequency and amplitude.

INDEX TERMS Healthcare, microcontroller unit, pattern recognition, telehealth.

I. INTRODUCTION
The global Coronavirus (COVID-19) pandemic has greatly
impacted our society and different measures have been imple-
mented to ensure the human safety. Social distancing is a
measure that has been commonly adopted during the pan-
demic. As a consequence, healthcare services with face-to-
face settings have been forced to search for a new means of
delivery to ensure client and provider safety. Telehealth is a
smart healthcare option [1], [2], [3] that is able to cope with
this challenge via well-developed internet and corresponding
tools. Telehealth provides healthcare services from profes-
sionals using information and communication technologies
when distance is a critical factor. These services advance
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the health of individuals and their communities through the
exchange of valid information for diagnosis, treatment, and
prevention of diseases and injuries, continuing education of
healthcare providers, and research and evaluation. Telehealth
can be employed in a synchronous manner, such as via real-
time video-conferencing software, or in a store-and-forward
way, wherein the exchange of information is performed asyn-
chronously. These two approaches can also be used simulta-
neously to provide relevant services [4], [5]. The utilization of
telehealth models is beneficial to people who have difficulty
traveling or live in remote areas as it is a viable alternative
to in-person services. This creates the possibility for clients
to access expert services unavailable in nearby regions and
enables the provision of services despite a long distance.
In addition, telehealth could potentially save travel time and
delivery costs for clients and service providers [6], [7].
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Telehealth has been used in various fields prior to the
COVID-19 pandemic. Music therapy is an example of a ther-
apeutic service that employs telehealth [8], [9], [10]. Music
therapy is the clinical use of music intervention to achieve
individualized goals within a therapeutic relationship by a
credentialed music therapist [11]. In the past 20 years, effects
of sound and music therapy on patients [12] has become
research of interest. Music therapy can be used to address
physiological, psychological, and spiritual needs of patients
[13]. Previous studies have suggested that music therapy has
an impact on anxiety [14], [15], sleep disorders [16], [17],
depression [18], [19], [20], stress reduction [21], [22], [23],
[24], and psychiatric diseases [25], [26]. It has also been
revealed as an alternative to pharmacological methods to
relieve pain and disturbance due to its non-invasive nature
and lack of side effects [27], [28], [29]. Music-based ther-
apy corresponds to two fundamental methods: an ‘‘active’’
method based on playing musical instruments and a ‘‘recep-
tive’’ method based on listening to music [30]. The frequency
range of the music used in therapy covers the audio spectrum
from 20 to 20000 Hz.

Apart from therapeutic service, health assessment services
like audiometry have also integrated telehealth into their ser-
vice delivery [31], [32], [33]. Basic audiometric tests involve
the use of pure tone and speech stimuli to perform routine
screening and diagnostic procedures [34]. For example, pure
tone audiometry determines the lowest sound intensity at each
frequency that a client can hear [35]. The result reveals the
hearing threshold of the client, and this method could be
used to identify possible hearing deficits [36]. Due to the
global prevalence of hearing loss, there exists a large group
of people who have difficulty accessing hearing healthcare
services because of various barriers. Therefore, the applica-
tion of telehealth in audiometry offers a potential solution
through use of information and communication technologies
[37]. Under a pandemic, there is an even higher demand to
remotely deliver these services so that patients and clients
can continue to receive interventions or assessments without
bearing additional risk.

With the advancement in technology and rising number of
smartphone owners [38], web-based and app-based remote
hearing assessment tools have become more accessible [39],
[40]. The combination of portable and smart devices such
as tablets and laptops with remote hearing assessment tools
offers opportunities for accessible hearing healthcare services
to populations worldwide. In addition, in a recent review
[41], 187 remote hearing assessment tools in the form of
smartphone apps and online platforms were identified in
the market. However, their reliability and accuracy varied
drastically across tool categories, with one of the issues being
the need for calibration on different devices.

There are several challenges in realizing the ideal genera-
tion of sound over video-conferencing software. In telehealth
services involving video-conferencing software to deliver
sound, it is crucial for the system to accurately generate the

original sound since sound intensity is animportant param-
eter in some services. The first challenge is that video-
conferencing software limits the frequency spectrum of the
audio signal. In a preliminary report written by Howell et al.
[42], four evaluated platforms showed that the software atten-
uates high frequency sound at the receiver end at a cutoff
frequency range from 7000 to 12500 Hz. Additionally, alter-
ation of sound intensity and the introduction of inharmonic
noise is uncontrollable due to the audio configuration of client
computers and headsets.

In this paper, a remote-control method is proposed to
enable service providers to remotely play desired audio files
at the client side without loss of sound frequency range and
loudness due to the conferencing platform and the client com-
puter. A remote-control system board was developed for the
proposed method. This control method is suitable for provid-
ing health services involving auditory assessment and therapy
through video-conferencing software. The contributions and
background information corresponding to the work described
in this paper are discussed in Section II. The methodology
of the proposed remote-control method is described in Sec-
tion III and its implementation is presented in Section IV.
Section V discusses and evaluates the experimental results
of the system board in terms of delay, sound amplitude, and
sound frequency. Finally, Section VI explains potential study
contributions.

II. BACKGROUND AND CONTRIBUTION
Variation in sound output level of different electronic devices
is one problem that hinders the reliability of telehealth ser-
vices, such as hearing tests. Although studies have shown
that similar brand smartphones have no significant difference
in output level [43], [44], there is a maximum difference of
8 dB in audio output level across six smartphone devices from
four major smartphone manufacturers [45]. For a personal
computer, output-level variation also exists due to differences
in available audio hardware. The measurement setup of audio
output amplitude response versus audio input amplitude of
audio MP3 files played by a computer is shown in Figure 1.
A commercial laptop was used for this measurement and
the MP3 files were sinusoidal signals generated at octave
frequencies in the range of 250 to 8000 Hz with amplitude
ranging from 0.1 to 10 mV with 0.1-mV step size. The audio
output was connected to an audio analyzer, and, in Figure 2,
the results show that the audio output of the laptop is not
proportional to the audio input and there is saturation at the
medium level at some frequencies. Although audio files can
be calibrated and measured beforehand by an audio analyzer,
there is no guarantee that each computer will deliver the
desired audio response. Client headsets are driven by these
electrical signals and the speakers in the headset convert this
electrical signal to sound waves. The amplitude of the electri-
cal signal determines the sound pressure level (dBSPL). The
hearing level (dBHL) is the sound intensity commonly used
in audiology and this dBHL comes from the sound pressure
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FIGURE 1. Measurement setup for comparing audio output amplitude
from a computer versus audio input amplitude from MP3 files.

FIGURE 2. Audio output amplitude of a commercial computer versus
input audio file amplitude.

level (dBSPL) generated from the speakers, i.e.,

dBHL = dBSPL − thresholds (1)

The reference level for dBHL is zero, which is related to the
threshold of dBSPL for average people and differs at different
frequencies. Therefore, the difference between the hardware
and operating system used in different computers will lead
to sound intensity deviations from the electrical signals, even
when the same headsets or speakers are used.

This paper proposes a remote-control method with the
following characteristics:

• Service providers can use the method to control desired
audio files played at the client side without any loss of
sound frequency range and loudness because of hard-
ware and software used in the service.

• A remote-control system board is proposed to imple-
ment the proposed method by sound pattern recognition.

• A low-cost processor, such as a microcontroller unit
(MCU), is proposed to implement sound pattern
recognition.

III. METHODOLOGY
The remote setup for the proposed method is shown in
Figure 3. At the provider side, there is no alteration of the

FIGURE 3. Remote setup of the proposed remote-control method.

FIGURE 4. Frequency spectrum of a frequency pattern example
composed of tonal frequencies at 3600 Hz and 7000 Hz.

video-conferencing software usage. The audio and video
paths were identical to the normal settings. At the client
side, a change is made at the audio path by inserting the
remote-control system board between the computer and the
headset. The headset is calibrated together with the system
board as a playback system using head and torso simula-
tors to ensure optimized audio characteristics and frequency
response. This system board includes a processor, audio
codec, and memory for storage. It is responsible for remote
switching of the audio signal between conferencing and play-
ing audio test files by the service provider. This operation
is realized by performing recognition of the incoming audio
signal from the client-side computer. The audio files are saved
in the memory and each file is assigned to a unique frequency
pattern, which can be speech, music, or other multitones.

A simple unique frequency pattern is used in the example
shown in Figure 4. This basic frequency pattern is composed
of two tonal frequencies. The higher frequency, 7000 Hz,
is constant for all patterns and acts as the trigger frequency.
The lower frequency is the selective frequency, referring to
a particular audio file in the memory that is selected by
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changing the selective frequency to a particular frequency
below the trigger frequency. A fast Fourier transform (FFT)
operation is performed continuously on the audio signal
coming from the video-conferencing software. After each
operation, the magnitude of the frequencies used to form
the patterns are also compared to a recognition threshold
(Figure 4). If both magnitudes are greater than the thresh-
old, the playback function is triggered and the audio file
corresponding to that frequency pattern is played. If it is
not recognized, the pass-through function keeps running for
communication. Since the health service provider and client
will still be using the video-conferencing software for com-
munication, the threshold magnitude is set to a higher level
to avoid false activation of the playback function. To control
the playback remotely through this conferencing platform,
the provider sends the sound signal with the frequency pat-
tern assigned to the corresponding audio file through the
video-conferencing software. When the system recognizes
the unique sound signal sent from the provider side, it will
switch from conferencing audio to the playback of the audio
test file. The simple tonal frequencies shown in Figure 4 can
be used as the frequency pattern. As each audio file has its
unique pattern, remote control of playback of individual files
can be accomplished. Other complicated patterns, such as
speech, could be used for recognition so that more audio files
could be played remotely and the possibility of false trigger-
ing playback by speech and environmental noise presented in
the input signal can be further minimized.

Since one of the objectives of the proposed method is
to provide a smooth transition between audio from the
video-conferencing software and playback audio when a par-
ticular frequency pattern is detected, it is essential that mini-
mal delay is introduced in the process. There are two types of
delays in operation: pass-through delay, which is additional
delay during normal use of video-conferencing software due
to the processor, and playback delay, which is the amount
of time required to switch from the conferencing software
audio signal to the playback of audio files. An experiment was
designed to evaluate the pass-through delay resulting from
the proposedmethod. Sine bursts were generated by the audio
analyzer at octave frequencies in the range of 250 to 16000Hz
with a magnitude of 100 mV. The signals were passed to the
audio input of the system board, and both signals at the audio
input and output of the system board were captured by the
audio analyzer. The audio signals were recorded three times
and then averaged to calculate the pass-through delay.

A second experiment was designed to evaluate the feasi-
bility of the proposed method and to measure the playback
delay. A set of frequency patterns with a trigger fre-
quency set as 7000 Hz and a selective frequency rang-
ing from 1000 to 6800 Hz with a 200-Hz step was used.
A computer from the service provider was used to generate
a constant 7000-Hz background sinusoidal signal, which was
identical for each frequency pattern. Sine bursts were gener-
ated in the range of 1000 to 6800 Hz with a 200-Hz step. All
signals were generated with a magnitude of 100 mVrms and

FIGURE 5. Setup of the proposed method at the client side using the
proposed remote-control system board.

each pattern was passed to the audio input of the device to
activate audio file playback. The signals at the audio input
and output of the system board were captured by the audio
analyzer. The audio signals were recorded three times and
then averaged to calculate the playback delay.

Apart from the additional delay, it is also important for the
proposed method to provide a linear frequency response over
the audible range during the pass-through function because
most conferencing platforms suffer from limited audio fre-
quency response (as shown in Figure 2). A third experi-
ment was designed to evaluate the frequency response of the
device. Frequency sweeps from 20 to 20000 Hz were gen-
erated at 1 Vrms as the input signal to the system board. The
audio input and output of the system boardwere then captured
by the audio analyzer to obtain the frequency response.

IV. IMPLEMENTATION
A commercial board was used as the remote-control sys-
tem board during verification of the proposed method. This
commercial board includes a high-performance mainstream
MCU (STM32H735IG) as a low-cost processor that features
a double-precision floating point unit and supports digital
signal processing instructions. This kit also includes a stereo
audio codec with serial audio interface (SAI), two audio jacks
for input and output, and a microSD card slot. These features
make it suitable for remote control with video-conferencing
software since it offers storage and playback of audio files
from the memory card and is capable of efficient FFT of
incoming signals without disturbing the pass-through func-
tion. Figure 5 shows the setup of the proposed method at the
client side. Head and torso simulators and ear simulators were
used to measure the acoustic performance of dBHL from (1).

A block diagram illustrating implementation of the pro-
posed method is shown in Figure 6. The kit is connected to a
video-conferencing device to receive audio signal for sound
pattern recognition. The operation of the processor in the kit
can be divided into three modules: pass-through, FFT, and
playback. The pass-through module enables the audio signal
to go straight from its input to the output via Path A when
no frequency pattern is recognized so that the client can hear
sound from the video-conferencing software as usual. During
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FIGURE 6. Block diagram of the implementation of proposed method in
remote-control system board.

this process, the FFT module constantly monitors the input
signal and performs operations to detect any designated pat-
terns. When a pattern is recognized, the processor interrupts
and disables the incoming audio and activates the playback
module to play the corresponding file that is saved locally
through Path B. With the proposed method, audio-signal-
limiting issues from the conferencing platform can be elim-
inated. Furthermore, the processor operates independently
from the conferencing application. Therefore, no additional
software installation is required for the client computer. Once
the processor is powered and makes the audio connection,
it can work with any device that supports video-conferencing
applications, such as a laptop or a smartphone.

Figure 7 shows the program flowchart when performing
remote control with the video-conferencing software. After
initiating all necessary settings of the direct memory access
(DMA) in the general processor and the codec, the DMA is
prompted to data communication between the processor and
the codec in the SAI frame. This indicates initiation of the
pass-through function. The FFT function is executed when
there is no callback while continuously checking the starting
condition of the playback function. The existence of the target
frequency pattern in amapping table is checked. For example,
the simple pattern in Figure 4 is used and has a trigger
frequency of 7000 Hz and a selective frequency chosen by the
user. The choice of the selective frequency determines which
audio file is to be played. When a target frequency pattern is
recognized, the DMA and codec are immediately de-initiated
to avoid the pattern being heard by the client. The array
index of the corresponding pattern is passed to the playback
function such that the audio file with the index is played.
Finally, de-initiation of the DMA and codec is performed
once again before going back to the pass-through function,
resulting in completion of the remote-control operation.

During verification, one SAI frame consisted of 64 bits
that could be divided into left and right channels so that each
channel contains 32 bits. Both channels carry sample data
with a 16-bit data size. Therefore, there is a 16-bit space
separating each sample data on the bus. A timing diagram of
the pass-through module is shown in Figure 8, where A1, A2,
A3, B1, B2, and B3 represent the sample data with a size of
half buffer. When the full callback fires, three actions occur
in parallel. The first action is the continuous update of sample
data A2 in the first half of the DMA-received buffer with A2
received from the codec input through the path mentioned in

FIGURE 7. Program flowchart of the proposed method.

Figure 6. At the same time, the MCU copies B1 in the second
half of the received buffer to the second half of the DMA-
transmitted buffer. Once it finishes the copying operation,
the MCU switches back to perform FFT to check for any
designated frequency pattern. The third action is continuous
play of A1 in the first half of the DMA-transmitted buffer
through codec output. When the received buffer is half-filled
with A2, the half callback fires so that the MCU begins to
copyA2 into the first half of the DMA-transmitted buffer. The
second half of the received buffer is filled with B2 captured
from the codec input and the codec plays B1 in the second half
of the transmitted buffer. Alternating half and full callbacks
complete the operation cycle.

V. EXPERIMENTAL RESULTS
Table 1 shows the average pass-through delay from 250 to
16000 Hz from the first experiment. The delay was around
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FIGURE 8. Timing diagram of the pass-through module.

TABLE 1. Average pass-through delay of the processor.

42 ms across the measured frequency. The observed steady
delay is due to the method used for handling incoming data.
When half of the received buffer is filled, the data is copied
to the transmitted buffer and is ready to be played. The delay
is the same, regardless of the frequency of the input signal,
since the buffer size is fixed. In the synchronization of audio
and video, a study has shown that a delay of 80 ms is not
noticeable by the majority of subjects and that most subjects
responded that annoyance related to the delay is acceptable
[46]. Therefore, the additional delay introduced using the
proposed method is not significant and will not have any
effect on the perceived quality of the conferencing service.

In the second experiment, the MCU successfully recog-
nized all patterns and played corresponding audio files. The
average playback delay is shown in Figure 9. The delay
obtained across the measured frequency range stays between
564 and 575 ms, which is the normal playback time of the
general MP3 player. A higher performance processor can
be used to reduce this time. Finally, the frequency response
of the low-cost processor is shown in Figure 10. Compared
with the input signal, loss of signal amplitude is observed
from 20 to 100 Hz. The maximum difference is only around
0.5 dBV, which is relatively small and less likely to cause
any noticeable changes in the perceived audio signal. The
frequency response stays flat across the 100 to 20000 Hz
range.

Experimental results showed that the proposed remote-
control method can be implemented to ensure reproduction
of audio playback at the client side with control at the

FIGURE 9. Timing diagram of the pass-through module.

FIGURE 10. Processor frequency response.

service provider side using audio signals with a designated
frequency pattern. The reliability of the system is evaluated
in the second experiment in which the system successfully
switched to audio playback when it recognized the unique
frequency pattern and retuned to pass-through of audio from
video-conferencing platform after playback. The low-cost
MCU implementation also allows thismethod to be employed
without creating a large financial burden for users. Therefore,
this verifies the ability of the proposed method to deliver a
linear audio signal across the audible range while overcoming
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limitations observed in most conferencing platforms without
relying on the audio files from the internet.

VI. CONCLUSION
In this article, a remote-control method that uses a low-cost
processor is proposed for providing health services involv-
ing sound through video-conferencing software. The method
was evaluated using a remote-control system board in three
experiments. The results demonstrate that the output audio
signal has a flat frequency response across the audible range.
This method ensures generation of accurate, reliable, and
repeatable audio playback in terms of frequency and ampli-
tude. Therefore, this method is suitable for smart healthcare
applications, such as audiometry, auditory behavioral tests,
and music therapy. More complicated sound patterns, such
as speech, can be used for recognition to deliver more audio
signals in future.
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