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ABSTRACT Computational analysis of multi-agent trajectories is a fundamental issue in the study of
real-world biological agents. For trajectory analysis, combining movement data with labels (e.g., whether
a team scores in a ball game) can provide additional insights compared to relying only on trajectory data.
However, existing deep-learning-based methods consider only single-agent animal trajectories, and cannot
be directly applied to multi-agent trajectories in sports. In this paper, a comparative analysis method to
analyze multi-agent trajectories in ball games is proposed. A neural network approach based on an attention
mechanism using multi-agent motion characteristics (e.g., the distances between agents and objects) as
the input is adopted, which is designed to detect distinct segments in trajectories of given classes. This
enables us to understand differences between classes by highlighting segmented trajectories and which
variables correlate with the given labels. The effectiveness of our approachwas verified by comparing various
baselines with effective/ineffective attack labels and goal/non-goal labels using different sizes of the dataset.
The effectiveness of our method is also demonstrated by analyzing the attacking plays in an NBA dataset.

INDEX TERMS Machine learning, trajectory analysis, interpretability, multi-agent systems.

I. INTRODUCTION
The development of measurement technologies, e.g., global/
local positioning and camera-based systems has enabled the
computational analysis of multiple living agents in the real
world. Recent progress has led to an improved comprehen-
sion of the underlying principles governing real-world multi-
agent behaviors, which is a fundamental issue across several
scientific and engineering domains. When the elements of
real-world multi-agent systems are not physically linked,
their underlying rules are often poorly understood [1], [2].
To gain insight into multi-agent movements, mathematical
models that rely on basic rules can be used. For instance,
social force models [3], which posit a force acting among
individuals, have been widely used to study pedestrian behav-
iors. These models, under certain assumptions, have also
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been applied to more complicated behaviors such as those
observed in team sports [4], [5], [6]. However, the complex-
ity of higher-order social interactions, cognition, and body
dynamics makes it mathematically challenging to model the
general multi-agent behaviors of living organisms such as
in team sports [7]. Consequently, a model-free (or equation-
free) and data-driven approach is necessary to improve our
understanding of these behaviors [2], [8].

Data-driven modeling is a powerful tool that can extract
information and make predictions from complex real-world
data. Machine learning has actively studied the learning pro-
cess of models with complex, nonlinear structures such as
neural networks [9]. Although these models can offer higher
expressiveness and predictive performance, their results can
be challenging to interpret, creating a trade-off between
interpretability and expressiveness (or predictability). This
challenge is particularly important for practical applications
in actual sports games, where coaches and players need
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FIGURE 1. Our framework of multi-agent trajectory comparative analysis using MADCA. (a) Multi-agent trajectories of classes A and B are given. In this
example, the initial positions of the ball, shooter (including a ball lost case), passer, and defenders 1 and 2 are presented as b, s, p, d1, and d2,
respectively. (b) Input feature sequences are computed by pre-processing. (c) A MADCA model called MADCA-net comprises a 1D convolutional neural
network (CNN) and gated recurrent unit (GRU) with attention mechanism and outputs classification results. (d) The main outputs are classification
results, highlighted trajectories (left), attentions for each layer and time (middle), and attended features (right). For details, see Sections III-B and III-E.

information about why a goal was scored and the character-
istics observed in subsequent plays.

Currently, the trajectory data of players and the ball
in professional sports (e.g., basketball or soccer) can be
accessed. For trajectory analysis, combining with labels
(e.g., good or bad attacks in ball games) can provide insights
compared to only trajectory data. There have been many
approaches for supervised and unsupervised learning of
multi-agent trajectory data (see Section II). Compared with
previous approaches, the analysis of multiple player trajecto-
ries by highlighting the difference between labels to under-
stand multi-agent behaviors is focused on. In a different
research field, that of animal trajectory analysis, compar-
ing two data classes to obtain useful insights is referred to
as comparative analysis using DeepHL [10]. However, this
deep-learning-based method used only single-agent animal
trajectories; multi-agent motion characteristics (e.g., the dis-
tances between agents) were not considered.

In this paper, a comparative analysis method to analyze
multi-agent trajectories in a ball game is proposed, which we
call Multi-Agent Deep-learning based Comparative Analysis
(MADCA, Fig 1). A neural network approach based on an
attention mechanismis adopted, which is the combination of
convolutional neural network (CNN) and an recurrent neural
network (RNN), to detect distinct segments in trajectories of
given classes (Fig 1c). This method enables us to understand
the differences between classes by highlighting segmented
trajectories and identifying which variables correlate with the
labels (Fig 1d). Our approach was verified by comparing
various ablated models and demonstrated its effectiveness

through use cases that analyze the difference between effec-
tive and ineffective attacks in US National Basketball Asso-
ciation (NBA) games. For example, based on the correlation
between attention values and the handcrafted features, the
distance between the shooter and the shooter defender was
selected and the histograms of the selected feature were
clearly different between the effective and ineffective attack
classes.

The main contributions of this paper are as follows:
(i) MADCA is proposed, a comparative analysis method

to analyze multi-agent trajectories in ball games, the
goal of which is to understand the differences between
classes by highlighting segmented trajectories and
which variables correlate with the labels.

(ii) A neural network approach based on an attention mech-
anism is adopted that uses multi-agent motion charac-
teristics (e.g., the distances between agents and objects)
as input and detects distinct segments in trajectories of
given classes.

(iii) Our approach is verified by comparing various ablated
models with effective/ineffective attack labels and
goal/non-goal labels, using different sizes of the dataset.
We also demonstrate the effectiveness of our method
through use cases that analyze the difference between
effective and ineffective attacks in the NBA dataset.

The remainder of this paper is organized as follows. First,
an overview of related work is presented in Section II. Then,
our method is described in Section III. The experimental
results are presented and discussed in Sections IV and V,
respectively.
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II. RELATED WORK
Traditional methods without machine learning in various
fields typically rely on researchers’ experience and estab-
lished theories to evaluate the characteristics of multi-agent
behaviors. For example, researchers have calculated the
distances and relative phases of two athletes (e.g., [11],
[7], [12]), speeds of movements (e.g., [13]), frequencies
and angles of actions (e.g., shots [14] and passes [15],
[16], [17]), as well as their representative values (e.g., average
and maximum values). Although this quantitative approach is
powerful, easy to interpret, and applicable to small datasets
in specific sports, it may not be flexible enough to represent
cooperative/competitive interactions in detail. To address this
limitation, various data-driven methods, including machine
learning techniques, have been developed to extract features
and rules automatically.

Learning-based approaches that utilize positional data
of players can be broadly categorized into unsupervised
and supervised learning approaches. Unsupervised learning
methods allow algorithms to infer functions that describe
hidden structures from unlabeled data, which can be useful
for knowledge discovery from data without clear hypotheses.
Typical unsupervised methods in sports trajectory analysis
include dimensionality reduction [1], [8], [18], [19], [20],
[21], [22], [23], [24], [25], [26], [27] and clustering [28], [29],
[30], [31], [32], [33], [34]. However, the lack of objective
variables in unsupervised learning may make it difficult to
interpret the results and verify the methods when complex
models are used.

Supervised learning methods, which infer a function from
labeled training data, can be useful for classification and
regression. A simple approach is to input static features
for classification or regression (e.g., [35], [36], [37], [38],
[39], [40], [41], [42]) using, e.g., linear discriminant anal-
ysis (LDA), logistic regression, or support vector machine
(SVM) with hand-crafted static features. However, com-
plex multi-agent behaviors often require reflecting the time-
series structure of data, which can be achieved by combin-
ing dynamic features with unsupervised learning or neural
networks [1], [8], [23], [27], [43], [44], [45]. Although neu-
ral network approaches are flexible (e.g., trajectory predic-
tion [46], [47], [48], [49], [50], [51]), they sometimes lack
interpretability. To obtain interpretable spatial representa-
tions, several approaches have been developed such as using
matrix [52] and tensor [53], [54] factor models, and Poisson
point processes [55] that focus on on-ball behaviors. Com-
pared with these approaches, the analysis of the trajectories
of multiple players to understand multi-agent behaviors is
focused on.

III. METHODS
In this section, the dataset is first described, then our machine
learning model, preprocessing, and analysis procedures.

A. DATASET
A basketball dataset from the NBA 2015-2016 season, pre-
processed by the STATS SportVU system (Northbrook, IL,
USA) was used, which contains the positional data of play-
ers and the ball (at a frequency of 25 frames per second).
600 games from the dataset was chosen because we deemed
that this represented sufficient data. The positional data con-
tained the (x,y) positions of each player on the court, and
the (x,y,z) coordinates of the ball. The dataset was divided
beforehand into attack segments from the start of the attack
(ball possession of the team or already divided segmentation
in the raw data) to the transition to the next attack. The end
of the attack segment is defined as being when a shot is
made or the ball is lost (known as a turnover in basketball).
The data contained a total of 45,307 attacks, sub-sampled
at 10 Hz, i.e., the time between each point coordinate is
always 0.1 seconds. In our dataset, there were 18,021 shot
successes, 27,286 shot failures (including 7131 turnovers),
22,159 effective attacks, and 23,148 ineffective attacks (the
definitions of effective/ineffective attacks are described in
Section III-C). The probabilities of scoring, given the attack
was effective and ineffective, were 0.466 and 0.333, respec-
tively, which indicates that the effective attack indicator is
valid in terms of scoring on average. However, in a strict
sense, scoring and effective attack are different (for further
detail, see Section III-C).

In our analysis, the trajectories of five agents (Fig 1a)
is considered. These five agents comprise the ball and four
players: the shooter (or the last player who was on the ball,
including a ball lost case), the defender of the shooter at
the last frame (called DF1), the last passer to the shooter
(called passer), and the defender of the last passer at the last
frame (called DF2). These agents were selected because the
verification of our approach is focused on and all trajectories
may be too diverse for the model to learn a good representa-
tion for highlighting the differences between the two labels.
In general, this is a multi-agent role assignment problem for
an unsorted diverse dataset (see e.g., [31]). This problem
is avoided by using only predetermined roles about four
players and the ball. It is considered that it is more difficult to
determine the roles in a fixedmanner as the number of players
increases, and fewer players may be less informative in this
analysis. Then the interval from the ball-receiving time of the
passer to the end of the above attack segment was analyzed.

B. PROPOSED MODEL
The proposed method is designed to help understand the dif-
ferences between classes of multi-agent trajectories in sports
by highlighting segmented trajectories and which variables
correlate with the labels. To this end, a comparative analysis
method is proposed to analyze multi-agent trajectories called
MADCA, which extends the single-agent trajectory DeepHL
framework [10] to the multi-agent trajectory problem.
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Similar to [10], our method assumes that there are two classes
of trajectory data with different properties such that each
trajectory belongs either to class A or B (e.g., scored or not).
Here, the neural networks for MADCA is explained, which
are shown in Fig. 1c. The pipeline of MADCA is briefly
introduced such that:
(i) Our network (hereafter called MADCA-Net) is first

trained on the trajectory data from two classes, which
is the combination of CNN and RNN.

(ii) The attentionmechanism inMADCA-Net computes the
attention value of each time stamp of the trajectory.

(iii) After obtaining the attention, distinctive parts of the
trajectories in two classes are highlighted using the
attention in a particular layer. To find such a layer
(hereafter referred to as a ‘‘distinctive layer’’), the score
is computed for each layer using the attention value.

(iv) MADCA also extracts the highlighted segments with
handcrafted features, which is based on the correlation
between the attention values and the handcrafted fea-
tures (Fig. 1d middle).

Next, the input of the model is described. The input is a
time series of features, an lMAX × Nf matrix, where lMAX is
the maximum length of the input trajectories and Nf is the
dimensionality of the features. The features in DeepHL [10]
include basic features used in locomotion analysis (e.g., posi-
tion and speed). In this study, multi-agent motion features
such as the distances between the K agents and an object
(e.g., a goal called a ring in basketball) are used. For further
details of the input features, see Subsection III-C. Since the
lengths of the trajectories are not identical to each other, the
missing elements are masked when training the network.

MADCA-Net classifies a trajectory into either class and to
output the segments of a trajectory to which the distinctive
layer pays attention. Figure 1c shows the architecture of
MADCA-Net, comprising four stacks of 1D convolutional
layers and a gated recurrent unit (GRU) [56] layer, which is
one of RNN architectures. As used in DeepHL [10], the 1D
convolutional layers (the orange-colored blocks in Fig. 1c)
extract short-term features. To extract features at different
levels of scale, in each 1D convolutional layer, we extract
features using a kernel size or filter width Ft , which are
3%, 6%, 9%, and 12% of lMAX in the four convolutional
stacks. A step size or stride of one sample is used in terms of
the time axis. Padding is employed to ensure that the length of
the outputs of a given layer are corresponded with that of the
inputs to the layer. The convolutional stacks are constructed
to extract features at different levels of scale by utilizing
different filter sizes across the different stacks.

In contrast, the GRU layers tend to extract features reflect-
ing long-term dependencies (the configuration of the atten-
tion mechanism is the same as in the 1D convolutional
layers). Compared with DeepHL [10], which uses long
short-term memory (LSTM), we used a GRU, which has a
smaller number of parameters than LSTM, since in prelimi-
nary experiments, the original DeepHL models took a long
time to train. In addition, because we believe last-moment

information (e.g., shot) will be important, and the different
levels of abstraction may not be important for multi-agent
trajectory data in sports, a simple two-layer GRU is imple-
mented rather than four stacks of LSTMs with different layer
sizes [10].

In order to identify which segments of the trajectories are
significant for each layer, an attention mechanism [57] is
incorporated into the model as illustrated in Fig. 1c. The
output of each 1D convolutional/GRU layer for an input
trajectory is used to calculate the attention vector such that

a = softmax (tanh(WaZ⊤
+ ba)), (1)

where a ∈ R1×lMAX . This shows the importance of each time
stamp in the trajectory and is also used to highlight parts of
the trajectory. An attention vector has the same length as the
trajectory, where lMAX is the maximum length of the input
trajectories. Matrix Z ∈ RlMAX×N is an output of the 1D
convolutional/GRU layer, where N is the number of nodes
in the convolutional/GRU layer. Wa ∈ R1×N and ba ∈

R1×lMAX are the weight matrix and its bias, respectively. The
softmax function ensures that the sum of all output values is
equal to one, while the tanh function constrains the output
value of its input to a range between -1 and 1. The attention
mechanism is implemented as a neural network in MADCA-
Net, specifically using layer-wise attention as indicated by
the aqua-colored blocks in Fig. 1c. The attention vector a
is multiplied by the outputs of the 1D convolutional/GRU
layer using matrix multiplication (MatMul), as shown by
the khaki-colored blocks in Fig. 1c. The outputs of all layers
are concatenated and then used to estimate the class (Class A
or B) in the final layer of MADCA-Net, which is a densely
connected output layer using the softmax function, as shown
in Fig. 1c. As mentioned above, the model is designed to
calculate attention information at different levels of scale
using 1D convolutional/GRU layers.

It is noteworthy that the parameters in Eq. (1) for each
layer, including Wa, ba, and the parameters in the convolu-
tional and GRU layers, are estimated in the training. The tanh
activation function is introduced into Eq. (1) to smooth the
output attention. Without the tanh function, if an outlying
large value is included in WaZ⊤

+ ba at time t , attention
values other than those at time t become extremely small.
This causes only one data point to be colored in red when
visualizing a trajectory using such attention values, making it
difficult to identify important segments.

For processing the layers in MADCA-Net, a scoring sys-
tem is employed, similar to that used in DeepHL [10], using
the following equation:

s(Ai,CA ,Ai,CB ) = sfc(Ai,CA ,Ai,CB ) + sit(Ai,CA ,Ai,CB ), (2)

where Ai,CA and Ai,CB with the ith layer are sets of attention
vectors calculated from trajectories belonging to class A and
B, respectively. Since an attention vector from a distinctive
layer is expected to exhibit high values within a restricted
range of segments, sfc(Ai,CA ,Ai,CB ) computes the average

43308 VOLUME 11, 2023



Z. Ziyi et al.: Multi-Agent Deep-Learning Based Comparative Analysis of Team Sport Trajectories

variance of the attention values, which is normalized based
on the average trajectory length, as follows:

sfc(Ai,CA ,Ai,CB )

=

√√√√ 1
|Ai,CA ∪ Ai,CB | · l(Ai,CA ∪ Ai,CB )

∑
a∈Ai,CA∪Ai,CB

Var(a),

(3)

where Var(·) computes the variance and l(·) computes the
average trajectory length. Using l(Ai,CA ∪ Ai,CB ), the com-
puted variance is normalized. To prevent a larger variance for
longer trajectories because the softmax function in Eq. (1)
ensures that all values sum to one, the average variance is
normalized using the average trajectory length.

Additionally, to assess the difference in attention value dis-
tributions between the two classes, the score sit(Ai,CA ,Ai,CB )
is computed as follows:

sit(Ai,CA ,Ai,CB ) = (1 − Intersect (h(Ai,CA ), h(Ai,CB ))). (4)

Based on DeepHL [10], h(·) computes a normalized his-
togram of attention values with 200 bins, and Intersect(·, ·)
computes the area of overlap between the two histograms.
Specifically, the computation is given by the equation:

Intersect (H1,H2) =

∑
i

min(H1(i),H2(i)), (5)

where H1(i) denotes the normalized frequency of the ith bin
of histogram H1.

C. PROCESSING PROCEDURE
Here, the steps taken in this study are described to compute
the input features and target labels for MADCA-net. For the
input features, the variables used in DeepHL [10] are first
computed: position, speed, and distance from the initial loca-
tion for each agent. The location data have two dimensions,
while the speed (the norm of two-dimensional velocity) and
distance from the initial location have one dimension for each
agent. In this study, as multi-agent features, various distances
among the agents and the ring (a fixed object) were added:
shooter-DF1, shooter-DF2, passer-DF1, passer-DF2, shooter-
ring, passer-ring, and ball-ring. Furthermore, the moving
average, and moving variance of the above variables as per
DeepHL [10] are computed.

Next, the steps are described to compute target labels.
Two types of labels are considered: goal/no-goal and effec-
tive/ineffective attacks. The two MADCA-Nets were trained
separately using the two types of labels. The goal/no-goal
label can be straightforwardly defined based on the results
of the attacks. However, since goal predictions are difficult in
general (e.g., [8], [27]), another label was defined to be based
on whether or not a particular play was an ‘‘effective attack,’’
rather than whether a goal was scored in a particular play.

The tactics and strategy of a coach and team may be most
influential up until the point at which there is a good scoring
opportunity to make a shot, and it is then the skills/form of the
individual player that determines whether this opportunity is

actually converted into a goal. A good scoring opportunity
in basketball is considered to be a shot being attempted in
a context in which there is a high expected probability of
scoring, based on historical attempted and successful shots.
Therefore, an interpretable and simple indicator is computed
from available statistics (i.e., based on the frequency) to
evaluate whether a player makes an effective shot attempt,
rather than using a label based on whether a goal was scored
or a learning-based score prediction model.

From the available NBA statistics, two basic factors were
focused on for effective attacks at an individual player level:
the shot zone on the court and the distance between a shooter
and the nearest defender. This is based on the previous
work [51] that only uses shooter and DF1 information (not
all four players). These two factors are considered important
for basketball successful shot prediction [7], [8], [27]. In the
NBA advanced stats [58], Probabilities of successful shots
attempted in each zone and distances for each player can be
accessed. The shot zones are separated into four areas: the
restricted area, in-the-paint, mid-range, and 3-point area. The
restricted area is defined as the area within a radius of 2.44 m
(the distance between the side of the rectangle and the ring)
from the ring. The in-the-paint area is defined as the area
within a radius of 5.46 m (the distance between the ring and
the farthest vertex of the rectangle) from the ring. The three-
point area is defined as the area that is outside of the 3-point
line. The mid-range area is the remaining area. The shooter’s
distance from the nearest defender is categorized into four
ranges: 0-2 feet, 2-4 feet, 4-6 feet, and more than 6 feet.

An effective attack is defined as one that meets the follow-
ing criteria:

• The shooter’s position in the restricted area is
effective at any distance (because a defender is
often located near the shooter).

• The shooter’s position in the paint and mid-
range is effective at a distance of 6 feet or
more from the nearest defender (this range is
regarded as ‘‘open’’ in theNBA advanced stats.

• The shooter’s position in the 3-point area is
effective when a player with a shot success
probability of at least 0.35 attempts a shot at
a distance of 6 feet or more from the nearest
defender (because some players do not shoot
tactically).

Based on the statistics in the 2014/2015 season and the track-
ing data, The probabilities of successful shots were computed
for each zone and the distances for each player. The proba-
bility of the player who attempted shots less than 10 times
was computed as the probability of the player that is of the
same position (i.e., guard, forward, center, guard/forward,
and forward/center based on their registration in the NBA
2014/2015 season). It should be noted that certain character-
istics of a good shot can differ depending on the court location
and context, for example, for 2-point and 3-point shots. Note
that, unfortunately, those for only two areas (the 2-point and
3-point areas), with four distance categories could be
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FIGURE 2. Prediction performances of all models. The effective/ineffective attack prediction and goal/non-goal
prediction accuracies (a,b) and F1-scores (c,d) are shown.

accessed. Thus, the shot success probabilities in the restricted,
in-the-paint, and mid-range areas were computed using those
from the 2-point area.

D. TRAINING
MADCA-Net was trained on 80% of the trajectories, which
were randomly selected, to minimize the binary classifica-
tion error on the training data, employing backpropagation
based on the Adam optimizer. Then, the trainedMADCA-Net
was tested using the remaining 20% of trajectories to com-
pute the classification accuracy. All models were trained for
50 epochs, and there were 128 neurons in each convolu-
tional/GRU layer. To reduce an overfitting, dropout was used
with a rate of 0.5.

E. ANALYSIS
In our analysis, our methods were first validated in terms
of classification performance. Then, example visual analyses
were shown using our framework. Lastly, analyses of team
performances were demonstrated.

To validate our methods in terms of classification perfor-
mance, we used accuracy and F1-score metrics. Although
the accuracy evaluates both true positives and negatives, the
F1-score evaluates whether the true positives can be classi-
fied without considering the true negatives. The F1-score is
expressed as

F1score =
2 × Precision × Recall
(Precision + Recall)

, (6)

where the Recall is defined as the ratio of the sum of true
positives and true negatives to the number of true positives
(the true-positive rate), and the Precision is defined as the
ratio of the sum of true positives and true negatives to

false positives. When comparing our full model, CNN-
RNN (MADCA), to two ablated models, separating 1D CNN
and GRU (RNN) models was considered. Our approach was
verified by comparing the models with effective/ineffective
attack labels and goal/non-goal labels, using different dataset
sizes (1,024, 8,192, and all 45,307 samples). It is speculated
that 1K is a minimum size of the training and 8K is roughly
an intermediate size between the minimum and full sample
sizes in a log scale. Note that it is not obvious that more
data provides a better result in this dataset and these tasks
if a classification task is inherently difficult or some aspect
of the model or input features is wrong. To examine these
possibilities, we verified our approach using different dataset
sizes. With 5 different random seeds when splitting the data
into training and testing sets, the mean and standard deviation
of the classification performances were evaluated.

To understand the meaning of the highlights, as per
DeepHL [10], the Pearson correlation coefficients between
the attention values of each layer and handcrafted features
was computed as shown in Fig. 1d middle. Based on the cor-
relation coefficients, the highlighted trajectories (Fig. 1d left)
were ploted. For feature analysis, the differences between
the distributions of each handcrafted feature for two classes
within the highlighted segments were computed [10] as
follows:

diff(Ai,CA ,Fj,CA ,Ai,CB ,Fj,CB )

= 1 − Intersect (h(m(Ai,CA ,Fj,CA )), h(m(Ai,CB ,Fj,CB ))),
(7)

where Fj,CA is a set of time series of the jth handcrafted
feature, calculated from trajectories belonging to class A.
In addition, m(·, ·) is a masking function that extracts feature
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FIGURE 3. Example results of MADCA in effective and ineffective attacks. (a,d) Example highlighted trajectories on a basketball
court, (b, e) Example attention values and feature sequences, and (c,f) Distinctive attended feature histogram for a test dataset.
In the highlighted trajectories, blue, red, and green represent the ball, attacker, and defender when the features are distinctive
between the labels (otherwise, they are white). Attention sequences (blue) are presented with a specific feature (red). The
attended feature histogram is based on the distinctive features between the labels during the specific (highlighted) interval.

values within the highlighted segments. Distinctive fea-
tures were selected based on this value and plotted a his-
togram to understand the attended (or highlighted) features
(Fig. 1d right).

Finally, for team analysis, the average number of effective
attacks and goals was analyzed to examine the effective attack
label as a team evaluation metric. Pearson correlation coef-
ficients (r-value) was computed between statistical results
(e.g., actual goals and effective attacks) and the 2015-16
NBA season results (field goal percentage, and field goal
scores), which were obtained from the official NBA website
(nba.com). For season results, It was confirmed that field
goal percentage was very highly correlated with the season
ranking (τ = −0.990 using Kendall’s τ ), which suggests
the field goal percentage reflects the team winning, whereas
the field goal scores reflect more offensive aspects. Since the
sample size was small (N = 30) in the correlation analysis,
the r value was used as an effect size for evaluation, rather
than the p-value. As described in a previous study [59], cor-
relation coefficients less than 0.20 can be interpreted as slight,
almost negligible relationships, between 0.20 and 0.40 as low
correlation; between 0.40 and 0.70 as moderate correlation;
between 0.70 and 0.90 as high correlation, and correlation
greater than 0.90 as very high correlation.

IV. RESULTS
The purpose of our experiments was to validate our methods
for application to real-world team sports data. To this end,
our methods were first validated in terms of classification

performance. Then, example visual analyses were presented
using our framework. Lastly, quantitative analyses of team
performance were shown using our approaches.

A. MODEL VALIDATION
First, our methods were validated in terms of classifica-
tion performance. Our approach was verified by compar-
ing two baselines with effective/ineffective attack labels and
goal/non-goal labels, using different sizes of the dataset
(1,024, 8,192, and all 45,307 samples), as shown in Fig. 2.
First, as the size of the datasets increased, the predic-
tion performances increased in all models and predictions,
indicating that all models would benefit from a greater
amount of data. Compared with the goal/non-goal predic-
tion models, effective/ineffective attack prediction models
show better performance, which seems reasonable because
goal/non-goal prediction is inherently more difficult than
effective/ineffective attack prediction. Thus, we basically
used the effective/ineffective attack prediction model was
basically used with all data for the following analysis. Among
the threemodels, in the effective/ineffective attack prediction,
the performance was better in descending order of RNN,
CNN-RNN (MADCA-Net), and CNN. In the goal/non-goal
prediction, the differences among the models were similar.
The prediction performance of the RNN was better than
that of MADCA-Net and CNN, but to find the distinctive
(highlighted) part of trajectories was aimed, which can be
modeled by a 1D CNN. Then, MADCA-Net was used for the
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following analysis, which combined the interpretability of the
1D-CNN model and the predictability of an RNN model.

B. EXAMPLE ANALYSIS
Next, example visual analyses were shown using our
framework. In this subsection, example results of effec-
tive/ineffective attacks were presented in Fig 3, and then those
of goal/no-goal attacks were presented in Fig 4.
First, distinctive layers were found by computing a score

for each layer by providing a ranking of the layers based
on the calculated scores. In both effective/ineffective and
goal/no-goal attacks, the last layer of the fourth 1D-CNN is
the distinctive layer, which means that the longest filter width
in 1D CNN layers was selected.

Next, trajectories colored by the identified distinctive layer
were compared. In the example of Fig. 3d (colored by a
distinctive layer with the highest score), the start and end seg-
ments of an effective attack trajectories were highlighted in
color. On the other hand, in the example of Fig. 3a, almost no
trajectory segments in an ineffective attack were highlighted.
Qualitatively, the latter (Fig. 3a) may be a usual attacking play
from the top position (and, therefore, not distinctive), while
the former (Fig. 3d) may be an effective shooter movement
for creating a scoring opportunity.

Lastly, we tried to understand the meaning of the high-
lighted segments. MADCA offers two methods for compre-
hending the rationale behind the attention drawn to a specific
segment through a distinctive layer. First, a correlation is
computed between the time series of attention values and
each of the pre-computed handcrafted features. In effec-
tive/ineffective attacks, the distance between the shooter and
DF1 (the shooter defender at the last frame) was selected,
which seems reasonable because the shooter-DF1 distance
is related to shot performance. In Figs 3b and e, activation
in attention and the shooter-DF1 distance were negatively
correlated, which indicates that MADCA-Net focused on
the scoring opportunities with larger shooter-DF1 distances.
Second, the difference was provided in distributions of each
handcrafted feature among the two classes within the high-
lighted segments. In Figs 3 c and f, the histograms of the
attended feature (in this case, the shooter-DF1 distance) were
different between effective and ineffective attacks, which
indicates that the attended feature can distinguish between the
effective and ineffective attacks.

Next, example MADCA results of goal/no-goal attacks
was shown in Fig 4. In the example of Fig. 4a, the start
and end segments of an effective attack trajectories were
highlighted in color. On the other hand, in the example
of Fig. 4a, almost no trajectory segments were highlighted
in a no-goal play. Qualitatively, this may not provide use-
ful information because we want to know the highlighted
trajectories (i.e., movements) in goal plays rather than no-
goal plays. As a distinctive feature, in goal/no-goal attacks,
the DF1 y-coordinate was selected, which seems some-
what reasonable but not essential information about multi-
agent interaction because this feature indicates that a shooter

TABLE 1. Rankings and statistics of teams in the 2015-2016 NBA season
including season field goal (FG) percentages and points, as well as
statistical results (mean actual goals and effective attacks from our data).

defender retreated toward the end-line of the court but there
is no information about the shooter. In fact, there was
almost no correlation between activation in attention and
the DF1 y-coordinates in Figs 4 b and e. In Figs 4 c and f,
the histograms of the attended feature (in this case, DF1’s
y-coordinate) were almost the same in goal and no-goal
plays, which indicates that it would be difficult to distinguish
between the two types of plays using the attended feature.
Note that, in the above two cases, the information of all fea-
tures (e.g., passer and DF2) were considered in this analysis.
According to the procedure in Section III-E, we selected and
showed the distinctive features.

C. TEAM ANALYSIS
Lastly, quantitative analyses of team performance is shown to
examine the effective attack metric.

Table 1 shows the 2015-2016 rankings and season field
goal percentages and points, as well as statistical results
(e.g., actual scores and effective attacks) for each team.
The season performance (1,230 games) was estimated
using tracking data from a subset of the season’s games
(600 games).

To gauge the importance of these metrics, using the results
from Table 1, Pearson correlation coefficients was computed
between the statistical results (actual goals and effective
attacks) and 2015-16 NBA season results (field goal (FG)
percentage and points). Note that the Golden State Warriors
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FIGURE 4. Example results of MADCA in goal/no-goal attacks. (a,d) Example highlighted trajectories on a basketball court,
(b, e) Example attentions and feature sequences, and (c,f) Distinctive attended feature histograms for a test dataset are shown.
Color configurations are the same as those in Fig 1.

TABLE 2. Pearson’s r -values with each of the quantitative metrics from
our data and team performance in the 2015-2016 season (excluding the
Warriors).

was excluded, who had a record win-to-loss ratio (73 wins
and 9 losses) at the time, from the analysis because the War-
riors had, by far, the highest season FG points (8,055) in the
league (the second highest was Oklahoma City Thunder with
7,422). From Table 2, the results show that, mean actual goals
had moderate and low positive relationships with season FG
percentage (r = 0.595) and points (r = 0.296), respectively.
Mean effective attacks, on the other hand, had low positive
correlations with season FG percentage (r = 0.237) and
points (r = 0.349), respectively. From these results, the mean
FG goal from our data can estimate season FG percentage,
which seems reasonable given it is the same data, and the
mean effective attacks can estimate season FG points better
than the mean FG goals from our data. The results may
be related to the effective attack considering the shot area
(including 2- and 3-points). Note that, from the correlation
results, it is difficult to directly examine the effectiveness
of an effective attack because there is no ground truth of
an effective attack without considering the scoring results.
In other words, the correlation is examined with scoring
results but the higher correlation does not mean higher relia-
bility. These results are discussed in the next section.

V. CONCLUSION
In this study, a comparative analysis method called MADCA
was proposed, which analyzes multi-agent trajectories in
ball games. Our approach was verified by comparing var-
ious baselines with effective/ineffective attack labels and
goal/non-goal labels, using different sizes of the dataset. The
effectiveness of our method was also demonsteated through
use cases that analyze the difference between effective and
ineffective attacks in the NBA dataset. In this section, our
experimental results, the potential limitations of this study,
and avenues for future work are discussed.

Our approach can extract distinctive layers in MADCA-
Net and features in the effective/ineffective attack prediction
task, as shown in Fig 3. However, specifically, for goal/non-
goal prediction, when the trajectories of ball sports are dealt
with, note that all trajectories may not have the characteristics
of a specific class. For example, the shooting skills of a
shooter and the randomness of the successful shot affect the
goal/non-goal prediction performance. In addition, we can
speculate that in top-level teams (e.g., Warriors), players can
score even in ineffective situations because of their supe-
rior shooting skills. Although it is inherently difficult to
validate the effective/ineffective attack metric as mentioned
above, we believe it would be more plausible than the met-
ric based on goal/non-goal prediction from these prediction
performances. For future work, in trajectories in ball sports,
there can be dynamic and detailed labels such as team plays
(e.g., screen plays [41], [60]). Utilization of such dynamic and
detailed labels may be expected to provide more practical and
interpretable results.
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In this study, five agents (four players and the ball)
were considered to improve interpretability and avoid the
role assignment problem. However, in more general cases,
all agents (in basketball, 11 agents) should be considered.
A graph neural network [49], [51], [61] could be applied
to improve predictability and a Gaussian mixture model
[47], [50] to address the role assignment problem in order
to improve the interpretability of this problem. Combining
improvements in predictability and interpretability remains
an avenue for future work.
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