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ABSTRACT AI-generated images have gained in popularity in recent years due to improvements and
developments in the field of artificial intelligence. This has led to several new AI generators, which may
produce realistic, funny, and impressive images using a simple text prompt. DALL-E-2, Midjourney, and
Craiyon are a few examples of the mentioned approaches. In general, it can be seen that the quality, realism,
and appeal of the images vary depending on the used approach. Therefore, in this paper, we analyze to what
extent such AI-generated images are realistic or of high appeal from a more photographic point of view
and how users perceive them. To evaluate the appeal of several state-of-the-art AI generators, we develop a
dataset consisting of 27 different text prompts, with some of them being based on the DrawBench prompts.
Using these prompts we generated a total of 135 images with five different AI-Text-To-Image generators.
These images in combination with real photos form the basis of our evaluation. The evaluation is based on an
online subjective study and the results are compared with state-of-the-art image quality models and features.
The results indicate that some of the included generators are able to produce realistic and highly appealing
images. However, this depends on the approach and text prompt to a large extent. The dataset and evaluation
of this paper are made publicly available for reproducibility, following an Open Science approach.

INDEX TERMS Image appeal, AI-generated images, image aesthetic.

I. INTRODUCTION
Recent developments in image processing have led to an
increase in the popularity of AI-generated images. Such gen-
erators are, for example, DALLE 2,1 Midjourney,2 Stable
Diffusion [35],3 Glide [27], or Craiyon [6].4 In general, they
allow users to generate images automatically based on a given
text prompt, which can be used to explore different word
combinations and settings. As for example shown in [28],
where small adjustments to given text prompts may have a
large impact on the appeal generated of the image. Most of
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1https://openai.com/dall-e-2/
2https://www.midjourney.com/
3https://huggingface.co/spaces/stabilityai/stable-diffusion
4https://www.craiyon.com/

the generators provide a web-based interface or have their
implementation open sourced and users can generate several
images using a text prompt as input and select the best fit-
ting image manually. Most of the generators share a similar
common generic approach [40], such as Generative Adversar-
ial Networks (GANs) in combination with natural language
text processing and deep neural network-based upscaling
methods.

Five examples of such generated images are shown in
Figure 1. All images have been created with the same prompt
‘‘Purple flowers with yellow and a small bug’’. The first one
(DALL-E-2) looks natural, however, the bug is not really
visible. In turn, the second example (Glide) shows a yellow
flower, in contrast to the required purple. The middle image
(Craiyon) contains the flower and the bug in accordance with
the text prompt, though, the image has a slightly artificial
look, which may be due to the used upscaling method. The
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FIGURE 1. Examples of images generated with different AI approaches for the text prompt ‘‘Purple flowers with yellow and a small bug’’ (from left to
right: DALL-E-2, Glide, Craiyon, Stable Diffusion and Midjourney).

next image (Stable Diffusion) looks noisy and artificial. The
last image (Midjourney) gets the concepts well, however, the
overall look of the generated image is more artistic similar
to a painting. Here, it is visible, that such AI generators can
produce images matching the provided text prompt, however,
not all images may be realistic and of high visual quality
or appeal. Clearly, the visual appeal depends on the used
generator, hyperparameters, selection criterion, and the used
text prompt.

Within this context, the question arises as to what extent
these generators can be used to create photo-realistic and
highly appealing images. To tackle this problem, we first
needed suitable text prompts to create an appropriate dataset.
Therefore, we started to explore different state-of-the-art
collections for commonly used benchmark text prompts and
use a sub-sampled set of prompts from the DrawBench [36]
queries. Furthermore, we selected 11 real photos (created
by the authors) in advance and created text prompts for
them manually. Using the finally gathered 27 different text
prompts, we generated images for five different text-to-image
generators. These include DALL-E-2 (in the beta phase at
the time of writing), Craiyon, Glide, Midjourney, and Stable
Diffusion as text-to-image generators. For each of the gener-
ators, we created images for all the selected text prompts,
which resulted in a total of 27 × 5 = 135 images, plus
11 real photos, therefore 146 are included in our dataset.
As the objective is to evaluate the realism and the appeal
of the images, we designed a subjective study using our
self-developed tool AVrateVoyager [12]. Within the study,
participants are asked to evaluate the image appeal, image
realism, and how well the given image matches the provided
text prompt. In addition to the subjective evaluation, we fur-
ther evaluate various state-of-the-art no-reference metrics for
image quality and appeal. Besides the no-reference metrics,
different no-reference image quality or appeal raw features
are extracted and evaluated in addition. The analysis also
includes the training of machine learning models, namely
random forest models and others, to check whether the
mentioned metrics or the features can be used to derive pre-
dictionmodels for AI-generated image appeal. All results and
images are publicly accessible,5 as AVT-AI-Image-Dataset,
following anOpen Science approach, to enable reproducibility

5https://github.com/Telecommunication-Telemedia-
Assessment/avt_ai_images

and further investigations. The results indicate that
DALL-E-2 can produce highly appealing and realistic
images, which also depends on the text prompts. On the
other hand, Glide seems to produce the least realistic and
worst appealing images. The subjective evaluation shows,
that the participants are clearly able to distinguish between
realistic and AI-generated images. The considered models
and features were not capable of predicting image appeal
thus highlighting the need for new and more sophisti-
cated features and appeal prediction models. It is shown
that the features can be used to classify and identify
the used AI generators. However, these results are pro-
vided only as proof-of-concept and would need further
investigation.

The article is organized as follows: In Section II a
brief overview of state-of-the-art text-to-image generation
and image appeal is provided. Afterward, in Section III,
an overview of the dataset and the steps for its generation
are outlined. This is followed by an analysis of the subjective
and objective evaluation in Section IV. The paper finally
concludes with a discussion and highlights open and future
work.

II. TEXT-TO-IMAGE GENERATION AND APPEAL
In the following Section, we briefly describe some of the text-
to-image generators and link them to image appeal.

The Craiyon generator [5], [6], previously known as
DALL-E-mini, mainly focuses on providing a good text-
to-image generator, while using limited processing power.
In general, image generation in this case works as follows.
First, the text prompt is encoded using the BART [20]
encoder. Afterward, for each text token, a BART decod-
ing step is performed, and then images are generated using
the VQGAN encoder [8]. Several images are generated and
CLIP [32] is used to select the best matching image. For the
Craiyon model, a public web service is available, and also the
implementation is open-sourced.

Similarly, the Glide image generation model is also open-
source [27]. The evaluation of the Glide model includes
photorealism and caption similarity and showed promising
results. Glide follows a diffusion model approach, where
several steps are performed to ‘‘de-noise’’ an input image to
match a given text prompt. This approach is similar to the
Stable Diffusion model [35].
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Furthermore, there are generators such as DALL-E-2 and
Midjourney, where the internals are not published. How-
ever, in general, most other image generation models are,
for example, based on GANs in combination with the CLIP
model. For example, in [23] Liu et al. present a training-free
method using an off-the-shelf GAN in combination with the
CLIP model. The CLIP model is used to optimize the latent
space of the GAN. The optimized GAN generates images,
which can achieve a maximum semantic relevance score.
In this case, the evaluation was done using the MS COCO
Dataset [21]. The presented approach outperforms state-of-
the-art text-to-image generators like DALL-E-2 or CogView
considering their text prompt matching performance. TheMS
COCO Dataset [21] has been developed for scene under-
standing. It consists of images, object classifications, annota-
tions, segmentations, and captions. With the release of image
transformers [7], the application of such models has also
increased for image-related problems, and some of the afore-
mentioned models use a transformer architecture. Moreover,
in [42] an autoregressive model is presented by Yu et al.
It is based on transformer networks and on a decoder-encoder
structure. By upscaling the model to 20B parameters, the
network achieves very good performance on the MS COCO
Database. The model outperforms state-of-the-art image-to-
text generators, like DALL-E-2 and Imagen considering the
Fréchet inception distance (FID), which is a metric used for
the evaluation of generated images considering the matching
to a reference image. Furthermore, Huang [16] analyzed and
compared DALL-E-2 and two other text-to-image generators
from former generations. Three metrics were used to evalu-
ate the generated images: ‘‘aesthetic’’, ‘‘comprehension and
interpretation’’, and ‘‘creativity’’. They found that DALL-E-2
can produce images with a high level of aesthetic quality,
which outperforms the former generations. Other approaches
may use lookups for databases. For example, Chen et al. [3]
present a text-to-image generator model that uses a retrieval
database to collect images for text prompts that are too
specific or have not been covered by the training dataset
considering their semantics. The model is able to retrieve
(image, text) pairs, which are then used to gain knowledge
about high-level semantics and low-level visual details. It is
shown that this approach is able to outperformDALL-E-2 and
Imagen in theMSCOCOBenchmark considering FID scores.
However, the MS COCO Benchmark [21] focuses more on
labels, captions, and segmentation, and hence is not really
suitable for image quality, appeal, and realism assessment.

Other approaches were developed to benchmark text-to-
image generators. One such dataset is DrawBench [36].
The DrawBench text prompts have been used to evaluate
the Imagen model [36] from Google. The model is not
accessible, however, the text prompts are. In total 200 text
prompts ranging from simple queries to contradictory ones
are included. These text prompts are used for performance
evaluation of text-to-image generators, where human annota-
tors compare two models and are asked to decide which has
generated the preferred image. However, in general, there is

only a limited subjective evaluation of the image appeal of
AI-generated images reported in the literature. For example,
in [29], a description to create good prompts for Stable Dif-
fusion is provided. The evaluation used crowdsourcing and
was focused on aesthetically-pleasing images. This work is a
good starting point, while it still focuses only on one image
generator and keyword-based text prompts. To tackle this
problem, in our dataset, we include several AI generators and
use queries from the DrawBench dataset.

Some of the examples of studies related to AI-generated
images and image appeal are the works conducted by
Ling et al. [22] and Lei et al. [18]. Ling et al. [22] analyze
image appeal of mobile games, thus computer generated
images, with several dimensions, and show that, for exam-
ple, the CPBD [26] contrast feature correlates best with the
subjective appeal scores, with approximately 0.48 Pearson
correlation. This work has been extended by Lei et al. in [18]
to also include a no-reference deep learning-based prediction
model, which predicts the four dimensions of the dataset,
namely fineness, colorful, harmony, and overall appeal. The
results indicate good prediction performance, however, only
10% of the overall dataset, approximately 100 images, are
used for the evaluation. Furthermore, the model is not acces-
sible, and thus cannot be included in the evaluation, and the
context of this model was mobile game images. A general
and accessible model to predict image appeal is the NIMA
model [19]. It includes two prediction models, one for image
quality and one for image appeal. The appeal model part has
been trained with the AVA dataset [25], which only includes
real photos.

III. OVERVIEW OF THE DATASET
As mentioned before, to generate an image, a prompt, which
is a textual description of the image, is required. For this
reason, 16 prompts have been selected out of a total of
200 from the DrawBench [36] list. The selection of these
prompts was based on the criterion of covering a wide range
of possible realistic images. In addition to the DrawBench
prompts, 11 real photos are included in the dataset as well. For
each of the real photos, a prompt has been manually defined,
similar to an image caption. The overall idea is to evaluate
how realistic the different generators are and whether sub-
jects would recognize real photos within the dataset. In total,
27 different text prompts are considered in the dataset. The
selection of prompts is summarized in Table 1. To fulfill the
requirement that the generated images should be realistic or
to guide the generator to produce more realistic photos, each
of the prompts has been extended by ‘‘, real photo’’. This is
similar to the text prompt engineering shown in [28]. In case
one generator provided more than one image, we manually
selected the best-fitting and realistic-looking one.

For example, the prompts with the IDs p01, p15, and p16
originate from the DrawBench list, while p23 and p24 are
captions of our own images (these images are referred to
as ‘‘own’’ in the following) of the dataset. The prompt p15
is used as an anchor within the test because the scene is
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TABLE 1. Text prompts used for the generation of the dataset.

FIGURE 2. The original real photo for p20, the AI-generated images are
shown in Figure 1.

obviously not realistic, thus all participants should rate a
matching generated image with this description as being not
realistic. Similarly, the text prompt p04 has been selected,
because it is contradicting, and therefore generated images
cannot fulfill this description. Figure 1 shows the result for
the text prompt p20 for all AI generators, while the real
photo is shown in Figure 2 for comparison. As stated in the
introduction, some of the generated images look realistic,
however, some do not follow the given text prompt. In Table 2,
an overview of the used AI-image generators is provided.

In total, five different text-to-image generators have been
used to create the image dataset, namely, DALL-E-2 (in
all plots and tables referred to as dall-e), Craiyon, Glide,
Midjourney, and Stable Diffusion. We selected these gener-
ators because they are publicly available with provided web
interfaces or open-source implementations and they repre-
sent a wide range of generators. In the case that the output

resolution of the generated image was below 512×512 pixels
for a specific generator, an additional up-scaling step has
been performed. For up-scaling, the Real-ESRGAN [39],
which is a state-of-the-art AI-based up-scaling algorithm,
with the model ‘‘realesrgan-x4plus’’ was used. Furthermore,
the TOPAZ Gigapixel up-scaler has been checked and as it
showed similar visual results, the final up-scaling was imple-
mented using Real-ESRGAN, enabling an automated proce-
dure. It is important to mention, that also the used upscaling
algorithm has an influence of the appeal for the generated
images, however, also Midjourney and DALL-E-2 use deep
neural network-based upscalers. Upscaling was required for
Glide and Craiyon, and a manual check has been performed,
whether the upscaling introduced more distortions consider-
ing the artificial look, which was not the case.

In addition to the listed image generators, Pixray6 and oth-
ers have been considered. However, for example, the results
for several generation models of Pixray were considered too
far away from being realistic by the authors in an informal
inspection. Therefore this generator has been dropped from
the list. Other generators have been dropped, too, such as
NightCafe. It should be noted that especially for the paid
or beta services only a limited amount of prompts could
be evaluated, thus in some cases, several registrations were
required.

Moreover, it is not necessarily possible to reproduce the
generated images by the given prompts, due to the fact that
somemodels change over time, or that e.g. a specific snapshot
of the model is required (for example, in the case of the
Google Colab notebook of the Stable Diffusion model, a seed
of 1024 for the majority of images has been used, which
cannot be ensured by other web-based generators, where no
access to the model is available). In total 146 images are part
of the dataset. Figure 3 gives an overview of all included
images of the AVT-AI-Image-Dataset. Each row corresponds
to a different AI generator, and the columns map to the text
prompts p01 to p27, which are listed in Table 1. In general,
it can be seen that most of the images follow a similar color
scheme, and also the content seems to be similar to each other.

IV. EVALUATION OF QUALITY, APPEAL AND REALISM
In the following section, we describe the objective and sub-
jective evaluation. The objective evaluation focuses on image
quality and appeal, while the subjective evaluation covers
image appeal and realism.

A. OBJECTIVE EVALUATION OF THE IMAGES
First of all, objective methods were used to analyze the given
images and characterize the dataset considering the different
AI generators. To evaluate the objective image quality and
appeal of the generated images, several models could be used,
such as, for example, Deimeq [9], the NIMA model [19]
or NIQE [24]. The NIMA model offers two modes, one for
image quality prediction and one for image appeal. Therefore,

6https://github.com/pixray/pixray
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TABLE 2. AI image generators used in the evaluation.

FIGURE 3. Overview of all images included in the dataset, rows: Craiyon, DALL-E-2, Glide, Midjourney, ‘‘own’’, Stable Diffusion; columns: text prompts
p01 to p27.

NIMA was chosen for both objective evaluations. Deimeq is
more a proof of concept model, which has been trained for
higher resolution images and the generated images have a too
low resolution. Furthermore, we included NIQE, because it
is a natural scene-based statistic metric, and may be able to
detect the artificial properties of the AI-generated images.

In Figure 4, boxplots for the estimated image quality and
appeal values of NIMA and NIQE [24] are shown. First of all,
it can be observed that there is no clear trend for the NIMA
image appeal prediction to prefer any of the included genera-
tors. In turn, the ‘‘own’’ images (only 11) lead to a lower range
of results than the majority of generators, this may be because
the images do not cover all prompts and therefore do not
span all possibilities of quality scores. Similarly, the NIMA
quality model does not show a clear difference between the
images. Here, it should be mentioned that all images have the
same resolution and do not include any compression or other
degradations, thus only content-related aspects could influ-
ence the prediction. The NIMA quality model is a deep neural
network that has been trained using the TID2013 [31], which
includes compression, noise, and other image degradations.
The NIQE score indicates a wider range. Considering that
NIQE includes measures of the statistics of the naturalness of
the images, it can be concluded that Stable Diffusion seems
to be the least natural generator in this regard. Even though
it should be mentioned that the images of Midjourney seem
more visually artistic when inspected visually, this is not
reflected in the NIQE score.

Furthermore, other state-of-the-art no-reference image
quality models have been included in the evaluation. For most
of the models, the implementation ‘‘IQA-PyTorch’’ provided
by Chen et al. [2] has been used.

In Figure 5, an overview of the results for the selected
models included in ‘‘IQA-PyTorch’’ is given. The models
MUSIQ [17], DBCNN [43], and MANIQA [41] are shown,

and the results for further models are included in the data
provided as open source with this paper. The overall trend of
all models is similar, as it can be seen in Figure 5. As it can be
seen from the plot, most of the images obtained from the dif-
ferent AI generators behave similarly. Only Stable Diffusion
shows a higher value for the images for all three quality mod-
els, on the other side the MANIQ score of the Glide generator
is the lowest. None of the mentioned image quality models is
specifically trained or adjusted to AI-generated content, and
furthermore does not include aspects such as image appeal
or aesthetics. However, we evaluated these metrics to check
whether there is a clear tendency for specific AI generators,
and furthermore to evaluate the applicability of such quality
metrics for this use case.

To this aim, we further evaluated the structure of the images
from a photographic point of view. To evaluate whether the
generated images follow common established photographic
rules, the prediction model for the rule of thirds and image
simplicity proposed by Göring et al. [10] is used. Other photo
rules could be evaluated with a similar approach. The open
sourcemodels provided byGöring et al. [10] handle the photo
rule problem as a binary classification task for each of the two
rules.7 Here, a score of= 1 indicates that the rule is followed,
and = 0 that the rule is not followed. The predictions for
both rules are shown in Figure 6 for the AI-generated dataset.
For the image simplicity rule, there is no trend visible in
the evaluation, only that the values for DALL-E-2 are lower
in comparison to the other generators. Furthermore, for the
rule of thirds prediction, it can be seen that the majority of
generators do not seem to follow this rule, in comparison
to the ‘‘own’’ created images. Overall, the generators seem

7The implementation can be found here: https://github.com/
Telecommunication-Telemedia-Assessment/sophoappeal_rule_prediction
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FIGURE 4. Objective image quality evaluation for the AI-image dataset (left to right: NIMA appeal, NIMA quality, and NIQE quality; NIMA higher scores
are better; NIQE lower scores are better).

FIGURE 5. IQA-PyTorch selected quality models for the AI-image dataset (left to right: DBCNN, MANIQA, and MUSIQ quality; higher scores are better).

FIGURE 6. Image photo rule evaluation using [10].

to often produce simpler images, in contrast to images that
follow the rule of thirds.

To sum up, the objective evaluation shows that there are
no clear results that can be derived for the AI-generated
images. For this reason, a more detailed subjective evaluation
is required, which could be further used to improve existing
models. It should also be noted that, in general, none of the
mentioned metrics, models, and image analysis tools have
been optimized or trained with AI-generated content, which
also explains the results.

B. DESIGN OF THE ONLINE SUBJECTIVE TEST
To evaluate the appeal, realism, and matching of the given
text prompt, a subjective test has been carried out. The test
has been implemented using an online approach. For this
reason, a slightly modified version of AVRate Voyager [12]
has been used, which was used in other online studies before,
see, e.g., [13] and [33]. The modifications involve adjusting

FIGURE 7. Rating distribution for image appeal.

the instructions for the particular purpose of this test, and
furthermore an adaption of the rating scheme. In general,
a participant was asked to rate the image appeal, image
realism, and how well the shown image matched with the
provided text prompt. In case a user did not rate all images,
the ratings provided by the particular subject were excluded
from further analysis. Based on this in total 146 images have
been rated by each of the 22 participants.

The participants of the online tests were recruited within
the context of the university and were unpaid. In the follow-
ing, we will describe the evaluation of the appeal, realism,
and matching of the text prompt in detail. For all rat-
ings, the following procedure has been used. This approach
ensures that only completed test runs are used for the
evaluation.
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FIGURE 8. Image appeal rating per used AI generator; statistical testing
(Kruskal-Wallis) showed that there are always significant differences
between all paired combinations.

FIGURE 9. Best appealing image (left): Midjourney, p16, worst appealing
image (right): Glide, p22.

C. IMAGE APPEAL
The first question of the subjective test covered the appeal
of the shown image. An absolute category rating (ACR)
scheme with five different values was used for rating the
appeal, similar ACR scales have been also used in other
appeal research, such as the AVA dataset [25]. The distri-
bution of the ratings is summarized in Figure 7. In general,
it is visible that there is a nearly uniform distribution of
the ratings. Furthermore, in Figure 8, the distribution of raw
scores for appeal for each individual AI generator is shown.
Here, it can be seen that, for example, Midjourney seems
to yield similar ratings as the ‘‘own’’ (real) images, while
Stable Diffusion, DALL-E-2, and Craiyon have similar rating
ranges, only the Glide Generator seems to create images that
are not necessarily of high appeal. Here, the used upscaling
algorithm and the already less realistic-looking images of the
Glide generator are possibly influencing the overall appeal
rating for Glide. To illustrate the overall range of the ratings,
in Figure 9, the best and worst appealing images are shown.
The worst appealing image has a mean appeal score of 1.32
(Glide p22) and the best has a score of 4.68 (Midjourney p16).
The Glide generator seems to create an image that is not
related to the text prompt, considering that for example there
is not even a train visible in the generated image. On the
other side, the Midjourney generator delivers a good-looking
image of an abandoned industrial site during a storm (see
p16). To visualize the diversity of the different generators,
in Figure 10 for the prompt p22 all images are sorted by their
corresponding mean appeal ratings. Interestingly, the ‘‘own’’
image has only a score of 3.59, while the image generated by

TABLE 3. Correlation values of image appeal ratings compared to NIMA
appeal prediction per image set.

Midjourney has a higher score of 4.5. Similarly, in Figure 11,
all images produced by the different AI generators (there is
no ‘‘own’’ image for p16) are shown and sorted according
to their appeal scores. Overall, for the prompt p16 the AI
generators create rather highly appealing images, which is
reflected by the lowest score of 3.09 for Glide, and the best
score of 4.68 for Midjourney.

Furthermore, we performed a SOS-analysis [15] with the
equation SOS(x)2 = a(−x2 + 6 · x − 5). The SOS-analysis is
a method used to check the reliability of subjective tests pro-
posed by Hoβfeld et al. [15]. The results of the SOS-analysis
are shown in Figure 12. The estimated a is approximately
0.34, which is similar to reported values for the quality eval-
uation of cloud gaming in [15]. However, the a value for
image appeal seems to be higher in general, as for example
an a value of 0.27 is reported in [37] by Siahaan et al. for
image appeal of real photos. Here, it can be argued that the
subjective influence and thus inter-subject variation for the
rating of image appeal is higher than, e.g., for image or video
quality.

In the objective evaluation, there was only one prediction
model for image appeal included, namely ‘‘NIMA appeal’’.
In the following, we evaluate the performance of this model
with the gathered image appeal ratings. We calculated the
mean values of the appeal ratings for each image, and a
scatterplot for comparison is shown in Figure 13.

The individual values for each image set are summarized in
Table 3. All three calculated correlation coefficients (Pearson,
Kendall, and Spearman) indicate only a small and weak
correlation between the image appeal ratings and the objec-
tive model predictions. The main reason for this is that the
prediction model itself is only trained on real-world content,
and thus is not able to handle the artificial look and properties
of the AI-generated images also including the AI-upscaling.

In addition, we compared the test results with the other
objective image appeal/quality models. The results are
listed in Table 4. Considering Person correlation, NIQE,
BRISQUE, and MANIQA show the best absolute values.
This trend is also visible in Kendall and Spearman correla-
tions. However, none of the checked metrics shows a strong
correlation to the subjective image appeal ratings. Consid-
ering their underlying principles based on image statistics,
NIQE and BRISQUE may be good indicators for the arti-
ficial look of the images. The low performance of some of
the models can be explained by the fact that these models
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FIGURE 10. Image sorted by appeal values for p22 from worst (left) to best (right): Glide (1.32), Stable Diffusion (2.27), Craiyon (2.41), ‘‘own’’ (3.59),
DALL-E-2 (3.64), and Midjourney (4.5).

FIGURE 11. Image sorted by appeal values for p16 from worst (left) to best (right): Glide (3.09), Craiyon (3.41), Stable Diffusion (4.09), DALL-E-2 (4.23),
and Midjourney (4.68)– there is no image from ‘‘own’’ because p16 is a DrawBench prompt.

FIGURE 12. SOS analysis for image appeal ratings.

FIGURE 13. Image appeal ratings compared to NIMA appeal prediction.

are specifically trained to handle quality-related degrada-
tions, such as JPEG compression, which are not present

TABLE 4. Correlation values of image appeal ratings to other
state-of-the-art image quality models.

in the generated images. To check, whether the individ-
ual models combined could reach a good prediction perfor-
mance, we trained a random forest regressor (100 trees; from
Scikit-learn [30] with default parameters) in a 10-fold-cross
validation setting. The results are listed in Table 4 andmarked
as *combined*. Here, the comparison of *combined* with
the other models would not be fair, because the 10-fold-cross
validation for *combined* may show better results than for
the non-retrained models. However, the evaluation gives an
idea of the extent to which the individual models can be
used. Here, the overall performance does not indicate that the
listed models are sufficient enough for a prediction model.
Furthermore, it should also be noted that for a real prediction
model, the used dataset should be larger. In addition to this,
we checked whether it is possible to train a random forest
classifier to estimate the used AI generator, following a sim-
ilar 10-fold-cross validation approach.

The confusion matrix for the validation is shown in
Figure 14. Stable Diffusion and Glide are best predicted with
the trained model, even though there are also some cases of
misclassification. TheAI generator Craiyon seems to produce
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FIGURE 14. Confusion matrix for AI generator prediction.

TABLE 5. Image appeal and quality-related features with their
corresponding sources.

similar images such as Glide and Midjourney (according to
the used models as features). The worst correctly classified
parts are the ‘‘own’’ images, first of all, only 11 images are
included, and some seem to be misclassified with DALL-E-2,
Glide, or Midjourney.

In addition to the pure image quality or appeal models,
we calculated several state-of-the-art features,8 which are
used in the context of image appeal. In total, we calculated
7 features, namely colorfulness, tone, saturation, contrast,
spatial information, CPBD,9 and blur strength.10 All features
with their corresponding references are listed in Table 5. The
CPBD feature has been reported to show good performance
for image appeal prediction in the case of mobile game
images, according to Ling et al. [22].

Furthermore, we checked whether the extracted features
are correlated to the image appeal ratings. In Table 6 the
correlation values of the mentioned features are summarized.
Similar to the objective models, no high correlation is visible
in this case too. Blur strength and contrast have the strongest
absolute correlation in terms of the Pearson correlation coef-
ficient. Therefore, when an image has a higher contrast the

8Code: https://github.com/Telecommunication-Telemedia-Assessment/
avt_ai_images

9Code: https://github.com/0x64746b/python-cpbd
10Code: scikit-image [38].

TABLE 6. Correlation values of image appeal ratings to other
state-of-the-art image appeal features.

FIGURE 15. Rating distribution for image realism.

appeal is higher, and in case the image is blurry then it has
a lower appeal. Similar to the objective models, we trained
a random forest model (same settings) to verify whether
these features can be used to predict the image appeal of the
AI-generated images. The results are listed as *combined
features* in Table 5, and it is visible that the combination
of the features only results in a weak correlation to the image
appeal ratings. Also here, it is visible that the created images
may include different aspects, which reduce the appeal, which
is usually not included in the state-of-the-art features. In addi-
tion to this, we combined the features and the models to
predict the image appeal shown as *features +models* using
also a random forest model. The overall performance got
improved due to the addition of the features, compare also
Table 4, however overall the performance is still not high
considering the estimated correlation values.

D. REALISM
Next to the pure appeal rating, the subjective evaluation also
included for each participant to rate the realism of the given
photo. We used a 1-5 ACR rating (1=not realistic, 5=realistic)
scheme to evaluate the realism of the images.

The overview of the raw score distribution of the realism
rating is shown in Figure 15. A general shift towards the lower
end of the rating range is visible, thus there is a clear tendency
toward the AI-images being perceived as not very realistic.
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FIGURE 16. Image realism rating per used AI generator; statistical testing
(Kruskal-Wallis) showed that there are always significant differences
between all paired combinations.

Furthermore, we evaluated the realism rating considering
the different AI generators, which is shown in Figure 16.
It can be clearly stated, that the ‘‘own’’ (real) images are
recognized as being realistic by the majority of the partici-
pants. Themost realistic AI generator seems to beDALL-E-2,
followed by Stable Diffusion. Midjourney creates images that
are more similar to paintings and has therefore a lower rating.
Craiyon has a similar rating range as compared toMidjourney
while Glide generates the least realistic images.

The most and least realistic rated images are shown in
Figure 17. The least realistic image, which was generated for
p17 with the Glide AI generator, has a mean realism score
of 1.14. The most realistic image is one that is a real photo
from the ‘‘own’’ subset and it has a score of 4.86 for the
prompt p21. The Glide generator fails for the text prompt
p17, which is about pixel art on windows. There are no real
windows visible and also no pixel art. To visualize the range
of realism ratings the Figure 18 shows all images sorted by
realism ratings for p17. The image from ‘‘own’’ is the most
realistic for p17 andGlide is the least, the overall range for the
realism ratings is from 1.14 to 4.77. The second best image
according to realism rating is DALL-E-2 with a score of 4.55.
Furthermore, in Figure 19 the images for the prompt p21
are shown sorted by their realism ratings. Also in this case,
the ‘‘own’’ has the highest score (4.86) and is followed by
DALL-E-2 with a score of 3.59. For both prompts there is a
larger gap in the ratings from DALL-E-2 to the next image,
which indicates that some of the other generators do produce
lesser realistic photos.

Similar to the appeal ratings, we evaluated the correlations
to the objective metrics considering the realism ratings of
the images. The results are summarized in Table 7. It is
visible that none of the included image quality metrics can
be used to predict image realism. From the absolute values,
only BRISQUE and MANIQA have a medium or low corre-
lation considering Pearson Correlation Coefficient. To further
evaluate whether the calculated image quality values can be
used to predict image realism, we trained a random forest
model similar to the one done for the image appeal case.
We used the default values of scikit-learn [30], and performed
a 10-fold-cross validation. The results of the trained model

FIGURE 17. Most realistic image (left): ‘‘own’’, p21, least realistic image
(right): Glide, p17.

TABLE 7. Correlation values of image realism ratings to other
state-of-the-art image quality models.

TABLE 8. Comparison of image appeal and image realism ratings for
each individual generator/subset of the overall dataset; values are sorted
by Pearson Correlation Coefficient and rounded to 2 decimal places; *
indicates mean values.

are highlighted as *combined* in Table 7. It can be stated that
there is only a low/medium correlation between the prediction
with the realism ratings, therefore the used image quality
models are not sufficient enough for the case of predicting
realism. Similar to the appeal case, here also the more syn-
thetic nature of the images is the main influence because
none of the metrics has been trained or evaluated before
with AI-generated images. To check whether there is a direct
link between image appeal and image realism, we calculated
various correlation coefficients for image appeal and image
realism.

In Table 8 the comparison of realism and appeal rat-
ings is summarized considering the different AI generators.
It can be seen that generators that produce on average lower
appealing images have a more direct linear functional con-
nection between realism and image appeal. DALL-E-2 and
Midjourney have a lower connection between realism and
appeal, thus some images may look realistic and have a
lower appeal than others. For the ‘‘own’’ (real) images also
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FIGURE 18. Image sorted by realism values for p17 from worst (left) to best (right): Glide (1.14), Stable Diffusion (1.77), Craiyon (2.18), Midjourney (2.55),
DALL-E-2 (4.55), and ‘‘own’’ (4.77).

FIGURE 19. Image sorted by realism values for p21 from worst (left) to best (right): Craiyon (1.73), Glide (1.73), Midjourney (2.5), Stable Diffusion (2.82),
DALL-E-2 (3.59), and ‘‘own’’ (4.86).

FIGURE 20. Rating distribution for text prompt matching.

FIGURE 21. Text prompt matching per used AI generator; statistical
testing (Kruskal-Wallis) showed that there are always significant
differences between all paired combinations.

a medium correlation can be observed, here it should be
considered that the overall mean appeal and realism ratings
are the highest considering the subsets of the dataset. Fur-
thermore, we checked for significant differences of the appeal
and realism values. In the case of appeal, statistical testing

FIGURE 22. Best text prompt matching image (left): DALL-E-2, p02, least
matching image (right): Glide, p10.

(Kruskal-Wallis) showed no statistical differences between
(dall-e, midjourney), (dall-e, stable_diffusion), and (midjour-
ney, ‘‘own’’), all other pairs were statistically different con-
sidering appeal. We performed the same pairwise statistical
testing for the realism ratings, here there was no statistical
difference for (craiyon, midjourney), and (midjourney, sta-
ble_diffusion), and all other comparisons showed statistical
differences.

E. TEXT PROMPT EVALUATION
In addition to image appeal and image realism, we asked the
participants to rate how well the shown image matches the
provided text prompt. We asked ‘‘Is the following text a good
description of the image?’’, and the participants needed to rate
using a 1-5 ACR rating scheme how good the text describes
the images.

In Figure 20 the raw score distribution for the text prompt
matching ratings is shown. It can be seen that the majority
of images are matching their text prompts. However, some
images seem to not match.

Therefore, we further estimated the matching consider-
ing the different AI generators. The results are shown in
Figure 21. It is visible that the ‘‘own’’ (real) images are
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FIGURE 23. Image sorted by text prompt matching values for p10 from worst (left) to best (right): Glide (1.09), Craiyon (2.18), Midjourney (2.23), Stable
Diffusion (3.05), and DALL-E-2 (4.86).

FIGURE 24. Image sorted by text prompt matching values for p02 from worst (left) to best (right): Midjourney (4.32), Stable Diffusion (4.77),
Craiyon (4.82), Glide (4.91), and DALL-E-2 (5.0).

mostly matching the shown text. Furthermore, DALL-E-2
seems to produce the best matching images, followed by
Craiyon. Midjourney and Stable Diffusion seem to have a
similarly good performance considering the prompt match-
ing, while Glide is the worst of all considered AI generators.
In Figure 22 examples for the best and least matching images
to the corresponding text prompts are shown. Here, Glide
with the text prompt p10 has the lowest matching value of
1.09, while DALL-E-2 with p02 has a score of 5.0. The text
prompt p10 refers to a fire hydrant, which is hard to under-
stand for the Glide generator due to the description of the
text prompt, on the other hand, the text prompt p02 is simple
because it just describes a black colored dog, which is very
well represented by the generated image with DALL-E-2.
To show the range of possible generated images, in Figure 23
for p10 and in Figure 24 for p02 are shown according to their
text prompt matching scores. In both cases, DALL-E-2 has
the highest score, as mentioned before p02 is a simple text
prompt, therefore the text matching values are in the higher
range (above 4.32), while for p10 nearly the full 1-5 range
is covered, with DALL-E-2 being the only generated image
above 4.

V. DISCUSSION
Starting with the observation that there are only a few stud-
ies considering the image appeal of AI-generated images
available, we created a dataset covering popular AI-Text-
To-Image generators. Using objective state-of-the-art image
quality models and features, we analyze the differences
between the AI generators. None of the models or features
can be directly out-of-the-box used to estimate which AI
generator is used or to detect whether an image is generated
or not. To further evaluate the image appeal of the gen-
erated dataset, we design an online subjective test, which
includes ratings for image appeal, image realism, and text

prompt matching. The results indicate that there is only a
low correlation with state-of-the-art objective models and
features regarding image appeal and realism. Moreover,
to check whether the usedmodels and features are suitable for
AI-generated images, we trained random forest regression
and classification models. Here, it can be stated that image
appeal and realism prediction is challenging for the models,
considering that none of the mentioned features or state-
of-the-art image appeal/quality models have been developed
with the purpose of AI-generated images. Thus there is a need
for specific models and features which include specific dis-
tortions of AI-generated content. Furthermore, it is possible
to use the features and models combined to predict which AI
generator has been used, however, the shown results may be
limited due to the size of the dataset. In general, Midjourney
and ‘‘own’’ (real photos) have the highest appeal ratings.
And DALL-E-2 and ‘‘own’’ are the most realistic images.
In addition, a direct link between image appeal and realism
can be observed, here, for the Craiyon and Glide an appealing
image must be also a realistic image, which is related to
the fact that these two generators create a wider range of
images considering their realism and appeal. Interestingly, the
majority of participants were able to identify which images
are real photos and which have been generated, which is
visible in the realism evaluation for the ‘‘own’’ subset. The
text prompt evaluation also shows, that the ‘‘own’’ images
are well described and that DALL-E-2 produced the best
matching images. Here, the language processing part of the
AI generator is important, also because some of the used
text prompts are per definition designed to challenge text
processing engines.

VI. CONCLUSION
AI-based image generation gains popularity. To evaluate
how good such generators are considering image appeal and
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realism, we created a dataset with five different image gener-
ators and performed an evaluation. The evaluation was two-
fold. In the first part, we evaluated the generated images
using state-of-the-art image quality models or features and
figured out that none of the existing models can be directly
used for AI-generated images. Furthermore, in the second
part, we designed a subjective evaluation test, considering
the rating of image appeal, realism, and how well the image
matches a given text prompt. The results indicate, that some
generators are better for image appeal, and some for realism.
However, in general, the ‘‘own’’ created images have been
better rated and are clearly identified by the participants.
Therefore it can be stated that the image generators still have
limitations considering how realistic the images are. The text
prompt evaluation showed that the majority of images are
matching with the corresponding text prompt, while there
are generators that are better able to match the text prompt.
Considering that such AI-generators are improved continu-
ously, the matching of text prompts will increase, however we
also showed with the dataset that image appeal and realism
should also be considered in the development. The dataset
and the subjective ratings for image appeal, realism, and text
prompt matching are publicly available and can be used for
further evaluation. For example, the dataset could be used
for the development of image appeal and quality prediction
models, which also include the specific distortion aspects
of AI-generated images. In future work, the dataset should
be extended by more generators, more images, and more
objective state-of-the-art features. Therefore, this dataset can
be seen as a starting point for future projects. The gathered
subjective annotations considering image appeal and realism,
which are important aspects of AI-generated images, can be
used to develop image classifiers or prediction models.
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