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ABSTRACT Active speaker detection (ASD) refers to detecting the speaking person among visible
human instances in a video. Existing methods widely employed a similar audiovisual fusion approach, the
concatenation. Although such a fusion approach is often argued to help enhance performance, it must be
noted that neither feature modalities play an equal role. It forces the backend network to focus on learning
intramodal rather than intermodal features. Another concern is that since the concatenation doubles the
fused feature dimension that feeds from the audio and video module, it creates a higher computational
overhead for the backend network. To address these problems, this work hypothesizes that instead of
leveraging deterministic fusion operation, employing an efficient fusion technique may assist the network
in learning efficiently and improve detection accuracy. This work proposes an efficient audiovisual fusion
(AVF) with fewer feature dimensions that captures the correlations between facial regions and sound signals,
focusing more on the discriminative facial features and associating them with the corresponding audio
features. Furthermore, previous ASD works focus only on improving ASD performance by creating a large
computational overhead using complex techniques such as adding sophisticated postprocessing, applying
smoothing techniques on the classifier to refine the network outputs at multiple stages, or assembling the
multiple network outputs. This work proposed a simple yet effective end-to-end ASD using the newly
proposed feature fusion approach, the AVF. The proposed framework attained a mAP of 84.384% on the
validation set of the most challenging audiovisual speaker detection benchmark, the AVA-ActiveSpeaker.
With this, this work outperformed previous works that did not apply the postprocessing tasks and attained
competitive detection accuracy compared to other works that employed different postprocessing tasks. The
proposed model also learns better on the unsynchronized raw AVA-ActiveSpeaker dataset. The ablation
experiments under different image scale settings and noisy signals show the AFV’s effectiveness and
robustness than the concatenation operation.

INDEX TERMS Active speaker detection, deep learning, audiovisual fusion, human—computer interaction.

I. INTRODUCTION

Active speaker detection (ASD) aims to identify active speak-
ers among possible candidates at a given time. It has a long
history in computer vision [12]. ASD is used in various
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applications such as automatic video annotation [63], video
conferencing [1], human-robot interactions, speech recog-
nition, speaker diarization or re-framing video [10], speech
transcription, speech enhancement [12], tracking storylines
and characters in narrative content [13], [14] and facilitate the
mining of training data for modeling speaker identification
[15], [16]. In video conferencing, ASD allows the far-end
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participants to see who is currently speaking, which is espe-
cially useful when the conference room is large, or the remote
video is rendered on a small display due to small screen size,
small render size, or limited bandwidth [1], [12]. In human-
robot-interaction, ASD provides the robot with the knowl-
edge of when and where a user is speaking [12]. For example,
in humanoid robots/smart kiosks [5], [7], the knowledge
of time and identity of the individual communicating with
a robot is needed for its functioning, enabling it to man-
age dialogue with different speakers. However, detecting an
active speaker is not explored widely and remains an open
problem [17].

Existing active speaker detection works heavily rely on
unimodal (visual or audio-only) or audiovisual inputs to
address the problem [17], [19], [37], [41], [42], [45]. Among
the unimodal-based ASD, audio-only, which provides richer
information, has been widely explored in several previous
works. Numerous audio-only ASD works have been explored
using diarization techniques that partition the incoming
audio into homogeneous streams [56], [57], [58], [59], i.e.,
audio sections with a single speaker. Other works inter-
pret the audio signals that are converted into text. However,
using only acoustic information performs poorly in noisy
surroundings [4].

In contrast, visual-only ASD has not been widely
exploited. It relies on interpreting visual information such
as lip movement [43], other facial feature variations,
or visual prosody information (e.g., head and lip movements)
[4], [41], [42]. In [6], optical flow vectors of the mouth
region are used as visual features to detect speech. However,
the visual information can be easily confused by occlusions
and facial movements such as facial expressions, yawning,
coughing, and chewing.

Nowadays, the audiovisual approach dominates the field
of ASD, for it improves the detection accuracy of ASD
by increasing the robustness of the features. It leverages
the inputs from both modalities by complementing a visual
approach with its audio counterpart or vice-versa. Refer-
ences [8], [12], [38]; or uses the correlations between the
audio and visual input [9], which may decrease ambiguous
situations prone to cause model confusion, speaker overlap,
and unrelated movement.

In the past few years, there has been a quantum leap in
the performance of audiovisual-based active speaker detec-
tion due to the advances in deep learning and the recently
introduced AVA-ActiveSpeaker benchmark [10]. By taking
full advantage of these two aspects, several active speaker
detection frameworks with appealing results have been intro-
duced [10], [17], [18], [19], [37]. These works introduced
models that employ convolutional networks to fuse local
audiovisual patterns that estimate binary labels over short
or long-term sequences [10], [17], [18], [19]. These models
consist of frontend, fusion, and backend modules. The fron-
tend module mainly focuses on the local motion patterns,
including the frame-level, clip-level, and audio features.
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The fusion module fuses information from audio and visual
input. The backend module focuses on the whole sequence
level patterns and is designed to learn the sequence’s tempo-
ral dynamics based on the features of the frontend module
output.

These works have attained better results but have not
addressed the main challenge in audiovisual active speaker
detection: proper fusing and utilizing extracted modalities.
These works [10], [17], [18], [19], [37] mainly focus on
improving detection performance by introducing different
frameworks that adopt or employ existing feature extraction
networks combined with recurrent neural networks. None
of these works exploited efficient audiovisual fusion tech-
niques to learn; and have followed the same fusion strat-
egy, the deterministic fusion operation, also known as the
concatenation operation. Although fusing modalities with
concatenation operation is often argued that it incorporates
all the available feature modalities and is always beneficial
to enhance the performance, it must be noted that neither
feature modalities play an equal role. Thus the concatena-
tion approach forces the backend network to focus on learn-
ing intramodal rather than intermodal features. In addition,
it also creates a computational overhead to the backend net-
work since it doubles the fused feature dimension that feeds
from the audio and video module. In addition, the previous
works that attained state-of-the-art detection accuracy have
applied complex techniques to improve the detector’s perfor-
mance on the AVA-ActiveSpeaker dataset [10]. For instance,
Alcézar et al. [17] used context and multi-stage refinement
over a long time horizon to improve the detection perfor-
mance. Chung [18] assembled the output of two networks
and applied different smoothing techniques to improve the
performance of the output classifier.

To better address these problems, this work hypothe-
sizes that instead of leveraging deterministic fusion opera-
tion, employing a fusion technique with fewer dimensions
may assist the network in learning efficiently and improve
detection performance. Hence, this work proposes a novel
audiovisual fusion (AVF) with fewer feature dimensions
that captures the correlations between facial movements and
sound signals, focusing more on discriminative facial features
and associating them with the corresponding audio feature.
This work proposes a simple, effective, end-to-end active
speaker detection framework leveraging the proposed audio-
visual fusion(AVF). The scope of the proposed module is to
ease the computational burden from the backend network.
Hence, this work did not explore the inference time of the
proposed ASD model.

The proposed model comprises the frontend networks,
fusion operation, and backend network. The frontend net-
work applies two-stream architectures to process visual and
audio features separately. The visual embedding module
applies spatiotemporal convolution to the frame sequence
and then applies the residual network (Resnet-18) to each
timestamp. The audio embedding module first obtains the
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Mel-frequency cepstral coefficients (MFCC) feature win-
dow from the sound signal. It then applies the most widely
used audio embedding module, the modified VGGM [51],
to extract audio features. The proposed fusion operation
fuses the audio and visual embedding and feeds the back-
end network for binary classification, speaking/not speaking.
The proposed framework adds independent auxiliary clas-
sification on each embedding modality with corresponding
cross-entropy loss to boost the prediction network using
visual and audio embedding. In summary, the key contribu-
tions of this paper are as follows:

1) This work proposes an efficient audiovisual fusion
technique that learns a correlation between audio and
facial movements.

2) This work proposes a novel end-to-end audiovisual-
based active speaker detection framework using the
proposed fusion technique.

3) This work explored the performance of different
backend network sequences classifiers such as bidi-
rectional long short-term memory (Bi-LSTM), bidi-
rectional gated recurrent unit (Bi-GRU), and tem-
poral convolution network (TCN) in the proposed
framework. The ablation experiment showed that the
Bi-GRU achieved better detection accuracy than the
TCN and Bi-LSTM, and both Bi-LSTM and TCN
attained almost similar detection accuracy.

4) To examine the AVF effectiveness, this work compares
it with the concatenation operation on the proposed
model under different experimental settings, such as
different image scales and the noisy signal gener-
ated by adding a white Gaussian noise signal to the
AVA-ActiveSpeaker dataset. Further, this work con-
ducted the experiment with and without the 2 Bi-GRU
layers attached after fusion on AVF-base ASD and
concatenation-based ASD. These experiments reveal
the effectiveness of the AVF over the concatenation
approach.

5) The proposed ASD frameworks achieved a mAP of
84.384% on AVA-ActiveSpeaker validation set [10].
Compared to state-of-the-art works, the proposed
framework outperformed all previous approaches that
do not apply sophisticated postprocessing heuristics,
assemble multiple networks, use context over a long
time horizon, and refine the prediction output at dif-
ferent stages. The experiment also reveals that the
proposed framework learns better on the raw unsyn-
chronized AVA-ActiveSpeaker dataset.

This paper is organized as follows. Section II introduces
the related works. The proposed framework is described in
section III, followed by experiments in section IV. Finally,
a conclusion is provided in section V.

Il. RELATED WORK
Based on the input modalities used, previous active speaker
detection works can be categorized into three approaches
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1) audio-only, 2) visual-only, and 3) audiovisual. Here, this
work gives much emphasis to the audiovisual approach.

A. AUDIO-ONLY

Audio-only active speaker detection, also known as speaker
diarization, is the process of finding segments from the
input audio signal associated with different speakers [45].
Bonastre et al. [61] presented a diarization approach based
on binary key modeling that transforms the audio into a
feature representing the speaker within the binary space.
Then, employ the iterative agglomerative clustering algo-
rithm, which forms segments of the same speaker to perform
the diarization. Patino et al. [62] improved the approach using
spectral clusterization. Vestman et al. [58] conduct a deep
taxonomy on different features and propose a sound time-
varying feature that addresses the main challenging problem
in recognizing the same person regardless of the intensity
of the speaker’s voice. Few works [59] have exploited an
end-to-end solution for active speaker detection with con-
volutional neural networks. References [56], [57] proposed
a diarization based on Long Short-Term Memory Networks
(LSTM) to capture the variations in the presenter’s voice.
Xie et al. [60] introduced an end-to-end utterance-level
diarization framework, the new ‘thinResNet’ trunk architec-
ture, which incorporates a GhostVLAD layer allowing fea-
tures aggregation across time. However, in realistic situations,
with far field microphones or microphone arrays, murmurs,
and background noise, the task of ASD from audio is far from
trivial. In addition, it cannot be associated with a visual person
detection without constraining assumptions (e.g., the speaker
is always visible) that do not generalize [10].

B. VISUAL-ONLY

Visual-only active speaker detection relies on visual infor-
mation from the face, lip, and upper body [14]. It is vital to
address the problem when audio information is unavailable
or corrupted [25], [26], [27], [28]. Everingham et al. [26]
assumed the motion in the lip area implied speech and
used the motion of facial landmarks along the video to
determine the speaker. However, this method suffers from
other face/mouth motions, such as eating and yawning.
Chakravarty and Tuytelaars [27] employed the dense tra-
jectory within upper bodies to detect the active speaker.
Though this approach attains nearly perfect accuracy for
visible frontal faces, it is failed to generalize more complex
situations, such as low resolution. Saneko et al. [28] adopted
an architecture that first employs discriminative detection of
visual speech and articulatory features and then performs
recognition using a model that accounts for the loose syn-
chronization of the feature streams. Reference [2] proposed
an active speaker detector that uses visual prosody (lip and
head movements) information before and after speech articu-
lation to decrease the machine response time and demonstrate
the discriminating power of visual prosody before and after
speech articulation. Recently, Ishii et al. [3] investigated the
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FIGURE 1. Overview of the proposed model. From the input video, the framework starts first extracts a window of T frames of cropped face regions,
extract per frame audio and visual features, then feed the fused feature by audiovisual fusion (AVF) to a 2-layer bidirectional Recurrent Unit (Bi-GRU),
which is followed by a 2-layer time distributed fully connected layer, 1D global average pooling, and softmax layer to obtain a final prediction.

To support the main prediction network, two independent auxiliary classifications on each modality with corresponding cross-entropy loss added.

mouth-opening transition pattern (MOTP) and proposed the
prediction models that predict the next-speaker and utterance
interval using MOTPs.

C. AUDIOVISUAL

Multimodal learning aims at fusing information from
multiple communicative modalities to create a joint repre-
sentation that models the problem better than any single
modalities [44]. Since audiovisual methods leverage the ben-
efits of audiovisual inputs, it is robust to ambiguous facial
movements, low-resolution images, and background noise.
After the pioneering work in early 2000 by Cutler and
Davis [12], audiovisual cues have paved the way for enabling
ASD [12], [26], [27]. They proposed a time-delayed neural
network to learn the audiovisual correlations from speech
activity. Chakravarty et al. [29] re-explored leveraging audio
as supervision using rich alignment between audio and visual
information. Following this, [12], [16], [31] proposed a model
that jointly trains an audiovisual embedding that enables
more accurate active speaker detection. Friedland et al. [47]
explored the application of audiovisual synchrony for active
speaker localization in broadcast videos and presented an
audiovisual approach for unsupervised speaker localization in
meetings. Zhang et al. [48] proposed a boosting-based multi-
modal speaker detection algorithm for distributed meetings.
An information-theoretical approach exploiting mutual cor-
relations to associate an audio source with regions of a video
stream was demonstrated by Fisher et al. [49]. In contrast,
Slaney and Covell [50] proposed the audiovisual correlation
used to automatically find the correct temporal synchroniza-
tion between audio and a talking face. Though these previous
works brought a significant breakthrough to the area, the lack
of large-scale data for training and benchmarking limited
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these applications to in-the-wild active speaker detection in
movies or consumer videos [17] for a long time. To overcome
this, recently, [10] introduced AVA-ActiveSpeaker, a large-
scale video dataset devised for the active speaker detection
task.

A few novel approaches have been introduced follow-
ing the AVA-ActiveSepaker detection dataset and its two-
stream baseline network. Their proposed network learns to
detect active speakers within a multi-task setting. In the
AVA-ActiveSpeaker challenge of 2019, Chung [18] improved
the core architecture of their previous work [12] by adding
3D convolutions and leveraging large-scale audiovisual pre-
training. Reference [19] presented a framework that relied
on a hybrid 3D-2D architecture, with large-scale pre-training
on two multimodal datasets [12], [21]. Their method per-
formed best when the feature embedding refines using a
contrastive loss [32]. Alcézar et al. [17] proposed a context-
aware model for active speaker detection that leverages cues
from co-occurring speakers over long-time horizons. Huang
and Koishida [37] presented an active speaker detection
framework by fusing face images, dense optical flow, and
audio streams. TalkNet [75] proposed a framework that uses
a 3D CNN and a couple of Transformers [52], resulting in
an effective large model. Another recent work, the ASD-
Net [71], uses 3D-ResNet101 for encoding visual data and
SincNetravanelli2018 for audio. The Unified Context Net-
work (Unicon) [73] proposes relational context modules to
capture visual (spatial) and audiovisual context based on
convolutional layers. MAAS-TAN [70] proposes a different
multimodal graph approach. Following MAAS-TAN, SPELL
[72] presents a model that achieved superior performance
by proposing an efficient graph-based framework. It is a
multimodal graph from the audiovisual data and casts the
active speaker detection as a graph node classification task.
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SPELL differs from MAAS-TAN in several ways, where
the main difference is in handling temporal context. While
MAAS-TAN focuses on short-term temporal windows to
construct their graphs, SPELL focuses on constructing
longer-term audiovisual graphs. In MAAS-TAN, different
faces are connected only between consecutive frames. In con-
trast, SPELL directly connects faces in a longer-term neigh-
borhood controlled by the time threshold hyperparameter.
Tesema et al. [76] proposed a simple end-to-end active
two stream-based active speaker detection framework that
could run in real-time, fusing visual features extracted from
the image by the VGG-M and audio features extracted
by MFCC.

Multimodal fusion operation has been widely exploited
in problems such as speech recognition, speech enhance-
ment [11], and action detection. Deep-irtarget [69] proposed
a deep learning framework that detects targets in infrared
images employing a deep neural network for feature extrac-
tion. To efficiently integrate and calibrate features, Deep-
irtarget introduced a resource allocation model for features
(RAF), which uses the channel and position attention blocks.
Recently, graph neural network has shown an impressive
ability to capture relations among support(labeled), and
query(unlabeled) instances in a few-shot task [68]. However,
as far as this review is concerned, none of the previous works
exploited the audiovisual fusion operation for active speaker
detection. Besides, the correlations between the facial regions
with sound were not explored for active speaker detection.
Besides, recent state-of-the-art works improved the detec-
tion accuracy with computationally expensive techniques and
have employed a similar future fusion operation, which is
inefficient. The proposed approach follows the baseline two-
stream network but explores an orthogonal research direction
by introducing an efficient fusion approach. Instead of only
focusing on improving the performance of active speaker
detection, this work proposes a fusion operation that reduces
the computational cost of the model. Further, this work pro-
poses a framework that can train end-to-end and perform
better without additional postprocessing tasks.

lll. METHOD

This section discusses the network architecture of the pro-
posed model. As shown in Fig. 1, the network consists of
two asymmetric streams for audio and video. The video
stream extracts features from the raw cropped facial image
inputs with the 3D-ResNetl8 network. The audio stream
extracts features from the MFCC features inputs with the
adopted VGGM network. Each stream is followed by GAP
and Fc layers to flatten the layer across the channels. The
proposed audiovisual fusion module fuses each audio and
visual stream and generates 128 features at each timestamp.
After fusion, the two Bi-GRU layers are attached to model the
joint temporal dynamic. Two time-distributed Fc and GAP
layers are attached to generate the final features that feed the
classifier. The output layer is a softmax layer that provides
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input frame labels. An independent auxiliary classifier was
added to each embedding modality with corresponding cross-
entropy loss to boost the prediction network using visual and
audio embedding. The detailed audio and visual network will
be discussed as follows.

A. AUDIO EMBEDDING

This work adopted VGGM for audio embedding, for it is
successfully adopted in lip synchronization and ASD works
to extract robust audio features. The adopted VGGM layer is
shown in Fig. 2 (a); the network inputs a 13-dim spectrum
of audio on a non-linear Mel scale of Frequency Cepstral
Coefficients (MFCC) features. The features are extracted
using a 25ms analysis window with a stride of 10 ms, yielding
100 audio frames every second. The input size is 20 frames
in the time direction and 13 cepstral coefficients in the other
direction (13 x 20 x 1) pixels. MFCC features are normalized
with respect to the overall mean and variance. The proposed
network was pre-trained with the improved two-stream Sync-
Net architecture [12], [21] for audio-to-video synchroniza-
tion. The 2D global average pooling and 128-dim Fc layer
are attached to an existing network to reduce the dimension
of the output features.

B. VISUAL EMBEDDING

As depicted in Fig. 1, the visual embedding network inputs a
video of a cropped face with a resolution of 112 x 112 and
a frame rate of 25 fps. The frames are transformed to
grayscale and normalized with respect to the overall mean
and variance. The network simultaneously ingests ten stacked
grayscale frames containing the visual information over the
0.4-second time frame. The visual features are extracted with
the 3D-ResNetl8 model first proposed in [33], which has
been widely adopted for lipreading and audiovisual speech
enhancement. The first set of layers applies spatiotemporal
convolution to the preprocessed frame stream. The spatiotem-
poral convolutional layers aim to capture the face region’s
short-term dynamics and are helpful, even when recurrent
networks are deployed for the backend [12]. It consists of
a 3-dimensional (3D) convolutional layer with 64 channels
kernel of 5 x 7 x 7 size, followed by Batch Normaliza-
tion (BN, [39]) and Rectified Linear Units (ReLU). The
extracted feature maps are passed through a spatiotemporal
max-pooling layer, which reduces the spatial size of the 3D
feature maps. The number of parameters of the spatiotempo-
ral frontend is ~16K.

The 3D feature maps pass through within an 18-layer
residual network (ResNet) (as shown in Fig. 2 (b)), one
per time step. The 18-layer identity mapping version used,
which was proposed for ImageNet [34]. Its building blocks
consist of two convolutional layers with BN and ReLU,
while the skip connections facilitate information propaga-
tion [34]. The ResNet progressively drops spatial dimen-
sionality with max-pooling layers in the residual network.
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FIGURE 3. The proposed audiovisual fusion module (AVF).

The average-pooled feature is transformed into 128-dim
visual embedding with the final 128-dim fully connected
layer. Following the technique in [19], the subnetwork is ini-
tialized using weights pre-trained on the Lip Reading on the
Wild(LRW), Lip Reading Sentences(LRS), and Multi-View
Lip Reading Sentences(MV-LRS) datasets [12]. The tem-
poral up/downsampling has not been performed for videos
recorded at different frame rates during feature extraction.
Because some speech/non-speech segments can be short
(e.g., lasting 3-5 frames), downsampling can negatively
impact frame-wise accuracy.

C. AUDIOVISUAL FUSION MODULE

This section proposes the module to handle the fusion of
audiovisual modalities. Each unimodal contains different
information, and the multimodal feature fusion module is to
use the multimodal data’s complementary information fully.
Combining multiple features from feature extraction methods
improves prediction accuracy. However, integrating multi-
modal information is a complex task for its heterogeneity.
In the animal kingdom, such a task is unconsciously per-
formed on certain brain regions, allowing beings and humans
to derive multisensory conclusions. Humans can distinguish a
speaking person from a not speaking person and associate the
sound we hear with the corresponding visual perception from
the facial or mouth region movements. Inspired by this human
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ability, this work proposes an audiovisual fusion module that
correlates the facial region movement with audio.

Self-attention, sometimes called intra-attention, is an atten-
tion mechanism relating different positions of a single
sequence to compute a representation of the sequence [52].
Also leveraged to capture the global and local connec-
tions [64]. It has been used successfully in various tasks,
including reading comprehension, abstractive summariza-
tion, textual entailment, and learning task-independent sen-
tence representations [53], [54], [55]. In this paper, the most
prominent part of this work’s contribution is introducing the
self-attention-based module into audiovisual fusion to lever-
age dynamic facial cues that guide the active speaker detector.
It is a self-attention [52] based cross-modal fusion module
adapted to capture the correlations between face movement
and the audio signals. The proposed audiovisual fusion mod-
ule, henceforth abbreviated to AVF, Fig. 3 depicts a detailed
illustration of the module. The fused feature F; at each time
step ¢ is defined as follows:

elar ")
h=(——— 1
S »
Fy = MLP(h,) + hy @

where a, € RU*128) and v, € RUIX128), represent audio and
video features at the time step 7. The speaking person’s facial
region, specifically the mouth region [37], in a sequence of
images, is sometimes related to an audio signal when the
movement of the facial region along the time dimension is
dynamic or not occluded. Sometimes, it does not appear when
there are fewer facial dynamics, or the face is occluded.
To determine how these two embeddings are related, the pro-
posed attention first calculates the scalar product between two
embedded modalities. Let us imagine embedding high facial
dynamics of speaking face and speaking (load) audio since
they should both encode the aspect of the speaking person,
so their scalar product should be higher than if the features
were completely unrelated. The scalar product between sound
and visual features, which gives a relationship between the
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sounds and visual embedding, has passed through a softmax
activation function to make large relationships exponentially
more significant. The scalar product between the softmax out-
put and visual embedding is computed to determine the facial
region’s discriminative part. Finally, the new embedding (%;)
is created by combining the audio corresponding to discrimi-
native facial regions in proportions given by the results of the
scalar product of softmax function and facial region. If the
sound has a strong relationship with the video, the value
of audio is added to the larger part of the new embedding
for the video. With this, the module captures the correlation
between the modalities more easily. To improve the attention
performance, the 2-layer perceptron RELU of each 256 and
128 units with residual connection was added to generate
the output features F;. The 2-layer perceptron consists of
two fully connected layers of the activation function. This
work proposes this kind of attention mechanism to enforce
the model to focus more on the discriminative facial features
and associate them with the corresponding audio features.

D. PREDICTION NETWORK

Recurrent Neural Networks (RNNs) are well-known in appli-
cations with temporal dependencies among input units, such
as language modeling, machine translation, speech recogni-
tion, and image captioning. In this type of network, the hidden
states represent previously seen information. Consequently,
the current output depends on both the current input and the
already processed outputs, and RNNs are powerful enough to
maintain long-term interrelations [66]. Bidirectional RNNs
(Bi-RNNs) attempt to exploit future events and previously
seen information to determine the output. Since the words
in a speech(sentence) are logically related to previous or
subsequent words, Bi-RNNs can get forward and backward
information within the sequence [65]. Similarly, Bi-RNN is
commonly used in lip reading pipelines [66] and employed
for a few active speaker detections [18].

A Bidirectional GRU, or BiGRU, is a sequence processing
model that consists of two GRUs. One takes the input in a
forward direction and the other in a backward direction [79].
It is a bidirectional recurrent neural network with only the
input and forget-gates. This work employed a Bi-GRU-based
backend prediction network consisting of three prediction
sub-networks: the main prediction network and two auxiliary
prediction networks supporting the main prediction perfor-
mance. The main prediction network has 256 units of two
layers of bidirectional gated recurrent units (Bi-GRU) to
model the joint temporal dynamics and two layers of time
distributed fully connected of size 256 and 128, respectively.
Time distribution means that the same weights of a fully
connected dense layer apply to each frame in the input
sequence (sequence input - sequence output). Finally, the
Fc’s outputs are averaged in the temporal dimension with 1D
global average pooling, and send the results to the softmax
layer for prediction. The final layer of the main classifier
outputs a probability distribution over the possible outcomes
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(speaking and not speaking). Likewise, the auxiliary video
classifier has a 128-unit Bi-GRU layer followed by 1D global
average pooling and softmax layer. The auxiliary audio clas-
sifier directly feeds the extracted features to the softmax layer.

E. IMPLEMENTATION DETAILS

The framework was implemented based on Keras [35], and
the networks are trained end-to-end on a single NVIDIA Titan
RTX GPU of 24GB memory. The Adam optimizer [36] is
adopted, and the initial learning rate is 107>, As noted by
Roth et al. [10], AVA-ActiveSpeaker has a much smaller vari-
ability than natural image datasets with a comparable size.
Therefore, this work prevented overfitting during training
by randomly sampling a single clip with n time contiguous
crops from every face track instead of densely sampling
every possible time contiguous clip of size n in the tracklet.
A dropout applied, a rate of Pdrop = 0.7, to the time dis-
tributed fully connected layers attached after BiGRU layers.

F. LOSS FUNCTION
The loss function [(w) is defined as a cross-entropy loss
between the predictions and labels:

1w) = =" yijlogpi) + A llwll?, 3)
J

where ) is a regularization hyperparameter, y; = [y;1, ...,
yiN]is the ground truth, where y;; = 1 if the face is Speaking
and y; = 0 otherwise.And, prediction p; = [p;i1,..., p;N],
where p;; = 1 if the face is Speaking and p;; = 0 otherwise

Furthermore, independent auxiliary classification net-
works were added on each modality with corresponding
cross-entropy loss to encourage the prediction network to
use audio and visual embedding. The final loss is then a
combination of all terms:

Iw) = Lay + AaLa + MLy, 4

where L, is Eq. 3, L, and L, are the cross entropy of audio-
only and visual-only networks, and following settings in
[10], [37] the A\, = Ap = 0.4 were assigned to places a lower
weight on the individual modality performance.

IV. EXPERIMENTS

This section discusses the experiments and evaluation results
of the proposed framework on the AVA-ActiveSpeaker
dataset [10]. After discussing the AVA-ActiveSpeker dataset,
the following section discusses the employed evaluation met-
rics and acoustic noise. The remaining section discusses the
ablation experiment to choose the best prediction network,
the experiment to evaluate the performance of AVF and con-
catenation, the evaluation result on different image scale set-
tings, the evaluation result on acoustic noise, the contribution
of auxiliary supervision, the evaluation on acoustic noise, and
the comparison of the proposed approach with the existing
state-of-the-art approaches.
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FIGURE 4. Example of labeled faces from AVA-ActiveSpeaker dataset. Red
box for not speaking and a green box for speaking.

[0-40) = [40-80) = [80-120) = [120+)

5.74%

22.32%

54.30%
17.82%

FIGURE 5. AVA-ActiveSpeaker validation set face size distribution.

A. AVA-ACTIVE SPEAKER DATASET

The AVA-ActiveSpeaker dataset [10] contains temporally
labeled face tracks in video, where each face instance is
labeled as speaking or not. It contains 297 movies from
Youtube, with 133 for training, 33 for validation, and 131 for
testing. It contains movies from film industries worldwide,
leading to diverse languages, recording conditions, and
speaker demographics. The dataset provides an annotation
file for training and validation sets but not for the test set.
Moreover, the dataset also contains many older videos in
which the audio and the video appear to have been recorded
separately or significantly out-of-sync [18], which makes the
temporal correspondence between audio and video speech
representations [12] challenging to indicate whether a person
is speaking or not. A sample image is shown in Figure 4,
which includes partial occlusion, different face sizes, light-
ing conditions, demographics, and existing activities in the
dataset. The dataset consists of normalized bounding boxes
for 5.3 million faces (2.6M training, 0.76M validation, and
2.0M testing) detected over 15-minute segments from each
movie. In addition, the AVA-ActiveSpeaker dataset is very
challenging due to the presence of low resolution (e.g., people
in the distance) or occluded faces (e.g., profile faces) in the
video and small labeled faces. 44.6% of labeled faces is less
than 100 pixels wide, and 48.2% of the face mouth region can-
not be detected by the state-of-the-art face landmark detection
library Dlib [37].
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B. METRICS
This work used the AVA-ActiveSpeaker dataset official eval-
uation technique to conduct the experiments, which com-
putes the mean average precision (mAP) metric over the
validation set.

This work also used ‘“‘area under the Receiver Operating
Characteristic curve (AUC)” as a metric to evaluate the
performance of the proposed model under different image
scales. Whenever two models are compared, a two-sided
t-test is used. The P-value threshold is set to 0.05 for statistical
significance.

C. ACOUSTIC NOISE

Stefanov et al. [40] evaluated their proposed voice active
detection model successfully to test the effect of noise by
adding stationary noise to the audio signal. Following this
technique, the robustness of the proposed models against
noise signals was tested by adding a stationary noise (white
Gaussian Noise) to the audio signal. For every record, the
noise was generated by sampling it from Gaussian distri-
bution using standard deviation (§), a root mean square
of the signal (shown in Eq. 5) with a zero mean noisy
(Mnoise = 0). Finally, the generated noise is added to the
AVA-ActiveSpeaker validation set to generate a noisy vali-
dation set.

Z (n; — Mnoise)2

n

Snoise = ©)
D. EVALUATION OF PREDICTION NETWORK

An ablation experiment has been conducted on three popular
backend modules in the previous active speaker detection
works the Bi-GRU, the temporal convolution network (TCN),
and bidirectional long short-term memory (Bi-LSTM) to
select the best backend classifier.

A TCN module comprises dilated, causal 1D convolu-
tional layers with the same input and output lengths [77].
A Bi-LSTM is a process of making any neural network have
the sequence information in both directions, backward (future
to past) or forward (past to future). In bidirectional, the input
flows in two directions, making a Bi-LSTM different from
the regular LSTM. With the regular LSTM, input flows in
one direction, either backward or forward. However, in bi-
directional, input flows in both directions to preserve future
and past information [78].

The Bi-GRU layer was replaced with Bi-LSTM and TCN
layers to compare with the baseline. The TCN and Bi-LSTM
layers have the same number of layers and units as Bi-GRU.
They are evaluated under the same parameter settings (includ-
ing the same dataset, same learning rate, and pre-training
network). As shown in Table 1, Bi-GRU outperformed TCN
and Bi-LSTM by a mAP of 1.98%. The experiment reveals no
performance gap between the TCN and Bi-LSTM layer; both
have attained almost the same detection performance (mAP
82.404% =~ 82.359%). Hence, throughout the experiment,
a Bi-GRU-based active speaker was employed.
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E. EVALUATION OF FUSION OPERATIONS

The experiments have been conducted between the AVF and
deterministic concatenation approach to verify the effective-
ness of the proposed fusion module. These experiments were
conducted on the proposed active speaker detector replacing
the AVF with a concatenation operation. To further under-
stand the effectiveness of the AVF, a comparison has been
conducted against the concatenation on a new model, remov-
ing the last 2 Bi-GRU layers from the proposed ASD (without
two Bi-GRU layers). For a more fair comparison, the two
fusion approaches were conducted under the same settings:
the dropout ratio, BNs, Bi-GRU layers, global average pool-
ing (GAP), backbone network, optimization, learning rate,
and Fc layers all are set to the same parameters. In short, the
only difference is the fusion operation used. Fig. 6 illustrates
the comparison of the proposed model using the proposed
audiovisual fusion(AVF) and concatenation method.

1) WITH TWO Bi-GRU LAYERS

As shown in Fig. 6, the AVF outperforms the concatenation
approach with small margins, mAP of 0.67%. Though the
result is not statistically significant, the AVF-based ASD
is more efficient than concatenation-based ASD since it
feeds only 128-dim selected features to the backend net-
work, whereas the concatenation-based ASD feeds 256-dim.
With this, the AVF reduces the backend network classifier’s
computational burden in half compared to the concatenation
operation.

2) WITHOUT TWO Bi-GRU LAYERS

Removing the two Bi-GRU layers after fusion, the AVF-
based proposed ASD accuracy decreases by 0.164%mAP;
on the contrary, the concatenation-based ASD drops by
10.724%mAP. From this, one can deduce that the nature
of the proposed attention-based fusion module, the AVE,
to handle long-range dependencies in the network [52] helps
the proposed model attain better results without additional
help from 2 Bi-GRU layers. The experiment reveals that
the performance of concatenation-based ASD relies on the
2 Bi-GRU layers since it cannot handle long-range dependen-
cies by itself. On the other hand, the experiment indicates that
the 2 Bi-GRU layer does not help much the AVF-based ASD.
Without any complications, one can use the AVF for ASD or
other related applications without additional recurrent neural
network layers to handle the temporal dynamics of the fused
features.

On the other hand, the AVF-based ASD without 2 Bi-GRU
(AVF_Wo_2biG) layers attained 82.22%mAP whereas the
concatenation based without 2 Bi-GRU(concat_wo_2biG)
layers attained 72.991%mAP, which is statistically signifi-
cant. This work proved the hypothesis that instead of lever-
aging deterministic fusion operation, employing a fusion
technique with fewer dimensions may assist the network in
learning efficiently and improve detection performance. This
work concluded that the AVF is superior and more efficient
than the concatenation module.
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TABLE 1. Backend network comparison.

Method | mAP%

TCN 82.404

Bi-GRU 84.384

Bi-LSTM | 82.359
85 84.384 84.22

83.715
s 27

81768
80
. Concat
575 AVF
£

72.991 Conact_wo_2biG
AVF_wo_2biG

70.02
70

65

Noise AVA-ActiveSpeaker AVA-ActiveSpeaker

FIGURE 6. Comparison of the AVF, AVF without Bi-GRU(AVF_Wo_2biG),
Concat and Concat without BiGRU(Concat_Wo_2biG) on the Noisy
AVA-ActiveSpeaker, left and AVA-ActiveSpeaker dataset, right.

F. EVALUATION ON DIFFERENT IMAGE SCALE

Following the image scale settings from [40], the proposed
framework was evaluated under different image scale settings
on proposed ASD with and without 2 Bi-GRU layers after
fusion, shown in Table 2. The AVA active speaker validation
set [10] distribution is shown in Figure 5. The majority of
the face size in the dataset are in the large scale (120+) range,
which is 54.30%. The medium [80,120] is 17.82%, and above
small [40, 80) is 22.32%. The most challenging, small-scale
range [0, 40) consists of only 5.74%.

The experiment results on the proposed ASD with
2 Bi-GRU layers are not statistically significant. However,
even though the AVF-based ASD inputs small-scale images,
the AVF helped the proposed model select only useful fea-
tures and achieved almost the same detection result as a
concatenation-based model on a small scale, medium, and
above small-scale settings. However, the proposed model
outperformed the concatenation-based model with a mAP of
0.492% on the large-scale image, which covers most of the
validation set.

On the contrary, without 2 Bi-GRU layers, the experi-
ment result indicates statistically significant. The AVF-based
ASD outperforms the concatenation-based ASD on all image
scales. From this, one can infer that the AVF learns the
correlation between the facial region and sounds and can
pick more valuable features than the concatenation operation,
which are input to the backend classification network. These
experiments also revealed the robustness of the proposed
fusion operation toward different image scales.

On the other hand, as shown in Table 2, the experiments
on different image scales show significant performance gain
as the size of the image increase on all proposed models.
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TABLE 2. The performance (AUC) over different face sizes.

Method | Feature | 2 Bi-GRU | [0-40) | [40-80) | [80-120) _ [120+)
AV 78.006 | 84.607 | 90.704  94.171
AVF % v 67.446 | 76.832 | 85715  89.411
A 71796 | 73266 | 74524 81.144
AV 78.104 | 85.761 | 90.683  94.085
AVF v x 65972 | 78.172 | 85.849  89.393
A 72.561 | 73.558 | 74985  81.166
AVF,ue | AV 7 76.261 | 84.823 | 90.874 __ 93.794
AV 77997 | 85.195 | 90.601  93.679
Concat v v 65770 | 77.845 | 85941  89.266
A 72.664 | 73315 | 74.829 81067
AV 75545 | 79.692 | 84387  83.238
Concat % X 6525 | 7600 | 84732  87.928
A 72.595 | 73434 | 74934 81.04

TABLE 3. Comparison with related work that employed two-stage and two-stream audiovisual framework.

Method Contrastive loss Postprocessing Fusion operation | mAP%
& dimension
Baseline [10] X - Concat(256) 82.100
Chung et al. (LSTM) [18] v - 85.100
Chung et al. (TCN) [18] v - 85.500
Chung et al. (Ensemble) [18] v Assemble two models 86.100
Chung et al. (Ensemble) [18] v Assemble the output of two models | Concat(512) 87.400
and apply a median filter.
Chung et al. (Ensemble) [18] v Assemble the output of two models 87.800
and apply a Wiener filter.
v Median filter 84.000
Zhang et al. [19] X Median filter Concat(256) 79.200
v No smoothing 83.000
No context 79.500
Context+No Refinements 84.400
Context + pairwise refinement 85.200
Juan et al. [17] v Context + Pairwise Refinement + | Concat(256) 85.300
MLP
Context + Temporal 85.700
Context + pairwise refinements + 87.100
temporal refinements
Talknet [75] X - Concat(256) 92.3
Talknet [75] X - Concat(256) 82.8
Ours(without aux supervision) X - AVF(128) 83.886
Ours X - AVF(128) 84.384

TABLE 4. Comparison with SOTA that employed different approaches.

Method [ Approaches [ mAP%

MAAS-TAN [70] | Graph neural networks 88.8

UniCon [73] Multiple types of contex- | 92.3
tual information

ASDNet [71] Three stage pipeline 93.5

SPELL [72] Graph-based 94.9
representations

Ours two-stage 84.384

The larger the input size, the better the model detects an active
speaker.

G. AUXILIARY SUPERVISION HELPS?

As listed in Table 2, removing the auxiliary classifier
(AVF, 44y ), an experiment has been undertaken to observe the
contribution of the auxiliary supervisions for the main clas-
sifier. The experiment reveals that the auxiliary supervision
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helped the model gain a mAP of 1.745% and 0.377% on small
and large-scale images, respectively, and no performance
gain on the medium and above small-scale images. However,
as shown in Table 3 the auxiliary classifier helps the model
gain a mAP of 0.498% on the overall AVA-ActiveSpekaer
validation setting.

H. EVALUATION ON ACOUSTIC NOISE

The experiment has been conducted on the noisy AVA-
ActiveSpeaker validation set to observe the robustness of the
proposed AVF and concatenation. The noisy signals were
added to the validation set according to Eq. 5. As shown in
Fig. 6, the experiment result reveals that AVF-based ASD
with 2 Bi-GRU layers outperformed the concatenation-based
ASD with 2 Bi-GRU layers by a 0.432% mAP on the noisy
AVA-ActiveSpeaker validation set and by a mAP of 0.669%
on the raw AVA-ActiveSpeaker validation set. However,
the result on ASD without the 2 Bi-GRU layers indicates
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significant outperformance of the AVF-based ASD over the
concatenation-based ASD by 11.748% mAP. The experi-
ments proved that the proposed AVF is more robust towards a
noisy signal than the deterministic operation (concatenation).

The nature of the proposed Gaussian noise is a noise
that can be removed with the spectral subtraction method.
However, from the experiment, this work proved that the
presence of a visual stream enables the proposed models to
predict the active speaker without losing much performance
in the presence of competing noise. Nevertheless, as shown
in Figure 6, adding Gaussian noise to the AVA-Activespeaker
dataset slightly affected the performance of the proposed
models.

I. COMPARISON WITH STATE-OF-THE-ART

Table 3 lists the comparison of the proposed model perfor-
mance to all two-stage previous state-of-the-art works trained
and evaluated on the AVA-ActiveSpeaker dataset. This work
achieved a mAP of 84.384% and 83.886% without auxiliary
supervision. With this result, the proposed model outper-
forms all two-stage previous works, except those two works
[17], [18], which employed sophisticated postprocessing
tasks. Computational-wise, the proposed model is less
complex and efficient than two-stage previous works
that achieved state-of-art detection results. For instance,
Chung [18] improved ASD performance with a high com-
putational tradeoff. They assembled the two networks’ pre-
diction output that employed LSTM and TCN classifiers.
In addition, to further improve the performance, they applied
a median and winder filter to remove noise from the pre-
diction output of the classifiers in the temporal domain.
Alcazar et al. [17] presented a context-based ASD that
attained state-of-the-art detection results on the same dataset.
However, their model consists of three phases: short-term
encoder, pairwise refinement, and temporal refinement. Each
phase has trained sequentially to boost the predictor’s perfor-
mance. Despite this, since their model was built based on the
speaker’s context over long time horizons, it is slow, costs
higher computation, and is unsuitable for real-time applica-
tions. Without the postprocessing, their model attained less
detection accuracy of 4.884% mAP than this work’s and
attained nearly the same result after leveraging the postpro-
cessing. The proposed framework has three advantages over
previous two-stage state-of-the-art works; 1) trained end-end-
end, 2) less complex, does not employ any postprocessing
tasks, and 3) it employs the proposed efficient fusion oper-
ation (the AVF) technique.

Compared to most related work of Sigtia et al. [19], the
proposed framework outperforms their work that does not
apply a media filtering by a mAP of 5.184%; and outperforms
their model that did not employ a contrastive loss and median
filtering by a mAP of 1.384% and 0.384%, respectively.

On the one hand, all the previous works listed in Table 3
used a concatenation operation, consisting of 256-dim, except
Chung [18], which consists of 512-dim. Nonetheless, the pro-
posed novel fusion operation, the AVF, has only 128 features.
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From this, one can infer that the proposed fusion module
effectiveness. The proposed model reduced the computa-
tional burden from the backend module in half compared to
most works and three-fold compared to Chung [18] works.
Similarly, compared to TalkNet [75], the proposed framework
attained less performance. However, computational-wise,
the proposed framework uses fewer features than TalkNet.
On the other hand, in similar work, the Talknet that employs
10 frames input which is the same as the proposed framework
performs less by 1.58%mAP than this work.

Furthermore, all previous works, excluding the baseline
work [10], enhance the detection result by employing audio-
visual synchronization techniques using contrastive loss,
which minimizes the distance between synchronized visual
and audio embeddings and maximizes the distance for the
non-synchronized pair. However, the proposed framework
attained better results training end-to-end on the raw unsyn-
chronized dataset( without the help of contrastive loss). Since
the AVF helps the model join the two modalities focusing
on a discriminative facial region with audio, the proposed
model can learn better on unsynchronized datasets than the
others. It is also simple yet effective. Since the scope of this
work is to propose effective and less complex active speaker
detection, further experiments adding those postprocessing
tasks have not been conducted. However, one can improve the
proposed model result by applying those techniques utilized
in the previous works.

No further experiment has been undertaken to explore the
proposed model inference time. However, since the AVF
eases the computational burden of the backend network in
half compared to the deterministic approach, one can easily
deduce that the proposed module can improve prediction per-
formance and ease the computation burden from the backend
network leading to better inference time.

As shown in Table4, to attain a state-of-the-art result,
recently, various ASD works that employ graph-based, con-
textual, and three-stage frameworks have been introduced.
MAA-TAN [70] employed graph neural networks approach.
SPELL [72] proposed a learning graph-based representation
that can significantly improve the active speaker detection
performance owing to its explicit spatial and temporal struc-
ture. Unicon [73] proposed a unified framework that focuses
on jointly modeling multiple types of contextual information:
spatial context to indicate the position and scale of each can-
didate’s face, relational context to capture the visual relation-
ships among the candidates and contrast audiovisual affinities
with each other, and temporal context to aggregate long term
information and smooth out local uncertainties. Thus, this
work did not discuss the prediction and computational perfor-
mance of approaches that leverage graph neural networks and
contextual information for a fair comparison. ASDNet [71]
is a three-stage active speaker detection pipeline consisting
of the audiovisual encoding for all speakers in the clip, inter-
speaker relation modeling between a reference speaker and
the background speakers within each frame, and temporal
modeling for the reference speaker. Compared to this work,
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even though the ASDNet outperforms it, computational-
wise, the ASDNet is expensive since it follows three-stage
detection.

V. CONCLUSION

Previous active speaker detection followed the same
fusion strategy, the concatenation, which is inefficient, and
focused on improving the detection accuracy through com-
plex postprocessing tasks. This work proposes an effec-
tive audiovisual fusion (AVF) approach that learns the
correlation between facial regions and sound with less fea-
ture dimension and proposes novel efficient active speaker
detection trained end-to-end. The ablation experiment on
AVA-ActiveSpeaker [10] datasets under different image set-
tings and noisy signals showed the proposed AFV’s robust-
ness and effectiveness over the deterministic fusion approach.
Further, this work compared the proposed framework with
state-of-the-art works, and the proposed framework outper-
forms all previous works that did not employ postprocessing
tasks. Furthermore, the proposed framework achieved nearly
the same detection accuracy as previous works that applied
extensive postprocessing tasks; and learned better on the raw
unsynchronized AVA-ActiveSpeaker dataset.
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