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ABSTRACT To promote the real-time dispatching of a power grid and balanced decision-making of power
producers, accuracy and real-time forecasting are two main problems that need to be solved in ultra-
short-term photovoltaic (PV) forecasting. Focusing on the problems of slow model training speed and low
forecasting accuracy due to the redundancy of training data samples and insufficient long periodic capture of
data in complex weather, this paper proposes a two-stage method for ultra-short-term PV power forecasting
based on data-driven. In the meteorological analysis stage, the generation power samples similar to the
forecast day were extracted by inputting daily meteorological features and using maximal information
coefficient (MIC) weighted grey correlation degree to form the corresponding forecast data set. In the
power forecasting stage, the temporal convolutional used network (TCN) extracts local features to maintain
the sequence of extracted features. Then the bidirectional gating unit (BiGRU) combined with the Skip
connection strategy was used to fully learn the long and the short time sequence of photovoltaic sequences,
and the attention mechanism was used to pay adaptive attention to the more important historical states.
This study experimented on the measured data from a photovoltaic power station in Southeastern China.
The experimental results show that this method is effective in photovoltaic power short-term forecasts.
In addition, compared with the latest model, this method has smaller forecasting errors and higher robustness
in the time scales of 15 minutes, 30 minutes, 45 minutes, and 60 minutes. Specifically, indicator R2 increased
by an average of 5.4%, while indicators RMSE and MAE decreased by 8.6% and 7.3%, respectively.

INDEX TERMS Bidirectional gating unit, temporal convolutional network, maximal information coeffi-
cient, skip connection, photovoltaic power forecasting.

I. INTRODUCTION
Due to the influence of factors such as solar radiation and tem-
perature, PV power generation exhibits temporal variability
and unpredictability, which can pose a threat to the stability
and security of electric systems [1]. PV power forecasting can
be broadly classified into four categories based on the time
scale involved [2]: medium-term (a week to a few months)
and long-term (1 to 10 years) power generation forecasting
is mainly used for long-term planning of power grids and
power station operation management; short-term forecasting
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(1h to 1 week) can promote economic load distribution
and power system operation. Ultra-short-term forecasting
(within 1h) is of great significance in power marketing and
pricing, real-time power dispatching, and ensuring the safe
operation of a power grid.

In contrast to medium and long-term PV power fore-
casts, differentiating between short-term and ultra-short-term
forecasting can not always be straightforward. Ultra-short-
term PV power forecasting typically requires high-frequency
data collection and short-term forecasting techniques, such
as using minute or second-level data and employing
machine learning, neural networks data-driven methods, and
other data-driven methods. However, Short-term PV power
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forecasting typically involves predicting the photovoltaic
power generation for the upcoming hours or days and typi-
cally relies on low-frequency data collection and longer-term
forecasting methods [3]. These methods include the use of
hourly or daily-level data, as well as statistical and traditional
time series analysis.

In practical forecasting applications, the timescale required
to achieve the desired forecasting objective frequently dic-
tates the choice of a forecasting method. In this paper, we aim
to enhance the control of power grid dispatching, enabling the
power grid to accommodate fluctuations in power demand
and achieve more excellent stability. To achieve this, con-
sidering the actual data sampling interval, we try to forecast
PV power with the utmost accurate data granularity avail-
able through the device(15min). So this paper will focus
on an in-depth investigation of ultra-short-term PV power
forecasting.

Ultra-short-term PV power forecasting is accomplished
via two distinct approaches: physics-based and data-driven
methods [4], [5]. The physics-based approach entails estab-
lishing a physical model that describes the conversion of solar
radiation into PV output power. However, this modeling pro-
cess is often complex and challenging [6], [7], [8], [9], [10].
The data-driven method is a more economical and effective
method, where a forecasting model is developed by analyzing
historical meteorological and power data. The selection of
effective samples from historical data to form the basis of the
modeling process is a crucial aspect of PV power forecasting.
At present, there are two main ways to optimize training
samples.

The first method is ‘‘decomposition and forecasting,’’ that
is, the original time series is decomposed and then predicted
separately, and finally combined to get the final forecast-
ing result [11], [12], [13]. Another strategy to enhance the
quality of the training sample is the formation of a meteo-
rological matrix, which describes the day’s weather condi-
tions. Further analysis of the basic weather types, such as
sunny, cloudy, and rainy, is carried out using readily avail-
able meteorological data [14], [15], [16]. To find a method
that can obtain appropriate training samples under various
complicated weather conditions, indicators such as cosine
similarity [17], Euclidean distance [18], and gray correla-
tion [19] are often adopted to evaluate the similarity among
samples. Furthermore, historical samples whose indicators
are higher than the threshold value are selected as training
sets and verification sets to analyze the similarity of PV power
between the forecast day and the historical sample. Yet there
is a serious problem with these indicators. However, there
is a significant issue with these indicators as they fail to
distinguish the importance of various meteorological features
in affecting PV power generation.

The time series forecasting methods of PV power are
mainly based on statistical learning, machine learning, and
deep learning. Statistical learning approaches have the advan-
tage of being able to capture local patterns within data and

have been shown to effectively process non-stationary time
series data [20], [21], [22]. However, these methods often
require a substantial amount of historical data to be modeled,
and the forecasting accuracy can be significantly impacted
by the degree of data dispersion, hindering the extraction of
deep features in the PV time series. Machine learning can
effectively improve the above problems by adding nonlinear
factors to forecasting [23], [24], [25], [26], [27], [28], yet
when the data feature dimension and the number of samples
increase, the complexity of feature engineering would rise
sharply.

Deep learning has been a driving force in the artificial intel-
ligence revolution due to its exceptional performance across a
wide range of tasks, outperforming traditional machine learn-
ing techniques. One of the key benefits of deep learning is
its ability to automatically learn hierarchical representations
of data, enabling it to capture complex patterns and relation-
ships within the input data. For instance, [29] demonstrated
that combining deep convolutional neural network (CNN)
architectures with Cohen’s class time-frequency represen-
tations leads to high-performance metrics in the detection
of non-stationary gravitational wave signals in noisy envi-
ronments. Similarly, [30] proposed a deep learning model
consisting of a CNN composed of four local feature-learning
blocks, achieving favorable results on several standard speech
emotion datasets. Additionally, deep learning algorithms
are suitable for large-scale multivariate photovoltaic power
data and can self-adaptively extract features at different
levels [31], [32], [33], [34].

In the realm of multivariate time series forecasting, partic-
ularly in the domain of PV power forecasting, the presence
of numerous features can pose a challenge for single-class
models to effectively learn and incorporate these features.
To overcome this challenge, the combination of a CNN-RNN
class model leverages the strengths of both models, taking
advantage of the CNN’s ability to extract local features and
the RNN’s ability to learn time series patterns, ultimately
leading to an improvement in the performance of the fore-
casting model [35], [36]. But limited by the structure itself,
a combined model of CNN-RNN class still has the following
shortcomings:

1) CNN receptive field’s limitation: CNN extracts local
features from time-series data by multiplying sliding con-
volution kernel Windows or average pooling. However, due
to the limitation of the convolution kernel size and the con-
volution model, the capability of feature extraction would
gradually weaken when the number of convolution operation
stacks increases.

2) Disorder of feature extraction by CNN: there is no strict
one-way sequence when CNN is extracting features, so the
consistency of data time sequence cannot be guaranteed on
the time axis.

3) RNN class model’s incapability of learning long-period
patterns of time series: although variants of RNN such
as gated recurrent unit (GRU) and long short-term
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Memory (LSTM) can alleviate the long-term dependence
problem of traditional RNN and effectively learn previously
extracted local features, the issue of gradient disappearance
and explosion arises when the time step is substantial, making
it difficult to capture the long-term periodicity evident in
photovoltaic power data over days.

Given the shortcomings of the above data-driven methods,
this paper proposes a phased PV power forecasting method
under complex weather, with the main contributions as
follows:

1) In the meteorological analysis stage, this paper proposes
a novel approach to the training sample extraction method
that takes into account the importance of features in pre-
dicting PV output. This approach uses MIC to weight gray
correlation analysis to extract training samples that are more
similar to the forecasting samples. Compared with traditional
methods that do not distinguish the importance of features,
our method better considers the influence of different meteo-
rological characteristics on PV generation. By improving the
quality of training samples, our approach enhances the accu-
racy of ultra-short-term PV forecasting, promoting real-time
dispatching of a power grid and balanced decision-making of
power producers.

2) In the training model’s feature extraction stage, this
paper explores the use of TCN for local feature extraction of
input signals. In contrast to traditional CNN serial and paral-
lel superimposed feature extractors, TCN expands the local
receptive field of convolution operation and can extract long
intervals and non-continuous information of PV. Besides, the
output of the feature extraction stage is consistent with the
recurrent network on the time axis.

3) In the trainingmodel’s forecasting stage, given the short-
term regularity of the PV sequence and its periodicity with
the smallest unit of a day, this paper adopts a skip connection
strategy based on BiGRU to prolong the interaction cycle of
time series forecasting and effectively capture the longer peri-
odicity. Furthermore, the attention mechanism is employed to
optimize the output, thereby further enhancing the forecasting
performance.

II. EXTRACTING SIMILAR SAMPLES
As proposed in this paper, the overall process of the phased
PV power forecasting method under complex weather is
shown in FIGURE 1. Stage 1 seeks and optimizes train-
ing sets and validation sets of multiple power sequences by
inputting meteorological features of historical and forecast
days and according to the correlation betweenmeteorological
features and power. Stage 2 mainly builds the forecasting
model, optimizes the model parameters, and evaluates the
forecasting effect.

A. GREY CORRELATION ANALYSIS
Affected by meteorological factors and geographical con-
ditions, Photovoltaic power shows strong randomness and
volatility. For photovoltaic power stations with fixed loca-
tions, the size of photovoltaic power mainly depends on

FIGURE 1. Two-stage ultra-short-term PV power forecasting process.

meteorological conditions. By analyzing the daily meteoro-
logical characteristics and applying the evaluation indexes,
researchers can obtain samples whose power curve is similar
to that on the forecast day, and therefore can reduce the model
training time and improve the power forecasting accuracy.
This paper used MIC to weight the grey correlation degree to
extract samples with similar photovoltaic power, which plays
a role in optimizing the training set and the validation set.

1) CONSTRUCTING METEOROLOGICAL FEATURE VECTOR
To extract similar samples, a preliminary analysis of pho-
tovoltaic output factors is necessary, so it is essential to
construct a meteorological feature set that can approximate
the power generation status of the day. Literature [13], [14],
[15], [16], [17], [18] offers valuable insights into effective
meteorological characteristics, such as average temperature,
average humidity, and average irradiation intensity. Com-
bined with the actual daily meteorological data of the photo-
voltaic sites, the total solar radiation data is used to displace
the missing average radiation intensity data in this study.
In addition, there are obvious differences among the power
curves of different weather types. This paper constructs the
following meteorological feature vector W for three gener-
alized weather types, which serves as the basis for similar
sample extraction:

W = [Ta,TM ,Tm,Ta,Ha,HM ,Hm, Ia,Ca] (1)

where Ta, TM , and Tm represent daily average temperature,
maximum temperature, and minimum temperature respec-
tively; Ha, HM , and Hm represent daily relative humidity,
maximum humidity, and minimum humidity respectively;
Ia represents total solar radiation, and Ca represents total
cloud cover.

Normalization can eliminate or reduce the influence
brought by different characteristics’ different units and differ-
ent orders of magnitude, which is convenient for subsequent
similar sample selection and photovoltaic power forecasting.
After normalization, the meteorological feature vector of the
forecast day and that of the same weather type are as follows:

W0 = [W0(1), . . . ,W0(n), . . . ,W0(8)] (2)

W i = [Wi(1), . . . ,Wi(n), . . . ,Wi(8)] (3)
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whereW0 is the meteorological feature vector of the forecast
day, andW0(n) is the nthmeteorological feature of the forecast
day;Wi represent the ith meteorological feature vector of the
same condition of weather, whileWi(n) is the nth meteorolog-
ical feature of the day.

2) MIC CORRELATION ANALYSIS
MIC is a modern correlation analysis method that can fully
investigate linear and nonlinear relationships between vari-
ables. Compared with the commonly used mutual informa-
tion and Pierce coefficient,MIC exhibits superior equivalence
and universality. For the scatter plot composed of two con-
tinuous variables with arbitrary forms and different noises,
there is always a reasonable division to reflect the correlation
between the variables. For the nth meteorological feature set
W (n) = {W1(n), W2(n), . . . ,Wi(n), . . . ,Wd (n)}, and power
sequenceR= {r1, r2, . . . , rd}, theMIC between the nthmete-
orological feature and the daily average power is as follows:

MIC(n) = max
a×b<B

I (W (n);R)
log2(min(a, b))

(4)

where I (W (n); R) is the mutual information size between
W (n) and R, d is the number of samples under this kind of
weather, a and b are the number of divided segments ofW (n)
and R during grid division, respectively, and b, set 0.6 in this
paper, is the upper limit of grid division.

3) MIC WEIGHTED GREY CORRELATION DEGREE
Grey correlation analysis can judge whether the reference
data column is closely related to several comparison data
columns by determining their geometric similarity, reflecting
the correlation between sequences. The traditional grey cor-
relation method calculates the correlation by average weight-
ing, but ignores the influence of different meteorological
characteristics on power. Hereby, this paper used MIC to
weigh the grey correlation coefficient, and calculated the grey
correlation degree between historical samples and forecast
day samples under the same weather, providing a data basis
for the extraction of similar samples. The specific formulae
are as follows:

ξi(n) =
miniminn 1i + ρ maximaxn 1i

1i + ρ maximaxn 1i
(5)

an =
MIC(n)∑N
j=1MIC(j)

(6)

Ri =
N∑
n=1

anξi(n) (7)

where 1i = W0(n) − Wi(n), ρ, the resolution coeffi-
cient was set at 0.5; an is the weighting coefficient of the
nth meteorological feature; ξi(n) is the correlation coefficient
of the nth meteorological feature of the ith sample under
the same weather condition. Ri is the MIC-weighted gray
correlation degree.

B. FORECASTING DATA SET CONSTRUCTION
1) DESCRIPTION OF THE ORIGINAL DATA SET
The multivariate power data in this paper were from the
monitor data of a power station in HaiNing city from July 31,
2020 to July 31, 2021. The data set includes 20 electrical
data, such as active power and equipment temperature, and
eight environmental data, such as temperature, humidity, and
wind speed. The sampling period was 15 minutes. In order to
ensure the exclusion of redundant data, the dataset was con-
strained to a time range from 7:00 to 18:00 each day. A total
of 45 sample points, with a 15-minute interval between them,
were selected for analysis. The dailymeteorological data used
for similar sample extraction came from the data collected by
the HaiNing station of the National Meteorological Center of
China, including 8 features such as average temperature and
average humidity. The data granularity was 1 group per day.
The details of the data set are shown in the TABLE 1. All
experimental data are normalized to eliminate the influence
of different features’ units and sizes on the experiment, and
speed up the training of the model.

TABLE 1. Original data set.

2) CONSTRUCTION AND DIVISION OF DATA SETS
The sliding windowmethod was used to construct the sample
set for training and testing models. To verify the validity
of the forecasting and stability of the model, forecastings
were conducted after 15 minutes, 30 minutes, 45 minutes,
and 60 minutes, respectively. The process of constructing the
sample set is shown in FIGURE 2.

The power data and feature data within the sliding window
size T which is the length of the input vectors at the current,
and be used to predict the power size of multiple time lengths.
In addition, similar samples with a total of 25 days were
obtained via screening the selected test samples on the fore-
cast day with MIC-optimized gray correlation analysis. They
were arranged in chronological order, and the training set and
the verification set were divided according to the proportion
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FIGURE 2. Four different time scale forecasting methods and dataset
partitioning process.

in FIGURE 2. In particular, the training set was used to build
the basic model for power forecasting, the verification set
was used to adjust parameters and optimize the model, and
the test set was used to evaluate the performance of ultra-
short-term power forecasting. Given the intricate nature of PV
power time series and the end-to-end learning mechanism of
the neural network, the preservation of themodel’s robustness
necessitated the avoidance of manual construction of high-
order features through feature engineering methods. This
approach was aimed at preserving the full effectiveness of the
original sequence by minimizing any alteration or distortion
to the available information.

III. FORECASTING MODEL CONSTRUCTION
The structure of the overall forecasting model
(TCN-SK-BiGRU) is shown in FIGURE 3. The input char-
acteristics of the forecasting model at the current time were
expressed as X = {x1, x2, . . . , xt , . . . , xT }, where xt is the
state matrix [p(t), F(t)] of the t th time step. The original input
features are extracted by the TCN network layer, and then the
extracted features are input to the cyclic jump network for
time series forecasting.

A. TCN FEATURE EXTRACTION LAYER
1) EXTENDED CAUSAL CONVOLUTION
As a core part of TCN, extended causal convolution fully
combines the advantages of both causal convolution and
extended convolution. The extended causal convolution pro-
cess with an expansion coefficient d = [1], [2], [4] and a con-
volution kernel K = 3 is shown in FIGURE 4. In particular,
causal convolution strictly controls the sequence of convolu-
tion operations to ensure that the outputs will not omit any
historical information. Besides, by gradually increasing the
expansion coefficient d or convolution kernel K, expansion
convolution changes the size of the receptive field R = d∗K ,
reduces the number of layers of the network, and increases
long-term memory. Additionally, the input and the output
of a TCN become equal in length by the same convolution
operation and zero-value filling. For the extended causal con-
volution’s inputX (n−1)

= {xn−11 , . . . , xn−1t , . . . , xn−1T } and its
convolution kernel K = {k1, k2, . . . , km}, the output of the t th

unit o(n)t after the extended causal convolution is calculated in

Formula (8):

o(n)t =
(
X (n−1)

∗ dK
)
(s) =

∑m

i=1
ki · x

(n−1)
t−d ·i (8)

where is convolution operation, and m is the number of
convolution kernels.

2) TCN UNIT
A simple serial superposition of extended convolution can
further enlarge a receptive field. However, when a network
gets deeper, the network will overlearn the parameters of
non-identity mapping as the convolution superposes, result-
ing in information loss during the training process. There-
fore, as shown in FIGURE 5. a residual connection is added
between TCN units, and the input data passes through the
additional channels to transfer information across hierarchies,
which, in the meantime of superposing and expanding the
causal convolution, to some extent solves the problems of
network degradation and gradient fragmentation caused by
the increase of neural network depth.Wherein, 1×1 convolu-
tion ensures the same dimension of residual connection. The
residual connection process between TCN units is as follows:

X (n)
= Activation

(
X (n−1)

+ fS
(
X (n−1)

))
(9)

where fS represents the twice convolution, normalization,
ReLU and Dropout operations within each TCN unit.

To achieve faster convergence speed and stronger learn-
ing rate robustness during network training, the weight vec-
tor is re-parameterized by weight normalization after each
extended causal convolution, divided into modular value m
and direction V . As shown in Formula (10), weight normal-
ization is more suitable for analysis of time-series problems.

W =
m
∥V∥

V (10)

Finally, the normalized results are input into the ReLU acti-
vation function to add nonlinear factors to the network, and a
Dropout is performed to randomly discard some hidden layer
neurons to simplify the overall parameters of the network and
avoid over-fitting.

3) TCN-BASED FEATURE EXTRACTION
As a variant of CNN, TCN realizes the function of sparse
multiplication and weight sharing, fully mining local features
of data and meanwhile reducing parameters. In addition, the
direction of back propagation is different from that of the time
sequence during model training, which avoids the accumula-
tion of gradient in the time dimension. Based on CNN, TCN
uses extended convolution to stack convolution layers with
different expansion coefficients, expanding feature extrac-
tion’s reception field in the time dimension while keeping
the network parameters unchanged. Causal convolution can
maintain the sequential nature of photovoltaic power data,
that is, after the data of each time step is processed by the
causal convolution layer, the direction of the output and that
of the cyclic network are kept the same on the time axis.
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FIGURE 3. The overall structure of the proposed forecasting model.

FIGURE 4. Extended causal convolution.

FIGURE 5. Structure diagram of TCN residual unit.

In this paper, the TCN structure was used as the feature
extractor of the photovoltaic power forecasting model with
a large number of features. For the original input feature X
= {x1, x2, . . . , xt , . . . , xT }, the output of the feature extrac-
tion layer through a residual connection of n TCN units is
D = {d1, d2, . . . , dt , . . . , dT }, where dt = x(n)t . The feature
extraction results need to be input into the subsequent cyclic
jump network to further extract the patterns of time series.

B. SKIP CONNECTION LAYER
1) BIGRU
Since the transmission orders of sequential information in
both causal convolution and recurrent neural networks are
unidirectional, GRU only considers the unidirectional data

information flow and ignores the influence of reverse data
sequences’ transformation law on short-time power forecast-
ing. BiGRU can further learn the time series characteristics
but has not been fully used in the photovoltaic field. In this
paper, BiGRU was used as the basic model to capture tempo-
ral patterns, as shown in FIGURE 6, including forward-GRU,
backward-GRU, and Concatenate processes.

The unit feature dt , after extraction by the TCN layer,
of the t th hidden layer is affected by the state before and
after adjacent time. Using the BiGRU network to calculate
the forward propagation state and the back-propagation state
respectively, then concatenate the hidden layer results of the
two propagation states based on channel dimensions to obtain
the bidirectional time-series feature. The calculation process
is as follows:

−→st =
−−→
GRU

(
dt ,
−−→st−1,
−−→ct−1

)
(11)

←−st =
←−−
GRU

(
dt ,
←−−st+1,
←−−ct+1

)
(12)

st =
[
−→st ;
←−st

]
(13)

where s⃗t is the forward propagation state of unit t in the

forward GRU layer,
−−−→
ct − 1 is the cell state of unit t − 1 in

the forward GRU layer, ←−s t is the forward propagation state
of unit t in the reverse GRU layer,

←−−−
ct + 1 is the cell state of

unit t + 1 in the reverse GRU layer, st is the output unit of

FIGURE 6. BiGRU structure diagram.
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unit T in BiGRU, and [;] is concatenate of matrix based on
the channel dimension.

2) CIRCULAR ATTENTION MECHANISM
One can obtain the power state at each moment by learning
temporal patterns via BiGRU. The historical power state will
affect the current power, and the influence of near states and
the influence of far states on the power size are different,
generally showing that a near state is larger than a far one.
When the final hidden layer unit is utilized as the output
straightly, the valuable information contained in other hidden
layer units remains untapped, ultimately compromising the
model’s accuracy as the time step and the number of hidden
layer units increase. According to the influence of input
data on outputs, the sequential attention mechanism assigns
different weights to hidden layer states, and, thus, fully eval-
uates the importance of each hidden layer unit, namely the
historical state of each moment. The process is as follows:

1) Equally replace the output result of BiGRU network
with H = {h1, h2, ht , . . . , hT }, t ∈ [1, T ]. In this paper,
the additive model was used as an attention-scoring function
to calculate the correlation Score(ht ) between the state of
the hidden layer h̄ and the output state at different historical
moments.

Score (ht) = tanh (W sht + bs) (14)

whereWs is the weight matrix, and bs is the offset term.
2) Softmax function is used to calculate the attention

weight at of the hidden layer unit ht , that is, the proportion
of attention at this moment. The formula can be expressed as
follows:

at =
exp (Score (ht , hT ))∑T
j=1 exp

(
Score

(
hj, hT

)) ; ∑T

t=1
exp (at) = 1

(15)

3) Each hidden layer unit is given the corresponding atten-
tion weight, and the weighted average is used to obtain the
optimized output h =

∑T
t=1 atht , of the attention mecha-

nism. The outputs cover all the historical states within the
time step.

3) SKIP CONNECTION STRATEGY
To capture the long-term pattern in the unit of days, the
sequential period p is introduced as the number of jump steps.
As a result, it expands the span of the time series, and changes
the interaction cycle between the current forecasting time and
the historical time, and that between the current forecasting
time and the future time. Single point forecasting combines
the jump period p and the time step Q of the cyclic network
and at the moment the time window’s size T = p ∗ Q. The
forecasting task is set to predict the power size of samples
the next time according to the sample information at the first
T time. The jump period p, set to 45 in this paper, is the
number of samples within one day.

The state update of the hidden layer in the BiGRU
network with skip connection at each moment no longer

depends on the state of the single hidden layer before or
after but establishes a connection with the hidden layer with
an adjacent number of jump steps to learn the long-term
correlation in days in photovoltaic power forecasting. The
calculation process of the Skip-BiGRU network is shown in
Equations (13)∼(16).

−→
bt =

−−→
GRU

(
dt ,
−−→
bt−p,

−−→ct−p
)

(16)
←−
bt =

←−−
GRU

(
dt ,
←−−
bt+p,

←−−ct+p
)

(17)

bt =
[
b⃗t ;
←−
b t

]
(18)

where b⃗t is the forward propagation state of the t th unit in the
forward GRU layer, −−→ct−p is the cell state of the t-pth unit in
the forward GRU layer,

←−
b t is the forward propagation state

of the t th unit in the reverse GRU layer,←−−ct+p is the cell state of
the t + pth unit in the reverse GRU layer, bt and is the output
of the t th unit of BiGRU that adopts skip connection strategy.
The output hidden layer S of BiGRU and the output hidden

layer B of Skip-GRU are optimized respectively through the
Attention layer, and then concatenate the optimization results,
which are input into a fully connected networkwith a Sigmoid
activation function. Consequently, the final forecasting result
y of the whole model can be obtained.

B =
{
b1, bp, . . . , bpi, . . . , bpQ

}
(19)

S =
{
s(p−1)Q+1, s(p−1)Q+2, . . . , s(p−1)Q+i, . . . , spQ

}
(20)

A = Concat[Attention(S),Attention(B)] (21)

y = sigmoid
(
Wf A+ bf

)
(22)

where Wf is the weight matrix, bf is the bias term, and
i ∈ [1, T ].

IV. EXPERIMENTAL ANALYSIS
On sunny, cloudy, and rainy days, and three-day power data
were used as test sets respectively in this paper. Specific
training sets and validation sets were searched and optimized
according to the one-day weather conditions of the test sets,
and corresponding forecasting models were built to predict
ultra-short-term power in the four time-scales.

A. EXTRACTION RESULTS OF SIMILAR SAMPLES
MIC analysis was conducted on the daily meteorological
data within one year under the three weather types, and
the analysis results are shown in TABLE 2. Based on our
analysis, it is evident that the size of the output of PV power
is influenced by varying meteorological characteristics, with
discernible differences observed between different types of
weather. Notably, the total radiation exhibited the strongest
correlation with power output across all three weather types,
with MIC values exceeding 0.92. This meteorological feature
was found to be significantly more impactful on PV power
output than other weather parameters. On sunny days, due to
stable weather conditions, the correlation between power and
temperature was the highest. Under cloudy conditions, there
were high correlations between power generation and cloud
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TABLE 2. Analysis results based on MIC.

FIGURE 7. Similar samples under three weather types (sunny, cloudy, rainy) for the specific test samples
identified extracted by MIC weighted grey correlation analysis.

cover, temperature, and humidity. When it was cloudy and
rainy, the weather conditions were complex, the moisture and
air changed obviously, and the power was largely determined
by the humidity characteristics among which the average
humidity has the most significant influence with the MIC
reaching 0.625.

Similar samples were extracted by MIC weighted grey
correlation analysis for the specific test samples identified.
The extraction results are shown in FIGURE 7. To ascer-
tain the efficacy of analogous sample extraction, we exhib-
ited the power curves of the top five days (comprising five
akin samples) with the highest weighted grey correlation for
every forecasting day. Evidently, on sunny days, the sample
degrees were exceptionally elevated, which ensured a persis-
tent state of stable power generation. In contrast, the analo-
gous samples collected during cloudy weather showed some
fluctuations; however, they could still attain their maximum
potential around noon, with stable extreme points ranging
from 20 to 25kW. The training on overcast and rainy days had
a great fluctuation, but the changing trends of the curves were

roughly the same. The above screening of similar samples can
eliminate redundant power data, improve the quality of sam-
ples, reduce the training time of the subsequent forecasting
model, and improve the forecasting accuracy of ultra-short-
term power.

B. EVALUATION METRICS
Mean absolute error (MAE), root mean square error (RMSE),
and coefficient of determination (R2) were used to evaluate
the forecasting accuracy of the experimental results in this
paper. The calculation formula for each evaluation index is
as follows:

MAE =
1
n

n∑
i=1

∣∣(yi − ŷi)∣∣ (23)

RMSE =

√
1
n

∑n

i=1

(
yi − ŷi

)2 (24)

R2 = 1−

∑n
i=1

(
yi − ŷi

)2∑n
i=1 (yi − ymean )2

(25)
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where n is the number of predicted samples, ŷi =

{ŷ1, ŷ2, . . . , ŷn} is the predicted value of samples, and
yi = {y1, y2, . . . , yn} is the actual value of samples, and
ymean = 1

n

∑n
i=1 yi.

Besides, to prove the robustness of the model, model con-
struction and power forecasting would be carried out under
three weather conditions and three forecasting scales respec-
tively. Furthermore, we will introduce the model construction
time and forecasting time to undertake a more comprehensive
evaluation of the promptness of the predicted outcomes.

C. MODEL PARAMETER SETTING
Given the experiment’s characteristic of having a moder-
ate data scale and several parameters, a limited range was
preset for each parameter, and the optimal results of the
experimental parameters and those of the training parameters
were searched by the grid search method, where the channel
number = {4, 8, 16, 32, 64 }, dropout = {0.1, 0.2, 0.3}, cell
number= {1, 2, 3, 4}, TCN expansion coefficient= {1, 2, 4,
8, 16, 32}, TCN convolution kernels size= {1, 2, 3, 4, 5}, and
batch_size = {4, 8, 16, 32}. TABLE 3 shows the parameter
configuration optimized by grid search.

TABLE 3. Optimized parameter table.

To ensure that the model was fully trained, the method
of learning rate attenuation was adopted to gradually learn
from shallow to subtle. The initial learning rate was 0.01, the
lowest learning rate was 0.0001, the attenuation coefficient
was 0.5, and the patience was 5. Since the model adopts slid-
ingwindow to predict photovoltaic power, the slidingwindow
size T has a great difference in forecasting performance under
different weather conditions. To observe the forecasting effect
of different time window sizes, centralized tuning of time
window sizes is required. Since T = p ∗ Q, the time step Q
of the circular network was searched while keeping the other
parameters unchanged and setting the time step to 1, 4, 8,
12, 16, and 20. Taking the mean of R2 as evaluation matric,
the forecasting results under three weather type are shown in
FIGURE 8. The analysis shows that the optimal forecasting

FIGURE 8. Use R2 as the evaluation metric, set the time step 1, 4, 8, 12,
16, 20. the forecasting results under three weather type.

effect was achieved when the time window size was set to 8,
4, and 4 respectively under sunny, cloudy, and rainy weather.

D. COMPARATIVE EXPERIMENTAL
To evaluate the predictive performance of the proposed TCN-
BILSTM model (SK-TCN-BILSTM) with skip connection
strategy, we constructed datasets using MIC weighted gray
correlation degree for all models prior to forecasting. The
data sets were created with identical time window sizes and
proportions to ensure a uniform experimental environment.
To benchmark the proposed model, we compared it with vari-
ous statistical models such as ARIMAX, exponential smooth-
ing (ES), and GPR [19], which are well-suited for large
datasets, as well as machine learning-based models includ-
ing XGBOOST [26], SVM[100], and deep learning-based
models such as CNN [28], LSTM [29], GRU [30], LSTM-
Attention(LSTM-A) [31], CNN-LSTM [32], and ConvL-
STM [33]. The parameters of all algorithms in the comparison
test are optimized for this situation, and the significant hyper-
parameter settings of all the models mentioned above are
shown in TABLE 4.
The experimental results are shown in the following table.

To ensure the stability of the experimental results, the final
results of the following experiments at each moment were the
average values after five times of model training and testing,
and the results of forecasting are shown in TABLE 5-8.

In general, the experiment conducted model training and
predictive analysis on four time-scales of 15, 30, 45, and
60 minutes respectively to verify the robustness of the model.
When the forecasting time increased, we put forward higher
requirements on the learning ability and data analysis ability
of the model. For sunny weather, the forecasting accuracy of
the four-time scales was very close, with a small decrease
after 60 minutes. For cloudy and rainy weather, it can be
observed that the forecasting error of the model increased
significantly in longer time scales.

Specifically, the power data had strong stability on sunny
days, and the forecasting effects of all models were consider-
able. Machine learning-based models and statistical models
also performed well on sunny days and were even better

VOLUME 11, 2023 41183



H. Zhou et al.: Two-Stage Method for Ultra-Short-Term PV Power Forecasting Based on Data-Driven

TABLE 4. The significant hyper-parameter settings of all the models.

than the single CNN and RNN class models in multiple time
scales. However, in cloudy and rainy weather with frequent
meteorological fluctuations, the methods based on statis-
tics and machine learning could not fully analyze and learn
the high-dimensional features, and the forecasting accuracy
would decrease sharply, especially for ARIMAX. At this
point, the method based on deep learning showed obvious
advantages. In particular, CNN automatically extracted deep
features, which was better than the traditional method with
three evaluation metrics, but could not capture the histori-
cal patterns of power. For the RNN models, compared with
CNN, which is suitable for time series analysis by connecting
the front and rear units, LSTM and GRU had very similar
forecasting performance in the three types of weather, but
the forecasting accuracy of a single model was still low.
Compared to the single LSTM, the addition of Attention
improved the forecasting performance in each time scale and
under all weather conditions.

The amalgamated CNN and LSTM model harnesses
the respective strengths of both architectures, enabling
comprehensive exploration of local features and time-series

patterns. This synergistic approach results in superior fore-
casting accuracy when compared to individual models oper-
ating in isolation. Compared with the single CNN class and
RNN class models, the CNN-LSTM and the ConvLSTM
both had somewhat higher precision under sunny condi-
tions, with R2 above 0.99 in all four-time scales. In par-
ticular, in predicting an hour later, the R2 of CNN-LSTM
is the best, 0.995, while the RMSE and MAE of ConvL-
STM are the lowest which are 0.630 and 0.476. In cloudy
and rainy weather, CNN-LSTM and ConvLSTM had similar
performances. Specifically, ConvLSTM was slightly better
than CNN-LSTM in predicting 15 minutes and 30 minutes
later, and CNN-LSTM had better performance in predicting
45 minutes and an hour later.

The method proposed in this paper extracted features
through the TCN and adopted a jumping strategy to learn
time-series patterns. The method not only ameliorated the
unsoundness and limitations of feature extraction of the CNN
but also solved LSTM’s and GRU’s incapability of fully
learning long periodicity. Generating the forecasting results
better than the other benchmark models in all the time scales
and under all the weather types, the method showed strong
abilities in learning and nonlinear training. On sunny days
with obvious periodic regularity, the proposed method per-
formed best in the treble scales, while its performance was
slightly worse than CNN-LSTM and ConvLSTM in predict-
ing an hour later. In cloudy and rainy weather, where feature
extraction was difficult, the ability of the model to analyze
data became particularly important. Compared with the com-
bined model of CNN-LSTM and ConvLSTM, the proposed
method had R2 improved by 2.5% and 2.8% on average,
RMSE decreased by 7.1% and 6.3%, and MAE decreased by
6.8% and 7.8% under cloudy conditions. In rainy weather,
the forecasting performance of the proposed method had the
greatest improvement. Particularly, when the time interval
increased, the forecasting effect of the other models plum-
meted, but the method can still maintain R2 at 0.7369 in
predicting after 45 minutes. However, by observing the fore-
casting result an hour later, it can be found that, due to
complex environmental changes, it was still difficult even for
our model to predict generating capacity accurately. Despite
our best efforts, we found it challenging to accurately predict
generating capacity using our model, even after a one-hour
interval, due to the intricate and dynamic nature of the envi-
ronment. However, we established that the TCN-SK-BIGRU
model is highly appropriate for power forecasting under
diverse weather conditions, and possesses exceptional self-
adaptability that enables ultra-short-term forecasting across
most time intervals. Notably, this model outperforms other
combined models in terms of stability and generalization,
underscoring its efficacy as a robust and versatile forecasting
tool.

Finally, by analyzing the training time and the forecasting
time of the model, it is not hard to find, under the same
weather conditions, the same class model’s training time and
testing time in the different time scales basically remained
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TABLE 5. R2, RMSE, MAE, training Time(Time1), forecasting Time(Time2) when time scale is 15 minutes.

TABLE 6. R2, RMSE, MAE, training Time(Time1), forecasting Time(Time2) when time scale is 30 minutes.

TABLE 7. R2, RMSE, MAE, training Time(Time1), forecasting Time(Time2) when time scale is 45 minutes.

TABLE 8. R2, RMSE, MAE, training Time(Time1), forecasting Time(Time2) when time scale is 60 minutes.
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unchanged. Yet in different weather, the time spent on a
model was directly proportional to the power curve’s mis-
cellaneous degree and the difficulty of data analysis. In spe-
cific, the spent time was the shortest when sunny, moderate
when cloudy, and the longest when rainy. In detail, both the
statistics-based and machine-learning-based models require
a relatively shorter time for training and prediction. Notably,
the training time for ES is the briefest, approximately 0.5 sec-
onds, while the prediction time for XGBoost is the shortest,
at 5 ×10−3 seconds. The methods based on deep learning
greatly improved in model training, among which ConvL-
STM cost the most time fluctuating around five minutes,
and the test time of each model was within 1s. The method
proposed in this paper has high complexity, because it stacks
TCN for local feature extraction, and uses long and short
periods to learn time-series patterns. The average training
time was 246.1s on sunny days, 259.1s on cloudy days, and
279.9s on rainy days, while the average test time was 0.56s
on sunny days, 0.65s on cloudy days, and 0.71s on rainy days.
Both training time and test time increasedwith the complexity
of the weather. Although there is no outstanding advantage in
time performance, the test time within 1s and training time
within five minutes guarantee that our method can still be
effectively applied in practical forecasting engineering.

E. ANALYSIS OF ABLATION EXPERIMENT
To evaluate the efficacy of each module in our forecast-
ing methodology, we conducted an ablation experiment that
involved scrutinizing the specific forecasting approaches
for the three distinct weather conditions. The experiment
was designed to analyze the predictive performance after
a 15-minute interval. Considering the validity and rigor of the
experiment, we ensured that the variable was unique, only
deleted or replaced a single module, and kept the internal
parameters of the replacement module consistent. The exper-
iment names and specific settings were as follows:

1) NoMIC: the grey correlation degree was not used to
extract similar samples of forecasting samples, and the sam-
ples under the same weather were used to divide the training
set and verification set in a 5:1 ratio.

2) NoSKIP: the circular jump strategy was not adopted,
while the forecasting was only made through the ordinary
TCN-BigRU model.

3) NoAT: optimize the output without Attention.
4) NewCNN: the convolution kernel size was set to 2, the

number of layers was set to 4, and the padding mode with
Same replaced TCN for feature extraction.

5) NewGRU: BiLSTM, the base model of the cyclic Skip
connection layer, was replaced with LSTM with 2 layers and
64 channels.

6) Proposed: the complete model proposed in this paper.
Experimental results under three weather types and three

different evaluation metrics are shown in FIGURE 9. The
proposed model shows the best performance under three
weather types and indicators. Similar sample extraction using
grey correlation degree and replacing traditional CNN local

FIGURE 9. Experimental results under three weather types and three
different evaluation metrics. (a) RMSE. (b) MAE. (c) R2.

parallel feature extraction with TCN had similar promot-
ing effects. In specific, they both significantly improved the
forecasting effect of the model in rainy weather with large
fluctuations and slightly improved that in sunny and cloudy
weather. Thus, the above two methods were important in
power forecasting.

The cyclic skip connection strategy could effectively
reduce the model error under sunny and cloudy conditions
with obvious long periods, and could also act this way on
rainy days, which proved the effectiveness of the cyclic link
strategy in capturing long-term dependence. In addition, with
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FIGURE 10. 15-minutes forecasting curves for three weather types under
the ablation experiment. (a) Sunny. (b) Cloudy. (c) Rainy.

BiGRU and Attention, all kinds of forecasting indicators
had stable improvements in all the weather, which verified
the rationality of using BiGRU to learn deep bidirectional
patterns and adopting Attention to optimize outputs.

To visually illustrate the forecasting outcomes, we present
the power trend curves for a single test day across the
three distinct weather conditions, as depicted in FIGURE 8.
Notably, all the comparison models and the full model exhib-
ited a strong fit to the one-day power trend in sunny condi-
tions. However, the forecasting model that lacked the skip
connection strategy displayed a slight deviation in the peak
value. Under cloudy conditions, most of the sampling points
could predict the power generation situations well. In par-
ticular, for the full model whose peaks and troughs were
more consistent with the real values compared to the other, its

fluctuation trend basically matched the actual trend. In more
complicated rainy weather, the full model could still reflect
the overall pattern of power variation by using jump strategy
and Attention, but some extreme points fluctuated too greatly
to predict accurately. Meanwhile, similar samples were not
selected by grey correlation degree, so the quality of the
training samples was so low that the forecasting results were
not ideal.

V. CONCLUSION
This paper proposes a phased PV power forecasting method
suitable for a variety of complicated weather conditions,
which can effectively take short-term nonlinear patterns and
long periodicity in days of temporal data in a PV power
process into account. In this method, similar samples were
screened by MIC weighted gray correlation degree, parallel
features and temporal patterns were extracted by the TCN-
BiGRU model, longer-term information was captured by
jump connection strategy, and, combining attention mecha-
nism, periodic characteristics of sequences were fully utilized
to further optimize the outputs. To verify the validity of the
method, the comparison tests with mainstream models and
ablation experiments of each module were carried out on
real power station data sets. Consequently, they proved that
the forecasting method was suitable for weather conditions
with different fluctuations, and could effectively predict ultra-
short-term power generation, with stable performance in pre-
dicting after 15 minutes, 30 minutes, 45 minutes, and 60 min-
utes. Thus, the experiment results indicate that the method
can provide a data basis for photovoltaic grid connection and
power station operation and maintenance. Since the data used
in this paper can perform well on a time scale of 15 minutes
to 60 minutes.

It should be pointed out that the meteorological data
used in this paper for screening similar samples came from
historical site data rather than historical forecast data. For
the reason that historical meteorological forecast data are
difficult to obtain as they normally would not be stored,
and sometimes forecast data cannot accurately describe the
meteorological state of a day. Therefore, when the method
in this paper is applied to an actual forecasting project, the
accuracy of the next day’s weather forecast can greatly affect
the accuracy of forecasting. Nevertheless, the method in this
paper does provide feasible forecasting means. Regarding the
research in the next stage, we will focus on the following
aspects:

1) Our approach employs the skip connection strategy
that integrates short-term regularity and long-term periodic-
ity. However, we do not conduct targeted training on linear
regularity. In the realm of PV power generation forecasting,
exploring methods to incorporate linear models into the net-
work is a promising avenue for investigation. Doing so may
enhance the resilience of the nonlinear deep learning model
in the face of scale violations in time series data.

2) The model of this paper demonstrates excellent pre-
diction performance when applied to electrical data with
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a granularity of 15 minutes. We hold the belief that it
may further excel when applied to even finer time intervals
or analogous multivariate time series prediction scenarios.
However, utilizing the method presented in this paper
as the foundational model and fine-tuning or transfer-
ring learning by the specific situation remain formidable
challenges.

3) As the precision of weather forecast data advances, the
outcome of model SK-TCN-BILSTM can be employed as an
initial PV forecast result. Theoretically, combining the fore-
cast results obtained from our approach with the more precise
weather forecast data could effectively handle photovoltaic
energy generation in more intricate weather conditions. Nev-
ertheless, the method for leveraging accurate forecast data
to rectify the forecast results of our approach is a research
direction that necessitates further investigation.
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