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ABSTRACT The voltage fluctuations are caused by variations in renewable energy source outputs, increased
usage of nonlinear loads, high reactive power consumption of loads, etc. This results in damage to electric
components and enormous economic losses. It is necessary to measure the parameters of voltage fluctuations
and flicker levels to achieve a secure supply of power. However, higher-order harmonics and noises in
voltage waveform make such assessment a burdensome task. The traditional techniques fail to provide
exact monitoring due to the uncharacteristic variations in the input voltage signal. Nowadays, data-driven
methods have become a prominent choice for non-stationary, nonlinear signal analysis as it efficiently tackles
atypical changes by its capability to identify spatio-temporal information from given data. The present
paper proposes a data-driven hybrid methodology for monitoring voltage fluctuations using the low-rank
approximation of dynamic mode decomposition (DMD) and flat-top finite impulse response (FIR) filter. The
low-rank approximation of DMD enables to identify the spatio-temporal coherent structures from the data by
mapping the data into a lower-dimensional space. Adaptive flat-top FIRfilter tracks the fundamental dynamic
phasor by identifying the instantaneous frequency, magnitude and phase variations. The performance of the
proposed hybrid methodology is assessed using different test cases, and is compared with various existing
approaches. The promising results suggest that the proposedmethodology can be used for accurate parameter
identification and monitoring voltage fluctuations in smart grid scenarios. It can also be used as an accurate
tool in distribution grids to detect higher-order harmonics.

INDEX TERMS Dynamic mode decomposition, flat-top FIR filter, power quality, Hankelization, smart grid,
voltage fluctuations.

I. INTRODUCTION
Voltage fluctuations are defined as random or system-
atic changes in the voltage envelope. According to the
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Information, Education & Communication (IEC) standards
the voltage fluctuations are 10% of the rated voltage [1]. The
major sources of voltage fluctuations are (1) the presence
of nonlinear loads such as electric arc furnaces (EAF), arc
welders, and large motors, (2) variations in renewable energy
resources such as photovoltaic and wind power generator
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output, (3) increased reactive power consumption of loads,
(4) switching of power factor capacitors, etc. The volt-
age fluctuations can result in undesired illumination effects
known as flickers in power distribution systems. The volt-
age flicker induces an impression of unsteadiness of visual
sensation. The adverse effects of voltage fluctuations can
cause damage of electric power components, malfunction-
ing end user equipment, and enormous economic losses [2].
The concept of microgrid (MG) and distributed generation
(DG) systems import new concerns in voltage fluctuations
monitoring [3]. Due to the associated detrimental, technical
and economic aspects, voltage fluctuations are considered
as a major hazardous power quality (PQ) issue. A total of
83% of the PQ problems are due to voltage fluctuations and
flickers in distribution systems [4]. Thus, proper monitoring
of these fluctuations is paramount for the distribution system
operator to establish a secure, reliable and quality supply of
power [5], [6].

The voltage flickers aremainly divided into two categories:
(1) cyclic (periodic) flicker - it is caused by slow periodic
voltage magnitude changes. It is repetitive and mainly due to
the operation of nonlinear loads. (2) non-cyclic (aperiodic)
flicker - it is caused due to the occasional voltage magnitude
changes. The main sources of non-cyclic flicker is starting
of large motors. The two main indices recommended by IEC
Std 61000-4-15 to measure the voltage flicker severity are,
(1) short-term flicker severity (Pst)- it is measured for ten-
minute intervals based on voltage variations, (2) long-term
flicker severity (Plt)- it is measured for two-hour interval by
12 consecutive Pst values [2]. To measure the voltage flicker
severity and monitor the flicker level, parameter estimation
of voltage fluctuations is required. The presence of higher-
order harmonics, noises and other uncharacteristic variations
in the input voltage waveform makes the voltage fluctuation
assessment difficult. A robust voltage fluctuation monitor-
ing system should efficiently deal with the non-stationary,
nonlinear waveform characteristics. Further, the smart grid
architecture imports more complexities to the distribution
grid [7]. Therefore, developing an accurate voltage fluctua-
tionsmonitoring system by considering all these uncertainties
is troublesome.

A. REVIEW OF RELATED WORKS AND MOTIVATION
In the recent past different methods have been introduced for
voltage fluctuations monitoring and flicker severity assess-
ment in power distribution systems. Fourier-based analysis
is the most widely used conventional technique for voltage
fluctuation monitoring, in which the popular approach is fast
Fourier transform (FFT)-based techniques [8], [9]. However,
FFT-based techniques are more appropriate for stationary sig-
nal analysis. In general, the Fourier-based techniques suffer
from spectral leakage and picket fence effect in asynchronous
sampling conditions. This in turn leads to faulty analysis in
the presence of harmonics and nominal frequency deviations.

Even though Fourier-based techniques are easier to imple-
ment, due to the above limitations, it is not a suitable choice
for voltage fluctuations monitoring.

Wavelet transform is preferred over Fourier-based tech-
niques for voltage fluctuation assessment due to its potential
for non-stationary signal analysis [10], [11]. The shifting and
scaling property of wavelet transform is suitable to detect the
high and low frequency components in the measured voltage
signal. The usage of wavelets for voltage flicker measurement
is initially proposed in [10]. This method proposes a scheme
combining low-pass demodulation filter with wavelet decom-
position to measure the voltage flicker level. Huang et al. [11]
applied continuous wavelet transform (CWT) to enhance
the voltage flicker measurements by employing the Gaus-
sian wavelet basis function. The time-frequency relationship
extracted by CWT provides a flexible tool for voltage flicker
analysis. The selection of suitable wavelets, and complexity
in implementation are the two important liabilities of wavelet
transform-based techniques.

Another widely exploited choice for voltage fluctuation
monitoring is adaptive filtering-based methods [12], [13],
[14], [15]. The ability to adapt the filter parameters according
to the measured waveform characteristics makes it a good
choice for voltage fluctuation analysis. Hamadi et al. [12]
developed a voltage fluctuation estimation system using a
Kalman filter by adopting an extended state space model.
This system has utilized a fuzzy rule-based logic to tune the
system parameters. Kose et al. [13] proposed an approach
combining an extended Kalman filter (EKF) and linear
Kalman filter (LKF) for voltage flicker evaluation. In this
approach, EKF provides the voltage envelope and LKF pro-
vides the magnitudes around the fundamental frequency. The
major advantage of this approach is its less dependency to
fundamental frequency deviations. Sadinezhad et al. [14]
applied hybrid adaptive least-squares-Kalman (LSK) to mea-
sure the instantaneous voltage flicker from amplitude mod-
ulated grid voltage signal. To adaptively estimate the funda-
mental frequency of the signal, least-square optimization is
employed. Elnady and Salama [15] developed a flicker miti-
gation approach using the Kalman filter and its derivatives by
reducing the instantaneous flicker level to 60%. The adaptive
filteringmethods requiremore time to converge and thus have
limitations in real-time monitoring.

Hilbert transform (HT) based techniques are commonly
used to track the fluctuated voltage waveform [1], [16], [17].
Marei et al. [1] proposed HT-based control algorithm for
voltage fluctuation mitigation. In this method, the easiness of
HT is utilized to track the fluctuated voltage envelope and to
measure the flicker level in distribution systems. Even though
the method offers a fast response time, the minimum error in
tracking the voltage envelope is achieved throughHT realized
with a long filter length. This will increase the computation
cost and delay time than the short filter length. Galil et al. [16]
identified the voltage flicker parameters by combining the
Teager-energy operator (TEO) and HT. The TEO-HTmethod
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has achieved online tracking of voltage flicker with less
than a 3% margin of error. However, the TEO-HT method
suffers from instability issues in the presence of harmonics
and noises. A filtering technique is proposed as an essential
preprocessing stage to reduce this limitation. Feila et al. [17]
introduced a Prony-HT (PA-HT) combined method to detect
instantaneous flicker levels. The main advantage of the
PA-HT method is its easy implementation.

Various energy operator based techniques are devel-
oped for voltage flicker assessment in power systems [18],
[19], [20]. Eldery et al. [18] proposed an algorithm to track
the voltage flicker by calculating the Teager-energy opera-
tor (TEO) of the sinusoidal waveform. The key advantage
of the algorithm is its independency from prior estimations
and hectic optimization procedures. Li et al. [19] developed
an improved voltage flicker parameter estimation algorithm
using TEO and chirp z-transform (CZT). In this method,
the extraction errors of the voltage waveform are minimized
using the TEO error correction factor, then the frequency and
magnitude are extracted using the CZT. A computationally
efficient TEO for power system applications is developed
in [20]. The major advantages of this model are low-cost
implementation and faster response under dynamic scenarios.

Optimization-based techniques are proposed for voltage
fluctuations monitoring [21], [22], [23]. Hasawi et al. [21]
proposed a genetic-algorithm based optimization technique
for voltage flicker monitoring. The main disadvantage of
GA-based technique is the selection of proper parameters.
Sun et al. [22] developed a sparse representation-based
algorithm for voltage fluctuation assessment. In this algo-
rithm, voltage fluctuation detection is formulated as a signal
inpainting problem, where ℓ0-norm-based regularization is
used to import sparsity. Further, an ℓ2-norm regularization
is developed to extract the fluctuated voltage component.
Al-Othman et al. [23] utilized a particle swarm optimiza-
tion (PSO) algorithm for voltage flicker measurement. The
performance of the PSO algorithm hinges on the choice of
suitable parameters. In general, the possibility of converg-
ing to the local optimum locations and high computational
complexity limits the performance of optimization based
techniques.

S-transform (ST) based techniques offer improved time-
frequency visualization for voltage flicker monitoring
[24], [25]. Eghtedarpour et al. [24] exploited the potential
of ST in combination with the moving window approach to
calculate the voltage flicker level in power systems. In this
method, the moving window is used to extract the voltage
envelope, followed by ST to identify the flicker characteris-
tics. Even though the method has a good identification rate,
the computation is high due to the two-level implementation.
Yao et al. [25] proposed a fast s-transform (FST) technique
for voltage flicker analysis and monitoring. The FST method
offers less computational complexity than ST for flicker
analysis.

Decomposition algorithms such as empirical mode
decomposition (EMD), synchrosqueezing transform (SST),
variational mode decomposition (VMD) are applied to volt-
age flicker analysis. Onal et al. [26] utilized EMD for esti-
mating the short-term flicker severity index by decomposing
the measured voltage signal into modes. However, EMD
is prone to noise and other uncharacteristic variations in
voltage signals. Chang et al. [2] proposed a hybrid method
for voltage flicker monitoring using SST. In this method,
SST combined with the mean-shift algorithm is employed
for detecting the number of frequency components. Further,
band-pass filters are implemented to measure the amplitude
of frequency components. Achlerkar et al. proposed a VMD-
based approach for flicker identification and PQ detection in
the power grid [27].

Despite the above mentioned techniques, various other
approaches have also been proposed for voltage fluctuation
monitoring and flicker assessment. Alkandari et al. [28] intro-
duced a two-level forward-backward algorithm to detect the
voltage fluctuation parameters and nominal frequency of the
waveform. However, the two-level implementation increases
the complexity of the approach. Dejamkhooy et al. [29]
developed a grey system-based model for voltage fluctuation
modeling. This model has utilized the rolling Grey model
and GM(1,1) to model and predict the envelope of the fluc-
tuated voltage waveform. Marei et al. [30] proposed a con-
trol algorithm for flicker mitigation using 1) adaptive linear
neuron (ADALINE) and 2) recursive least-squares (RLS).
The RLS algorithm outperformed ADALINE by its robust
flicker tracking performance. Geiger et al. [31] introduced
a voltage flicker assessment model using RMS voltage for
off-line applications like planning of grid. Mazadi et al. [32]
utilized a state estimation algorithm for measuring voltage
flicker. A summary of different benchmark techniques for
voltage fluctuationmonitoring and flicker assessment is given
in Table 1. The description of each method and its limitation
are briefly summarized in Table 1.

Although the aforementioned methods have been applied
for voltage fluctuation monitoring in distribution sys-
tems, they also have several limitations. The Fourier-based
approaches fail to give exact monitoring of time-varying
flicker waveform due to spectral leakage and picket fence
effect. The selection of proper input parameters and imple-
mentation complexities are the two important constraints
in optimization-based techniques. Even though the HT
approach gives a good estimation of fluctuated voltage enve-
lope, its performance is not satisfactory in the presence of
noises and higher-order harmonics. The mathematical com-
plexity in Kalman filter-based techniques is higher that limits
its practical applications. Therefore, there is a requirement for
simple, reliable and fast methodology to monitor the voltage
fluctuations, which must be robust against noise contamina-
tion and other atypical variations that may occur in power
signals.
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TABLE 1. Summary of different benchmark methods for voltage fluctuations monitoring and flicker assessment.

B. OBJECTIVE AND KEY CONTRIBUTIONS
The key objective of this work is to develop a simple system
for voltage fluctuations monitoring using data-driven tech-
niques. The data-driven models provide the leverage of iden-
tifying the hidden dynamic features with no prior assumption
of the physical model of the system. It can determine the
temporal and spatial behavior of the data by discovering the
underlying dynamicity.

Dynamic mode decomposition (DMD) is an emerging,
versatile data-driven technique developed using the power of
singular value decomposition (SVD) [33], [34]. It is a matrix
decomposition technique with an outstanding capability to
extract the temporal and spatial features of the associated
system. The application of DMD to various domains such as

fluid dynamics, video processing, neuroscience, time-series
analysis, etc, is well investigated [33], [34], [35], [36]. In the
recent past, DMD algorithm is applied to power systems
for stability analysis and situational awareness [37], [38].
The wide application of DMD in power system domain
is supported by its high computational speed [37], [38].
In [37], DMD is utilized to assess the global instability
of power system. Situational awareness and monitoring of
the electric grids using DMD is described in [38]. Har-
monic monitoring using total-DMD algorithm are discussed
in [39]. The present paper proposes a data-driven hybrid
methodology for voltage fluctuations monitoring in power
systems using the DMD algorithm and flat-top finite impulse
response (FIR) filter. The proposed methodology utilizes the
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low-rank approximation of DMD using the randomized sin-
gular value decomposition (rSVD) algorithm. The rSVD
implementation enables a low-rank SVD computation. It thus
helps to map the data from a high-dimensional space into
lower-dimensional space based on the intrinsic rank of the
data matrix. The ability of DMD to identify the time-series
characterization is explored for the effective monitoring and
assessment of voltage fluctuations. The proposed hybrid
methodology converts the measured voltage waveforms into
multi-dimensional voltage data through matrix Hankeliza-
tion. To compute the dynamic mode matrix, the randomized,
low-rank dynamic mode decomposition (DMD) algorithm is
applied to the multi-dimensional Hankel matrices. Further,
the associated frequency and magnitude components are esti-
mated based on the extracted dynamic modes. Finally, a flat-
top FIR filter tuned to the estimated fundamental frequency
is implemented to obtain the fundamental dynamic phasor of
the voltage waveform. The major contributions of the present
paper are,

• Development of a simple and robust hybrid methodol-
ogy for voltage fluctuations monitoring in power sys-
tems using a randomized low-rank approximation of
dynamic mode decomposition (DMD) and adaptive flat-
top FIR filter by identifying the underlying dynamical
characteristics of voltage data.

• The randomized low-rank DMD approximation maps
the measurement data into a low-dimensional space
based on the data matrix rank. This enables a com-
putationally efficient and accurate estimation of data
characteristics.

• The proposed methodology is free from tedious training
tasks and automatically identifies the number of fre-
quency components, associated magnitudes and funda-
mental dynamic phasor.

Several experiments are performed to verify the effective-
ness of the proposed hybrid methodology in noisy and noise-
less conditions using simulated and real-time field measure-
ments. The rest of this paper is organized as follows. Section
II describes themajor concepts used in this work and its math-
ematical details and Section III explains the proposed hybrid
approach. Section IV describes the results and evaluations
and finally, the paper concludes in Section V.

II. MATERIALS AND METHODS
The major concepts employed in the proposed voltage fluc-
tuations monitoring system and its mathematical background
are described in this section.

A. VOLTAGE FLUCTUATION MODEL
The voltage fluctuation can be modeled as an AMwaveform,
with a sinusoidal modulated signal of random amplitude and
frequency. The voltage fluctuation model can be mathemati-
cally defined as,

y(t) = (A0 +

n∑
i=1

Ai cos(ωit + φi)) cos(ω0t + φ0) (1)

FIGURE 1. Representation of voltage fluctuation waveform.

where A0, ω0, φ0 denotes the magnitude, frequency, and
phase of the fundamental signal, ωi denotes the flicker fre-
quency, Ai denotes the magnitude of the voltage flicker at ωi,
and φi denotes the phase of the modulation signal. A robust
and efficient voltage fluctuation monitoring systemwill iden-
tify the magnitude, frequency and phase of the flicker compo-
nents precisely. However, the presence of noises, harmonics
and other uncertainties makes this identification a difficult
task. A sample voltage waveform is given in Fig. 1.

B. RANDOMIZED SINGULAR VALUE
DECOMPOSITION (rSVD)
Singular value decomposition (SVD) is a matrix factorization
methodology that decomposes the input matrix into three
different matrices [40]. It is a dimensionality reduction tech-
nique that gives best approximation of the data points through
lower dimensionmatrices [41]. In general, the SVD factoriza-
tion of the input data matrix (A) can be represented as,

AP×Q = UP×P6P×QV T
Q×Q (2)

Here, UP×P, VQ×Q are orthogonal matrices, and 6P×Q is
a diagonal matrix with singular values as diagonal entries.
In 6 the elements are in descending order. In the proposed
methodology, the input matrix (A) in Eqn. 2 is equivalent to
the measurement matrix Y1 created from the measured volt-
age waveform. The details of Y1 is explained in Section III-A.
Fig. 2 illustrates the pictorial demonstration of SVD from a
linear algebraic point of view. However for many practical
systems, only few singular values are necessary to capture
the data approximation; the rest can be discarded. This can be
achieved through randomization concept [42]. The random-
ization algorithms provides fast and effective low-rankmatrix
approximations. One such algorithm is randomized SVD.

The randomized SVD (rSVD) is a truncated SVD approxi-
mation that computes the singular values through randomiza-
tion and thus achieves a low-rank approximation of the given
matrix [42], [43]. The rSVD factorization is performed in two
steps:

1) Construct an approximate basis or low-dimensional
subspace corresponding to the given input matrix.

2) Restrict the input matrix to this subspace and find the
standard factorization using the constructed basis.

The low-dimensional subspace is identified through random
sampling and it is assumed that it captures most of the actions
of the given matrix. The input matrix is reduced to this low-
dimensional subspace using explicit or implicit methods [44].
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FIGURE 2. Illustration of the pictorial view of SVD. Here, r indicates the
rank of matrix A.

Finally, the low-rank matrix approximation is obtained deter-
ministically. The rSVD factorization offers better accuracy
and speed than its non-randomized versions. Thus, in the
proposed methodology, a fast and simple implementation of
SVD is ensured using rSVD algorithm. The steps involved in
the rSVD algorithm are described in Table 2.

TABLE 2. Randomized SVD algorithm.

C. DYNAMIC MODE DECOMPOSITION (DMD)
Dynamic mode decomposition (DMD) is a powerful, data-
driven algorithm capable of discover the nonlinear dynamical
structures from high-dimensional data. It is a matrix factor-
ization methodology integrating proper orthogonal decompo-
sition (POD) and Fourier transform [33]. DMDmethodology
provides a spatio-temporal decomposition of data into a set
of dynamic modes from time-resolved measurements. The
extracted dynamic modes are capable of identifying the hid-
den dynamic structures of the voltage waveform. DMD algo-
rithm approximates the data collected over time, separated
by 1t interval to a set of dynamic modes. The collected
data measurements of dimension P are grouped into two
measurement matrices, Y1 and Y2.

Y1 =
[
y1 y2 y3 · · · yQ−1

]
∈ RP×(Q−1) (3)

Y2 =
[
y2 y3 y4 · · · yQ

]
∈ RP×(Q−1) (4)

Themeasurementmatrices are also known, as snapshotmatri-
ces as it is created using the snapshot vectors over time.
As DMD assumes that the system is evolving slowly, it is
possible to express the Qth measurement vector as a linear
combination of previous Q− 1 measurements.

yQ = a1y1 + a2y2 + · · · + aQ−1yQ−1 + η (5)

Here, η denotes the residual error. DMD algorithm computes
the leading eigendecomposition of the best-fit linear operator
A relating to the system data [34].

AY1 ≈ Y2 ⇒ A = Y2Y
†
1 (6)

where † represents pseudo-inverse. The eigenvectors of oper-
ator matrix A corresponds to DMDmodes or dynamic modes
with associated unique eigenvalue. In DMD, the dynamic
modes are approximated using the linear Koopman opera-
tor. Therefore, the DMD algorithm can be interpreted as a
computation of low-dimensional dynamic modes of a finite-
dimensional system using the infinite dimensional Koopman
operator. The Koopman operator forms the basic foundation
of DMD. However, due to the huge dimension of A for
many practical applications, its analysis is a computational
hardship. To overcome this difficulty, a rank-reduced matrix,
Ã is defined. The matrix Ã defines a lower-dimensional linear
model of the given system and have similar same set of
non-zero eigenvalues with A. The Ã is obtained through the
following relation.

Y2 ≈ Y1Ã (7)

The low-rank Ã is defined as follows.

Ã =


0 0 . . . 0 0 a1
1 0 . . . 0 0 a2
...

...
. . .

...
...

...

0 0 . . . 1 0 aQ−2
0 0 . . . 0 1 aQ−1

 ∈ R(Q−1)×(Q−1) (8)

Here,
[
a1, a2, . . . ., aQ−1

]
represents the unknown coeffi-

cients. The steps involved in the DMD algorithm is described
in Table 3.

TABLE 3. Dynamic mode decomposition algorithm.

In the current work, randomized SVD is employed instead
of deterministic SVD as it is computationally efficient for
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large dimensional data matrices [43]. Thus a randomized,
low-rank approximation of DMD is utilized to monitor the
voltage fluctuations possible to occur in the grid.

D. FLAT-TOP FIR FILTER
To diminish the effect of spectral leakage phenomena in
DFT based techniques, windowing concepts have been intro-
duced [45], [46]. The characteristics of window functions are
depending on properties such as 1) flatness and width of the
main lobe, 2) highest side lobe level and 3) rate of falloff of
side lobes. The windowing performance for various applica-
tions is improved through different design specifications with
definite window properties. Flat-top windows are window
functions with flat main lobe and have the advantage of a
higher detection rate for harmonic components by reducing
discontinuities. In the literature, various methodologies have
been discussed for flat-top window design for highly accurate
estimation [46], [47]. In [45], Duda et al. introduced a novel
design criteria for perfectly flat-top and equiripple flat-top
cosine windows. The perfectly flat-top cosine windows have
perfect flat main lobe with monotonically decaying nature
and asymptotically decaying side lobes. At the same time,
the equiripple flat-top cosine windows have a main lobe with
small ripples of the same amplitude. The perfect flatness
is achieved by imposing two conditions on the frequency
response of window functions:

1) At the baseband, the frequency derivative of the fre-
quency response is kept as zero similar to the IIR
Butterworth filter. This condition will ensure perfect
flatness at the main lobe.

2) Time derivatives of the frequency response is kept as
zero, at the boundaries. This condition will ensure the
rapid decaying of the side lobes.

The perfect flat-top cosine window function of the
K th order is defined as,

wK [n] =

K∑
k=0

bK [k] cos
(
k

π

N
n
)

, n = −N , · · · ,N (9)

where, bK [k] denotes the coefficients of K th order cosine
window and window length isWL = 2N + 1. For a K th order
window, there are K + 1 coefficients (bK [k]). Fig. 3 repre-
sents the flat-top FIR filter and its frequency response. The
passband flatness can be improved by increasing the passband
width through the window order, K . As the passband flatness
improves, the stopband attenuation also improves.

III. PROPOSED DATA-DRIVEN HYBRID METHODOLOGY
FOR VOLTAGE FLUCTUATIONS MONITORING
The data-driven algorithms have the implicit intelligence
to learn the data dynamics to characterize the input data.
In the present work, a novel methodology is developed using
DMD and flat-top FIR filter for voltage fluctuations mon-
itoring. The main steps of the proposed data-driven hybrid
method are,

1) Multi-dimensional data matrix creation through
Hankelization

FIGURE 3. Visualization of (a) flat-top FIR filter, (b) its frequency
spectrum.

2) Estimation of dynamic mode matrix through random-
ized low-rank DMD approximation

3) Identification of frequency components and associated
amplitudes

4) Fundamental dynamic phasor estimation using flat-top
FIR filter

The following subsection explains the steps of the pro-
posed hybrid methodology in detail.

A. MULTI-DIMENSIONAL DATA MATRIX CREATION
THROUGH HANKELIZATION
To capture the non-periodic and non-stationary characteris-
tics of the signal, the measured voltage samples, y ∈ RQ,

yi ∈ R, i = 1, 2, . . . ,Q is converted into a multi-dimensional
data matrix, Y = [ȳ1, ȳ2, . . . , ȳk , . . . , ȳH ] ∈ RG×H ,
by appending multiple time-shifted copies of input voltage
(each row of Y ). The Hankel matrix, Y is defined as,

Y =


y1 y2 · · · yH
y2 y3 · · · yH+1
...

...
. . .

...

yG yG+1 · · · yG+H−1

 ∈ RG×H (10)

Here, ȳk is defined as, ȳk = [yk , yk+1, . . . , yG+k−1]T ∈ RG,
H = Q − G + 1 denotes the length of the segment and G
denotes the number of overlapping segments. An illustration
of a part of the appended time-shifted copies of input voltage
waveform is shown in Fig. 4. The need for Hankelization and
fixing the number of overlapping segments (G) are explained
in Section IV-A and IV-B respectively. Then, the modified
observation matrices Y1 and Y2 is defined as follows.

Y1 = [ȳ1, ȳ2, · · · , ȳG−1] ∈ RG×(H−1) (11)

Y2 = [ȳ2, ȳ3, · · · , ȳG] ∈ RG×(H−1) (12)

B. ESTIMATION OF DYNAMIC MODE MATRIX THROUGH
RANDOMIZED LOW-RANK DMD APPROXIMATION
The dynamic mode matrix 8 is estimated by utilizing the
rSVD factorization of Y1 matrix. The random matrix is gen-
erated based on the standard normal distribution and the size
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FIGURE 4. Representation of a portion of the appended time-shifted
copies of measured voltage waveform.

is decided based on the rank of the data matrix [43]. The
usage of rSVD instead of SVD is supported by the fact that
it provides a fast and efficient matrix decomposition. From
a real-time implementation perspective, the computational
cost of rSVD is much lesser than deterministic SVD as it
only involves matrix-matrix multiplications. The rSVD of Y1
matrix is computed using Eqn. 13.

Y1 ≈ U6VH (13)

Further, the rank-reduced Ã matrix is computed as,

Ã = UHY2V6† (14)

Then, the eigendecomposition of Ã is performed to compute
the dynamic mode matrix 8.

ÃW = W� ⇒ 8 = Y2V6†W (15)

Here, W is the eigenvectors of the linear operator matrix
in DMD, and † denotes the pseudo-inverse operation. The
dynamic modes, φi are denoted by columns of 8 and the
associated eigenvalues are denoted by λi. The dynamics
of the underlying system are identified by visualizing the
eigendecomposition in a complex plane. Fig. 5 and Fig. 6
represents the visualization of eigenvalues and eigenvectors,
respectively. The eigenvalues over the unit circle explicitly
indicate the stable dynamic modes and these modes char-
acterize the spatio-temporal features of the data. The DMD
algorithm captures the inherent dynamics of the underlying
system through the eigenvalues and corresponding DMD
modes. The eigenvectors are represented by arrows from
the origin, as shown in Fig. 6. The spread of the eigenvec-
tors corresponding to detected DMD modes is indicated by
the plot.

C. IDENTIFICATION OF FREQUENCY COMPONENTS
AND ASSOCIATED AMPLITUDES
The extracted eigenvalues indicate the number of frequency
components (K ) present in the fluctuated voltage waveform.
Further, the associated frequency and magnitude of each
component is estimated using the dynamic mode matrix.

FIGURE 5. Visualization of λ in complex plane.

FIGURE 6. Visualization of eigenvectors using compass plot.

The frequency is estimated by the logarithmic mapping of the
eigenvalues as shown in Eqn. 16.

fest = log(λ)/2π1t (16)

The magnitude of each component is estimated through the
pseudo-inverse calculation of 8 using Eqn. 17.

Aest =

(
8T8

)†
8T y1 (17)

Here, y1 ∈ RQ represents the initial measurement vector.

D. FUNDAMENTAL DYNAMIC PHASOR ESTIMATION
USING FLAT-TOP FIR FILTER
To estimate the fundamental dynamic phasor, a flat-top FIR
filter is implemented. The flat-top FIR filter is adaptively
tuned to the estimated fundamental frequency in the previous
step and computed the fundamental dynamic phasor. This
gives an accurate estimation of instantaneous frequency,mag-
nitude and phase corresponding to the fundamental compo-
nent. The window function of flat-top FIR filter is designed
as discussed in Eqn. 9. The entire procedure of the proposed
hybrid voltage fluctuations monitoring approach is given in
Table 4. Fig. 7 represents the simplified block diagram of the
proposed data-driven hybrid method.

IV. EXPERIMENTS AND ANALYSIS
This section explains the experimental analysis performed
to evaluate the proposed hybrid methodology for voltage
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FIGURE 7. Simplified block diagram of the proposed data-driven hybrid methodology for voltage fluctuations monitoring.

TABLE 4. Steps involved in the proposed data-driven hybrid methodology
for voltage fluctuations monitoring.

fluctuation monitoring. The experiments are performed using
simulated and real-time voltage waveforms in the noisy and
noise-less environments. The extensive experiments con-
ducted highlights the generality and potentiality of the pro-
posed voltage fluctuation monitoring approach.

A. NEED FOR HANKELIZATION
This section explains howHankelization naturally leads to the
estimation of the frequency components present in the data.
To do so, consider the differential equation corresponding
to simple harmonic motion, namely d2y(t)

dt2
+ ω2y(t) = 0.

The general solution to this equation is a monotone oscil-
latory wave of the form sin(ωt + φ). By converting this
differential equation into two coupled first-order equations,
we obtain,  dy(t)

dt
d2y(t)
dt2


︸ ︷︷ ︸

Ẏ

=

[
0 1

−ω2 0

]
︸ ︷︷ ︸

A

[
y(t)
dy(t)
dt

]
︸ ︷︷ ︸

Y

(18)

[
0 1

−ω2 0

]
︸ ︷︷ ︸

A

[
y
ẏ

]
︸︷︷︸
Y

=

[
ẏ
ÿ

]
︸︷︷︸
Ẏ

(19)

The solution to this homogeneous equation is given by,

eAtY (0) = Y (t) (20)

Here, eAt is a 2-by-2 matrix. The spectral decomposition of
eAt yields,

S
[
eλ1t 0
0 eλ2t

]
S−1

[
y(0)
ẏ(0)

]
=

[
y(t)
ẏ(t)

]
(21)

The eigenvalues of eAt matrix are eλ1t and eλ2t with λ1 =

0 + ωi and λ2 = 0 − ωi. The angular frequency of the
oscillation appears in the imaginary part of the eigenvalue of
the eAt matrix. Further on discretizing Eqn. 20 by initializing
t = 11t gives:

eA1t
[

y(0)
y(1)−y(0)

1t

]
=

[
y(1)

y(2)−y(1)
1t

]
(22)

where, y(k) ≡ y(k1t). Now, let B = eA1t . From Eqn. 22,

it can be inferred that B maps y(0) to y(1) and y(1)−y(0)
1t

to y(2)−y(1)
1t or equivalently maps y(1) − y(0) to y(2) − y(1).

In other words,

B
[
y(0)
y(1)

]
=

[
y(1)
y(2)

]
(23)

Generally, by setting t = k1t , Eqn. 23 can be expressed as,

B
[

y(k)
y(k + 1)

]
=

[
y(k + 1)
y(k + 2)

]
(24)

In the frequency estimation process, it is assumed that matrix
B is unknown and can be estimated from the data itself.
This approach can be extended to a higher dimension by
considering the sampled version of the data denoted as
y(1), y(2), . . . . . . .., y(N ). Using Eqn. 24, the relation between
Y1 and Y2 can be written as follows:

BY1 = Y2 (25)

where,

Y1 =

[
y(1) y(2) · · · y(N − 3) y(N − 2)
y(2) y(3) · · · y(N − 2) y(N − 1)

]
(26)

Y2 =

[
y(2) y(3) · · · y(N − 2) y(N − 1)
y(3) y(4) · · · y(N − 1) y(N )

]
(27)

Furthermore, the least-squares estimation of B can be
obtained as follows:

B = Y2(Y1)† (28)

where, † stands for the pseudo-inverse. This forms the ori-
gin of the Hankelization of the observed data. The angu-
lar frequency of the measured signal can be extracted
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from the eigenvalues of B. Further, this concept of single-
frequency oscillation can be extended to multiple-frequency
oscillations.

B. PARAMETERS FOR HANKELIZATION
In DMD, the conjugate pair of complex eigenvalues are
necessary to capture the oscillatory behavior or frequency
information present in the input data [34], [48]. By appending
multiple time-shifted copies of the input waveform into the
Hankel matrix (Y ), a larger data matrix that can capture
more information about the system’s dynamics is created.
If the input waveform contains K distinct frequencies, then
snapshot matrices Y1 and Y2 must contain a minimum of
2K stacked rows to effectively capture the frequency content
of the data. This is because each complex conjugate pair
of eigenvalues correspond to a distinct frequency, and we
need to ensure that there are enough data to capture each
of these frequencies accurately. To demonstrate this con-
cept, a voltage waveform containing five distinct frequency
components (fundamental frequency, two harmonics and two
inter-harmonics) is considered. The fundamental frequency is
at 60 Hz and contains integer frequencies of 120, 180 Hz and
non-integer harmonics of 210, 312 Hz. The snapshot matrices
Y1 and Y2 are created by stacking a minimum of ten shifted
versions of the input waveform (as the input contains five
distinct frequencies).

Y1 =


y1 y2 y3 · · · yH
y2 y3 y4 · · · yH+1
...

...
...

. . .
...

y10 y11 y12 · · · yH+9

 (29)

Y2 =


y2 y3 y4 · · · yH+1
y3 y4 y5 · · · yH+2
...

...
...

. . .
...

y11 y12 y13 · · · yH+10

 (30)

The proposed estimation procedure will return ten distinct
eigenvalues and the corresponding frequency can be com-
puted based on the algorithm described in Table 4. The input
waveform and the corresponding extracted frequency compo-
nents are shown in Fig. 8.
Motivated by the aforementioned facts, the number of over-

lapping segments (G) for Hankelization is suitably chosen
to be 200, with the length of each segment fixed at H =

Q − G + 1. As G is fixed at 200, the proposed approach
will return 100 distinct frequency components. Literature
shows that common harmonics in power systems can extend
upto the 35th order [49]. Therefore a high value for G is
selected, preferably to accommodate the larger frequency
variations that may occur in real-time distributed generation
systems. However, suppose the proposed algorithm identifies
any additional frequencies that are not present in the original
input signal, the algorithm will detect them with a very low
magnitude (typically in the range of 10−15) and that can be
safely ignored. Moreover, a lower value for G can be chosen

FIGURE 8. Illustration of the estimation procedure on a sample
waveform.

if the number of frequency components is less and it will not
affect the overall accuracy of the estimation process.

C. FLAT-TOP FIR FILTER PARAMETERS
The two important parameters of flat-top FIR filter are (1) fil-
ter order (M ) and (2) window length (L). Based on the
experiments conducted, filter order, M = 5 has attained the
lowest main lobe error of all other orders. Thus, M is fixed
to be 5 in this study. The window length for filter design is
appropriately chosen to be 207 with the lowest error.

D. PERFORMANCE EVALUATION MEASURES
The accuracy in the estimation of frequency and amplitude
components from the voltage waveform are evaluated based
on error percentage [37]. It is a measure calculated as the ratio
of the absolute difference between the estimated and actual
values to the actual value.

Error% =
|Estimated − Actual|

Actual
× 100 (31)

E. RESULTS AND COMPARISONS
This section describes the main results of the proposed hybrid
methodology and comparisons with other benchmark meth-
ods. The experiments are performed under the following
cases.

1) DETECTION OF MULTIPLE FREQUENCY OF
VOLTAGE FLUCTUATIONS
The test waveform with fundamental frequency, f0 = 60 Hz
is defined as,

y(t)=[1+0.05 cos(2π8t)+0.1 cos(2π13t)+0.07 cos(2π20t)

+ 0.1 cos(2π29t)] cos(2π f0t) (32)

The test waveform is generated for one-second duration with
a sampling frequency of 3840 Hz [2]. The evaluation results
using the proposed methodology are shown in Fig. 9. The
input voltage is shown in Fig. 9 (a). The extracted fre-
quency components and the corresponding magnitude using
the randomized low-rank DMD-based algorithm are shown
in Fig. 9 (b). Fig. 9 (c) and Fig. 9 (d) represents the instan-
taneous tracking of fundamental frequency and magnitude
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FIGURE 9. Illustration of the effectiveness of the proposed data-driven hybrid methodology. (a) input voltage signal,
(b) detected frequency components and corresponding magnitude, (c) instantaneous fundamental frequency,
(d) instantaneous magnitude envelope.

TABLE 5. Performance to detect non-integer frequency components with corresponding error%.

envelope using flat-top FIR filter. It is obvious from Fig. 9
that the proposed hybrid methodology efficiently detected the
four frequency components in the fluctuated voltage wave-
form. Further, the flat-top FIR filter accurately tracked the
instantaneous variation of the fundamental component.

2) VOLTAGE FLUCTUATIONS WITH NON-INTEGER
FREQUENCY COMPONENTS
To evaluate the performance efficiency of the proposed tech-
nique to detect non-integer frequency components, the signal
defined in Eqn. 32 is generated with non-integer frequencies
of 8.3, 13.6, 20.1, and 29.8 Hz [2]. The results of evaluation
and comparison with FFT, Prony, Synchrosqueezing, and
VMD methods are given in Table 5. The FFT method has
low frequency resolution due to picket-fence and spectral
leakage phenomena. The Pronymethod suffers from a narrow
frequency range (0.01-30 Hz), thus not possible to detect low-
frequencies. The Prony method of orders 20, 80, 130 are con-
sidered for comparison. The high estimation order of Prony
is essential to detect the multiple frequency components in
the input waveform. It is noticeable from Table 5 that the
highest order, 130 gives better estimation results than the
other two lower orders. However, computational complexity
is directly proportional to the estimation order of the Prony
method and which limits its suitability for real-time appli-
cations. Synchrosqueezing transform based hybrid method
has a better detection rate. However, proposed methodology
has superior performance. VMDmethod completely failed to
detect the lower order frequency components (eg. 8.3 Hz)

and thus not suitable for smart grid scenarios. The error%
attained in each case confirms the superior performance of
the proposed hybrid method.

3) VOLTAGE FLUCTUATIONS WITH FUNDAMENTAL
FREQUENCY DEVIATIONS
Many of the existing PQ analysis methods fail to give an accu-
rate estimation during fundamental frequency deviations. The
frequency deviations (f = f0+1f ) results in an asynchronous
sampling situations and the estimations may not be accurate.
The performance against fundamental frequency deviations
is given in Table 6, for the waveform mentioned in Eqn. 33.

y(t) = [0.05 cos(2π6t) + 0.02 cos(2π10.13t)

+ 0.06 cos(2π15.25t)+0.09 cos(2π24.5t)] cos(2π f0t)
(33)

The waveform contains frequency components at 6, 10.13,
15.25, 24.5 Hz and the fundamental frequency is varied from
59.7 to 60.3 Hz. The results of the evaluation and comparison
with synchro-hybrid method are tabulated in Table 6. It is
obvious from the Table 6 that the proposed hybrid method-
ology precisely detected the frequency components.

4) VOLTAGE FLUCTUATIONS WITH HARMONICS AND
INTER-HARMONICS
Detection of harmonic and inter-harmonic components from
fluctuated voltage waveforms is a tedious task. Due to the
presence of nonlinear loads, todays power grid is suffering
from harmonics and inter-harmonics and thus, its detection
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TABLE 6. Performance under fundamental frequency deviations.

is essential. However, many of the conventional techniques
fails to detect inter-harmonics as it is non-integer multiples
of the fundamental frequency. The performance of the pro-
posed hybrid methodology in detecting fluctuated voltage
waveform with harmonic and inter-harmonic components is
shown in Table 7. It is visible from Table 7 that the proposed
methodology detected the fundamental and disturbance fre-
quency and amplitude components accurately.

TABLE 7. Robustness of the proposed hybrid methodology to voltage
fluctuations with harmonics and inter-harmonics.

5) ROBUSTNESS TO NOISE AND HARMONICS
CONTAMINATION
Robustness against noise and harmonics pollution is eval-
uated on a signal having a modulating magnitude of 1 pu
with various modulating frequencies and inter-harmonics at
77.5 Hz. The results of the evaluation are shown in Table. 8.
The estimated frequencies and corresponding error% are tab-
ulated. The estimation with low error% highlights the accu-
racy of the proposed methodology. However the performance
can be further improved by incorporating the noise-tolerant
versions of DMD, such as Total DMD (TDMD) algorithm.

6) EFFECT OF PHASE ANGLES IN VOLTAGE FLUCTUATIONS
The performance advantage of the proposedmethod in flicker
waveform with phase angles is evaluated. The voltage signal
considered for evaluation is defined as,

y(t) = [1+0.008 cos(2π6t+600)+0.003 cos(2π15t+300)

+ 0.005 cos(2π25t+360)] cos(2π60t+112.50)
(34)

The test waveform contains frequency components at 6, 15,
25 Hz with the fundamental frequency of 60 Hz. Fig. 10 (a)
indicates the voltage waveform with and without phase
angles. Fig. 10 (b) represents the eigenvalues visualized
over the unit circle and Fig. 10 (c) represents the detected
components frequency and corresponding magnitude. In this
evaluation, it is observed that both test signals have obtained

FIGURE 10. Illustration of the performance of the proposed data-driven
hybrid methodology. (a) input voltage signal with and without phase
angle, (b) computed eigenvalues, (c) detected frequency components in
both test signals with and without phase angles.

the same detection results. Thus, it is concluded that the
proposed data-driven hybrid method performs irrespective of
the presence of phase angle in the modulated voltage signal.

Further, the fundamental dynamic phasor of the voltage
waveform is extracted using the flat-top FIR filter tuned to
the identified fundamental frequency. Fig. 11 represents the
results of the fundamental dynamic phasor using the proposed
methodology. It is visible from Fig. 11 that the proposed
method efficiently tracked the magnitude envelope, funda-
mental frequency and phase of the fluctuated voltage signal.

FIGURE 11. Illustration of the fundamental dynamic phasor estimation
using the proposed hybrid methodology. (a) magnitude envelope,
(b) fundamental frequency, (c) fundamental phase, (d) voltage waveform
with magnitude envelope.

7) REAL-TIME VALIDATION
To evaluate the performance of the proposed hybrid voltage
fluctuation monitoring system in the real-time scenarios, the
voltage fluctuations data collected from the IEEE task force
group is utilized. It contains arc furnace 138 kV flicker dis-
turbances. The proposed hybrid methodology is used for the
fundamental frequency estimation and the results are given
in Table 9. The proposed hybrid methodology is capable of
learning the dynamic fluctuations happening over the time
and thus the proposed data-driven model is efficient for real-
time voltage fluctuation monitoring.
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TABLE 8. Performance obtained for various SNRs.

TABLE 9. Real-time validation of the proposed methodology.

FIGURE 12. Illustration of the running time of different methods for
detecting of non-integer frequency components.

8) COMPUTATIONAL COMPLEXITY AND REAL-TIME
IMPLEMENTATION
Computational complexity is a major concern when consid-
ering the real-time implementation of any approach to power
system-related applications. To achieve real-time monitoring
of voltage fluctuations in distributed generation systems, the
methodology should be computationally efficient, faster and
less complex. As the proposed methodology is based on
the randomized low-rank approximation, the computational
complexity is relatively lower. The running time taken by
each method for fluctuation monitoring in presence of non-
integer harmonics is shown in Fig. 12 and the proposed
methodology achieved the lowest running time. Thus, the low
computational complexity and high speed of the proposed
method is suitable for real-time voltage fluctuations moni-
toring. Usage of parallel computing and GPU implementa-
tions will further reduce the computational cost in real-time
[43], [44].The proposedmethodology can be further extended
by using non-linear variants of DMD, such as Kernel DMD,
which can effectively capture the non-linear nature of the
underlying system.

V. CONCLUSION AND FUTURE SCOPE
Voltage fluctuations monitoring and exact estimation of fre-
quency components and associated magnitude variations
are crucial in power quality monitoring. In this paper,
a novel method for voltage fluctuations monitoring in
grid-connected distributed generation systems are proposed.
The proposed data-driven hybrid approach composed of

Hankelization, randomized, low-rank dynamic mode decom-
position approximation and flat-top FIR filter for the extrac-
tion of frequencies, associated magnitudes and fundamental
dynamic phasor in fluctuated voltage waveforms. The key
features of the proposed hybrid methodology are:

• The methodology is data-adaptive and thus extracts
meaningful relevant information from available data.

• The data-driven hybrid methodology is adapted to moni-
tor the dynamic fluctuations happening over the grid and
are suitable for real-time voltage fluctuation monitoring.

• The methodology maps the data into a lower-
dimensional space using the randomized low-rank
matrix approximation and hence it is computationally
efficient and is free from tedious learning stages.

To confirm the performance advantage of the proposed
methodology, various test scenarios are considered, including
multiple frequency modulation, frequency deviations, inter-
frequencies, noises and harmonics. Further validation of the
proposed model is done using real-time field measurements.
The improved voltage fluctuation monitoring and fast com-
putation suggest that the proposed methodology can be used
as an effective technique for voltage fluctuation monitoring
and PQ analysis. It also has applications in the distribution
grid to enhance situational awareness. Given its superior
performance, the proposed methodology can have signif-
icant implications for various fields that rely on accurate
frequency analysis such as, communication systems. The
implementation of the proposed methodology using other
computationally efficient, non-linear versions of DMD, such
as Kernel DMD, in a parallel computing platform, fur-
ther speeds up performance in real-time monitoring appli-
cations. This is considered as a potential future scope of
this work.
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