
Received 19 March 2023, accepted 7 April 2023, date of publication 14 April 2023, date of current version 25 April 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3267407

Automatic Arabic Grading System for Short
Answer Questions
RASHA M. BADRY , MOSTAFA ALI , ESRAA RSLAN, AND MOSTAFA R. KASEB
Faculty of Computers and Artificial Intelligence, Fayoum University, Fayoum 63514, Egypt

Corresponding author: Mostafa R. Kaseb (mrk00@fayoum.edu.eg)

This work was supported in part by the Egypt Newton-Mosharafa Fund 30812 Partnership under Newton Institutional Grant 347762518,
and in part by the ‘U.K. Department for Business, Energy and Industrial Strategy’ and ‘Science and Technology Development Fund
(STDF)’ and delivered by the British Council.

ABSTRACT The era of technology and digitalization has been advantageous to the educational sector. The
examination system is one of the most important educational pillars that have been affected. As automatic
exam grading is a revolution in the history of exam development, and therefore the automatic grading system
has started to replace the traditional assessment system. The automatic grading system allows the examiners
to automatically assign grades for students’ answers compared to the model answers. And, generate results
based on the examiners’ answers. In this paper, we especially address the short answer questions. Most
research has been done on the English language. On the other side, few research works have been conducted
on Arabic. Moreover, Arabic is considered one of the rare resource languages. This paper is aimed to build an
Automatic Arabic Short Answer Grading (AASAG) model using semantic similarity approaches. It is used
to measure the semantic similarity between the student and model answer. The proposed model is applied to
one of the Arabic scarce publicly available datasets which is called (AR-ASAG). It contains 2133 pairs of
models and student answers in several versions such as txt, xml, and db. The efficiency of the proposedmodel
was evaluated through two conducted experiments using two weighting schemas local, and hybrid local and
global weighting schema. The developed approach with hybrid local and global weight-based LSA achieved
better results than using local weight-based LSA with (82.82%) as F1-score value, and 0.798 as an RMSE
(Root-Mean-Square Error) value using hybrid local and global weight-based LSA.

INDEX TERMS Short answer grading system, Arabic language, global weight-based LSA.

I. INTRODUCTION
In the teaching and learning process, assessment plays a crit-
ical role. There are two major classifications for questions in
the exam assessment are named closed-ended (e.g. multiple-
choice, true/false, and matching questions) and open-ended
questions (e.g. short answer and essay questions). In any
natural language, the assessment of open-ended questions is
a much more difficult process since it requires a special text
analysis. Most automatic assessment management systems
support close-ended questions [1]. On the other hand, open-
ended questions have been studied for many years but it is still
an under-research area. Thus in this research, short answer
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questions of open-ended questions class will be addressed.
There is a need to compare the student’s short answer with
the model answer and assign a score for the student’s answer
based on the similarity score between them. Similarity is
defined as determining whether two concepts (e.g. word,
sentence, or paragraph) are similar to each other or not.
There are two ways that concepts can be similar: lexically or
semantically. If text words have similar character sequences,
then concepts are lexically similar. Semantic similarity is
described as deciding whether or not two concepts have simi-
lar meanings. There are two categories for measuring seman-
tic similarity corpus-based similarity and knowledge-based
similarity [2], [3]. In knowledge-based similarity, it uses
semantic data from the knowledge graph to determine how
similar the concepts are to one another. The path connecting
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two concepts in a knowledge graph represents the seman-
tic distance between concepts. There are two measures of
knowledge-based similarity that are semantic similarity and
semantic relatedness. While in corpus-based similarity, it is
a semantic similarity metric that determines how similar two
terms are which is based on the large corpora’s information
such as HAL, LSA, ESA, and NGD [2], [4], [5]. In this
research, the corpus-based similarity is the focus research
similaritymetric, especially the use of Latent Semantic analy-
sis LSA. This research explores the Latent Semantic Analysis
(LSA) algorithm as a metric the corpus-based text similarity.
In this approach, local weighting schema, and hybrid local
and global weighting schema are employed as two weighting
schemas for the data representation.

Many automatic grading systems have been conducted on
English language. However, few works have been done on
Arabic language. Arabic is considered one of the most pop-
ular and complex natural languages. Moreover, The Arabic
language has a high degree of ambiguity, extensive morphol-
ogy, complicated morpho-syntactic agreement rules, and a
significant number of irregular forms [6], [7]. The aim of this
research is to build an Automatic Arabic Short Answer Grad-
ing (AASAG) system using semantic similarity approaches.
It is used to measure the semantic similarity between the
Student Answer (SA) andModel Answer (MA) [8], [9]. Com-
paring to the manual short answer grading, AASAG system
also aims to reduce time, effort, and achieve fairness in the
scoring process of students’ answers. The proposed model is
applied on one of the Arabic scarce publicly available dataset
which is called (AR-ASAG).

This study introduces two contributions. Firstly, proposing
an effective automatic Arabic short answer scoring model
using semantic similarity approaches since it is especially
well suited for languages with limited resources. The model
is based on Latent Semantic Similarity LSA which is used to
measure the semantic similarity between the Student Answer
(SA) and Model Answer (MA). Secondly, employing two
weighting schemas for the data representation. Where it is
used for determining the data important to effectively mea-
sure the semantic similarity. The effects of hybrid weighting
schema are more effective and it achieves a promising posi-
tive results for the Arabic language.

This paper is organized as follows: Section II presents
related work on automatic short-answer grading systems.
Section III explains the proposed short answer grading sys-
tem. Section IV shows the experimental results, and finally,
the research conclusions is given in Section V.

II. RELATED WORK
The proposed model aimed to build an Automatic Arabic
Short Answer Grading (AASAG) model using semantic sim-
ilarity approaches. The model is based on LSA which is
used to measure the semantic similarity between the Student
(SA) and Model Answer (MA). It is based on two weighting
methods used for filling the cell values are local weighting
schema, and hybrid local and global weighting schema.

Various approaches have been proposed for automatic
short answers grading systems. Here, we go over some works
that are closely related and deals with automatically grading
for short answers questions.

In [10], they introduced AR-ASAG an Arabic Dataset
for Automatic Short Answer Grading Evaluation. More-
over, they proposed Automatic Short Answer Grading
approach which is based on COALS (Correlated Occur-
rence Analogue to Lexical Semantic) algorithm. The pro-
posed approach achieved promising results for Arabic lan-
guage. The approach was tested on the introduced AR-ASAG
dataset. The Dataset contains 2133 pairs of (Model Answer,
Student Answer) in several versions (txt, xml, Moodle xml
and .db). In [11], the authors presented an Automatic Arabic
Essay Scoring (AAES) using Vector SpaceModel (VSM) and
Latent Semantic Indexing (LSI). AAES was applied on one
question with four model answers and 30 student responses.
The proposed model is mainly based on two processes. First,
the information retrieval techniques were used to retrieve the
most important information from the electronic essay. Then,
VSM and LSI were used to be used to measure the similarity
degree between the student and the instructor essay. The
authors in [12], proposed an automatic Arabic essay grading
(AAEG) system using Support Vector Machine. It is main
idea is to extract features from the student andmodel answers.
Moreover, finding the related words from the student answers
using the AWN. The proposed model was applied on multiple
language such as English and French. The model has been
applied on kaggle dataset with 40 questions with 120 model
answers. AAEG with AWAN achieved a better accuracy than
AAEG without AWAN. In [13], the authors proposed an
automatic scoring systems for short Arabic texts using the
sentence embedding approach. The proposed model applied
on three different datasets are: AraScore, AR-ASAG, and two
translated answer sets. The model achieved the best results
with AraScore dataset. Moreover, authors in [14] proposed
automatic scoring system for Arabic Short answers using
Longest Common subsequence (LCS) and Arabic WordNet
(AWAN). First, AWAN is used for providing the synonyms
of each student answer. Then, LCS is used to modify the
proximity degree of the student andmodel answer. Themodel
was applied on dataset with 330 student’s answers. It achieved
0.81 value as a Root Mean Square Error (RMSE) and
0.94 value as a Pearson correlation r. In [15], the authors pro-
posed an automatic grading for Arabic short answer questions
using optimized deep learning model. They used a hybrid
LSTM and GWO model to predict the short answer grade
questions for the students in science. They used a dataset
gathered about science subject from various schools in the
Qalyubia-Governorate of the Egypt Arab Republic. The pro-
posed LSTM-GWO model achieved the best accuracy com-
pared to LSTM, SVM, SVM-GWO, Ngram, Word2vec, Ara-
bic WordNet, and MaLSTM. It achieved the lowest RMSE
value the best R square value, and the highest Pearson correla-
tion coefficient value. The authors in [16] proposed a scoring
model for short answers grading called Ans2vec. The model
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is based on measuring the similarity between the student
and model answer. Ans2vec model applied on three differ-
ent datasets: Texas, Cairo University and SCIENTSBANK.
Ans2vec achieved 0.63 as a Pearson correlation value.

Finally, the authors in [17] proposed an Arabic short
answer scoring system using deep learning. The authors
assured that the system provide a kind of help for the
Arab teachers to save their times in doing other activi-
ties toimprove the education quality. They proposed AraS-
core used the baseline model, RNN, LSTM, and Bi-LSTM.
In addition, they used two transformer-based language mod-
els called BERT and ELECTRA. The best results have
been achieved when using ELECTRA with 0.78 as QWK
score value. This paper was considered one of the first
deep learning researches in the Arabic short answer scoring
system.

According to the previous related works, almost all of the
use of LSA in the automatic Arabic scoring of short answer
questions has been ignored. The main goal of the proposed
system is to evaluate the student’s answers in a fair and
accurate manner using LSA which is one of the most popular
a corpus-based similarity techniques. And is the most suitable
method for capturing the most descriptive features of the text
semantics. In addition, most related works applied on small
size of the dataset. Finally, they achieved a low value of
accuracy for Arabic language.

Table 1 briefly describes a comparison of different related
and significant works in automatic Arabic scoring systems.

III. THE RESEARCH CONTRIBUTION
The proposed model aimed to provide an Automatic Arabic
Short Answer Grading (AASAG) model. The model focused
on the semantic similarity metric that uses the term-weighting
of the model answer (MA) and the student answers (SA).
The model is applied on Arabic language. Arabic is one of
the most popular languages and there are hundreds of mil-
lions are speaking in Arabic. Although, few research works
have been done on Arabic language in contrast of English
language. As we will mention after that the accuracy of the
Arabic grading model has been affected and improved by
applying the semantic space method. In addition, the model
is based on two term-weighting methods are local weighting
schema, and hybrid local and global weighting schema. The
accuracy of the Arabic grading system is improved by using
the hybrid local and global term-weighting schema. We used
Latent Semantic Analysis (LSA) technique for semantic
space method to measure the semantic similarity between the
SA and MA for three main reasons.

First, LSA is one of the most popular corpus-based sim-
ilarity techniques. Second, LSA overcomes the large num-
ber of document vector space dimensions by implementing
mathematical calculations, and therefore implementing the
document vector space with reduced dimensionality. Third,
LSA is the most suitable method for capturing the most
descriptive features of the text semantics [5].

The proposed model is applied to one of the Arabic scarce
publicly available datasets which is called (AR-ASAG). AR-
ASAG [10] is the first Arabic publicly and freely available
dataset. It contains questions taken from the cybercrimes
teaching course and the responses of three classes of master
students. There are a total of 2133 student responses in the
dataset as shown in Table 2. There is a suggested model
response for each question. Two human experts assessed the
responses independently on a scale from 0 (totally inaccurate)
to 5 (perfect answer). Both of the experts were instructors in
computer science. AR-ASAG considered the gold standard is
the average grade of the two experts.

There are several versions of the AR-ASAG Dataset,
including TXT, XML, XML-MOODLE, and Database (.DB).
Table 3 displays a question-answer pair with three represen-
tative student responses and the two manual grades given by
the experts.

The proposed model consists of three main modules
namely data pre-processing, LSA implementation, and
finally, the semantic score module as shown in Fig 1. In the
following, each component of this model will be described in
details starting from the input datasets to the output artifacts.

A. DATA PREPROCESSING MODULE
Data preprocessing is one of the most important steps in
enhancing the performance of the proposed model. The main
purpose of this process is to get the data into the best pos-
sible form for data analysis and modeling. It consists of the
following actions:

1) TOKENIZATION
It is the process of breaking up texts into words. Arabic
sentences are broken up using punctuation to indicate the end
of each sentence. The text is divided into sentences using
a series of punctuation symbols, such as commas (,), semi-
colons (;), question marks (?), exclamation points (!), colons
(:), and periods. The space is used to separate words. For
example: ‘‘ ’’ (Define the information
security?); after applying tokenization: ‘ ‘‘ ’’ ‘‘ ’’
‘ ‘‘ ’’ ‘ ‘‘ ’’ (‘‘Define,’’ ‘‘the,’’ ‘‘information,’’
‘‘security’’)

2) STOP WORDS REMOVAL
Some words don’t convey any information about the content
and less meaningful. Such words must be eliminated since
they are high-frequency such as ‘‘ ’’ (to), ‘‘ ’’ (in),‘‘ ’’
(on). In the proposed model, Farasa Arabic stop words list
will be used [18].

3) LEMMATIZATION
It plays a vital role in many applications of natural language
processing and is a crucial step in the pre- processing stage.
Lemma is the process of finding the basic form of the words.
For example, in Arabic words such as ‘‘ ’’(Means) has
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TABLE 1. Summary of related works in automatic arabic scoring systems.

TABLE 2. About AR-ASAG dataset.

the root ‘‘ ’’(Mean). For such a MADAMIRA lemmatiza-
tion system is used [19].

B. LSA IMPLEMENTATION MODULE
Applying LSA is the second module in the proposed model.
This module is used to measure the semantic similar-
ity between the Student Answer (SA) and Model Answer
(MA). LSA is one of the powerful unsupervised analytical
technique. It is one of the most well-known algorithm for

information retrieval applications. Through singular value
decomposition (SVD), it can expose the hidden structure
of individual words, groups of words, sentences, or texts.
Additionally, it generates measures of word-word, word-
document, and document-document interactions that are
highly linked with a number of association and semantic-
related human cognitive processes [20]. There are two steps
for LSA-based algorithm: term weight representation and
applying SVD Calculations.

C. TERM WEIGHT REPRESENTATION
In term weight representations, the terms of the student and
model answer are weighted to build the term incidence matrix
which is represented as a m × n matrix (A). A matrix with
A = [a1j, a2j, . . . anj] represents each row as a term and each
column as a sentence. The word importance is represented
by the cell value (aij). In the proposed model, the weighting
schema for the cell value W(aij) is calculated using [21] (1)
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TABLE 3. Question-answer pair with three representative student
responses and the two manual grades.

and (2).

W (aij) = L(tij) (1)

W (aij) = L(tij) × G(tij) (2)

where L(tij) is the local weight for the term i in sentence j,
and

G(tij) is the global weight for the term i in the whole
document.

There are various weighing techniques that can be used
to determine the local weight, and the global weight. These
techniques include the following:

• Local weight
There are various methods for calculating the local
weight [22], as follows:
a) Binary Representation (BR): L(tij) = 1, if a term i

exists in a sentence j, otherwise L(tij) = 0.
b) Term Frequency (TF): L(tij) = tf(ij), where tf(ij) is the

number of times that the term i occurs in a sentence j.
c) Augment weight (AW): AW is calculated by (3)

L(tij) = 0.5 + 0.5 × tf (ij)/tf (max) (3)

FIGURE 1. The proposed architecture for AASAG model.

where tf (ij) is the number of times that the term i occurs
in a sentence j, and tf(max) refers to the frequency of the
most frequent term in sentence j.

• Logarithm Weight (LW): LW is calculated by (4)

L(tij) = 1 + log(tf (ij)) (4)

• Global weight
There are various methods for calculating the global
weight [22], as follows:
a) No Global Weight (NG): G(tij) =1.
b) Inverse Sentence Frequency (ISF): ISF is calculated

by (5)

G(tij) = 1 + Log(n/ni) (5)

where n is the total number of sentences, and n (i) is
the number of sentences that contain the term i.
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TABLE 4. Question-answer pair with three representative student
responses.

c) Entropy Frequency(EF): EF is calculated by (6)

G(tij) = 1 +

∑n

j=1

(
pi log pij
log n

)
(6)

where

pij = tfij/gfi (7)

where tf (ij) is the number of times that the term i occurs in a
sentence j, n is the total number of sentences j, and gf i refers
to the number of times that the term (ti) occurs in the whole
document.

In the proposedmodel, the Term Frequency (TF)weighting
schema is used to calculate the local weight to fill the cell
values for data representation. While the inverse sentence
Frequency (ISF) will be used to calculate the global weight.

D. RSVD CALCULATIONS
Singular Value Decomposition (SVD) is an algebraic tech-
nique that can be used to determine the relationships between
words and sentences [23]. For the matrix A (m × n), there is
a SVD for matrix A of the following (8) form [23]:

M = U6VT (8)

where U is an m × n unitary matrix,
6 is an m× n is the diagonal matrix with non-negative real

numbers on the diagonal representing the scaling values, and
VT (the conjugate transpose of V) is an n × n real or

complex unitary matrix.
Further in order to improve the performance of the SVD,

Reduced SVD (RSVD) is used to reduce the noise and reduce
the number of dimensions that are irrelevant.

TABLE 5. An example of the proposed system steps.

E. SEMANTIC SCORING
After applying the SVD calculations, the semantic similarity
score is calculated between the student and the model answer.
Cosine similarity is one of the most common semantic simi-
larity methods. It is calculated by using (9):

Cos similarity(A,B) = A.B/∥A∥ ∗ ∥B∥ (9)

where Cos similarity (A, B) is the similarity score between
the student answer and model answer, A is the weight of the
term in the student answer, and B is the weight of the term in
the model answer statement.

F. STUDENT ANSWER (SA) EVALUATION
The Student Answer was evaluated compared to the model
answer using the generated semantic score. Finally, the grades
were assigned to the student answers compared to the model
answers.

IV. RESULTS AND DISCUSSION
This section presents the results and evaluation of the pro-
posed Automatic Arabic Short Answer Grading (AASAG)
system which is based on LSA. Two experiments have been
conducted using two different weighting for data representa-
tion are local and global weighting schema.
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TABLE 6. Semantic similarity score using local and hybrid local and
global weighting schema based LSA between the students answers and
model answer.

Consider the following example to investigate and eval-
uate the proposed model. Table 4 shows an example
for question-answer pair with three representative student
responses.

In order to evaluate and assign grades for the student
answers, the steps of the proposed model were executed
as follows: Firstly, the pre-processing steps on the stu-
dents’ answers and model answer were applied such as

TABLE 7. Students’ answers grades based on the semantic similarity
score using local and hybrid local and global weighting schema based
LSA.

tokenization, stop word removal, data cleansing, normaliza-
tion, and lemmatization as shown in Table 5.

Secondly, the term weight matrix is created using the local
weight based LSA which is the first experiment. In addition,
term weight matrix using the hybrid local and global weight-
ing based LSA is created as the second experiment. Thirdly,
SVD calculations for the created matrices are created and
applied. Fourthly, the SVD values are used to measure the
semantic similarity score between the student answer and the
model answer using the cosine similarity method as shown in
Table 6.
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TABLE 8. The semantic evaluation results of using local weight and
hybrid local &global weight.

FIGURE 2. Precision, Recall, F1-score values for the proposed AASAG
system.

Finally, the student’s answers were scored and the grades
were generated according to the calculated semantic score as
shown in Table 7. It is noticed that the calculated students’
grades using both methods of the proposed model are quite
similar to both of the experts’ marks. Therefore, the proposed
model achieved the AR_ASAG gold standard.

The conducted experiments and results are presented to
evaluate the proposed AASAG performance with different
measures. Different measures are used to evaluate the per-
formance of the proposed AASAG system measures such
as Precision, Recall, and F1-score. In addition, Root-Mean-
Square Error (RMSE), Mean Absolute Error (MAE), Normal
MAE (NMAE), and Pearson correlation (r: the higher the
better) are used. They are also themost frequently usedmetric
and they arewell-knownmetrics used as a baseline to evaluate
the model. In the following, we present the results of experi-
ments for 40 answers for each question. As shown in Table 8,
the proposed system achieved 83.23%, 81.41%, and 82.82%
as Precision, Recall, and F1 score value respectively using
hybrid local &global weight. While using local weight, the
proposed system achieved 72.24%, 70.65%, and 70.36% as
Precision, Recall, and F1 score value respectively. In conclu-
sion, the results of the hybrid local and global weight-based
LSA approach better results than those using the local weight-
based LSA approach. In addition, Fig 2 shows the precision,
recall, and F1-score for the proposed AASAG system (hybrid
local &global weight, local weight).

It is noticed that the proposed AASAGmodel using hybrid
local and global weight achieved better results than using
local weight. Finally, Table 9 shows the comparative results

TABLE 9. RMSE, MAE, and NMAE evaluation results of the proposed
models compared with the previous stemming model.

acquired from using RMSE, MAE, and NMAE metrics with
semantic analysis. They were compared with the previous
system in [6] which is Grading System Assessment based on
the stemming. The proposed AASAG system achieved better
results than the grading system based on stemming similarity
because the hybrid local &global weight in our model selects
the most important and frequent features of the text.

V. CONCLUSION
An automatic scoring system is a useful tool for grading
open-ended questions such as short answers and essay ques-
tions. The automatic scoring system has numerous bene-
fits; reducing the manual process, time, effort, and wasted
resources. In addition, achieving fairness in the scoring pro-
cess of students’ answers. In this paper, Automatic Arabic
Short Answer Grading is introduced. The proposed model is
based on LSA which is one of the most popular corpus-based
similarity techniques. It is applied to AR-ASAG which is
an. AR-ASAG is an Arabic scarce publicly available dataset.
Two experiments have been conducted using two different
weighting for data representation local and global weighting
schema. Two experiments have been conducted using two
weighting schemas local weight, and hybrid local and global
weight schema. The developed approach with hybrid local
and global weight-based LSA achieved better results than
using the proposed local weight-based LSA with (82.82%)
as a F1-score value. And, it achieved 0.798 as a RMSE value.
Further, the proposed two weighting methods achieved better
results compared to the related work.

In future work, we focus on enhancing the accuracy of
the grading system. Moreover, the proposed system will be
tested on other additional languages. Finally, we will employ
the Arabic WordNet for developing an effective system for
scoring short answer questions.
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