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ABSTRACT This paper provides a novel meta-heuristic optimization algorithm for solving continuous
optimization problems efficiently in the field of numerical and engineering optimization: Piranha Foraging
Optimization Algorithm (PFOA). The algorithm is inspired by the flexible and mobile foraging behavior of
piranha swarm and divides their foraging behavior into three patterns: localized group attack, bloodthirsty
cluster attack and scavenging foraging, simulates the above behaviors to construct two dynamic search
processes for exploration and exploitation. PFOA uses three strategies of non-linear parameter control,
population survival and reverse evasion search to enable populations to have better population diversity
at different stages of the search and to help find better solutions. To gain insight into the performance of
PFOA, visualization methods were used to assess the efficiency of PFOA optimization and to analyse the
impact of the characteristics of the three foraging modes, the sensitivity of the parameters and the size of the
piranha population on the algorithm. The algorithm performance was further tested with 27 CEC benchmark
functions and four real engineering design optimization problems, and the results were compared with
13 well-known meta-heuristics. Test results based on statistical methods such as box-line plots, Wilcoxon
rank sum test and Friedman test in multiple dimensions (30, 50, 100 and fixed dimensions) show significant
differences compared to other algorithms and that the performance of the algorithm is stable and in significant
improvement. The unique advantages of PFOA in terms of the equilibrium of convergence speed and
exploration can avoid getting trapped in local optimum regions and effectively solve optimization problems
in complex search spaces.

INDEX TERMS Meta-heuristic algorithms, piranha foraging optimization algorithm (PFOA), swarm
intelligence, bionic inspired algorithms.

I. INTRODUCTION
Optimization is the process of finding an optimal solution
to a given system from all possible values, such that the
output is maximized or minimized. Optimization problems
such as engineering design [1], AGV path planning and
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scheduling [2], wireless sensors [3], and computer image
processing [4] are difficult for traditional methods to find
optimal solutions in complex search spaces containing multi-
ple local traps due tomultiple independent variables, complex
constraints, and mathematical properties that are non-linear
in nature. Coupled with the rapid development of artificial
intelligence and big data, the scale of engineering optimiza-
tion problems is increasing and a ‘‘combinatorial explosion’’
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is occurring. In this context, Meta-heuristic Algorithms (MA)
have attracted a lot of attention and In-depth research due to
their high execution efficiency, low parameters, high search
capability and lack of dependence on the gradient information
(integration or derivative) of the objective function in solving
complex optimization problems [5].

After decades of development, Meta-heuristic algorithms
have evolved into different branches. The first category is
Swarm Intelligence Algorithms (SI), which Bonabeau [6]
defines as ‘‘the collective intelligence that arises from a group
of simple biological individuals’’. SI is based on optimiza-
tion algorithms that simulate foraging, cooperative transport,
nesting and other social behaviors of insects, plants or mam-
mals. The self-organizing nature of the swarm and the natural
division of labour are two essential attributes of SI. Swarm
self-organization is the ability of a system to organize itself
from individuals to groups without any external help; natural
division of labour is the ability of a population to coordinate
the division of labour among individuals and to cooperate
in solving complex problems. Two key features of group
intelligence make groups highly self-organizing and adap-
tive, and exhibit non-linear system characteristics. Among
the typical SI algorithms are, Particle Swarm Optimization
Algorithm (PSO) [7], Honey Badger Algorithm (HBA) [8],
and Chameleon Swarm Algorithm (CSA) [9]. The second
category is Evolutionary Algorithms (EA). In nature, organ-
isms evolve and develop from lower to higher levels through
a series of heredity, selection and mutation, and people have
modeled the essence of this ‘‘survival of the fittest’’ evolu-
tionary law to form an optimization algorithm, the evolution-
ary algorithm. Evolutionary Algorithms are a range of search
techniques which include Genetic Algorithms (GA) [10],
Differential Evolutionary Algorithms (DE) [11], evolutionary
planning [12], evolutionary strategies [13], etc. The third
category is The simulation of natural scientific principles and
phenomena algorithms(NP), as the name suggests, is based
on the simulation of scientific principles and phenomena,
of which the representative ones are Simulated Annealing
Algorithm (SA) [14] and Thermal Exchange Optimization
Algorithms (TEO) [15].
Meta-heuristic algorithms have been used in a wide vari-

ety of fields due to their unique computational mechanism,
but they also suffer from certain drawbacks. Firstly, meta-
heuristic algorithms are based on heuristic rules and ran-
domness to find the optimal solution, but sometimes these
rules and randomness can lead the algorithm into a local
optimility trap and thus fail to find the global optimal solu-
tion. Secondly, meta-heuristics algorithms usually require a
large number of iterations, resulting in long running times
and slow convergence. Thirdly, meta-heuristic algorithms
usually have multiple parameters, and the tuning of these
parameters has a large impact on the performance of the
algorithm, and tuning these parameters usually requires a lot
of experimentation and experience and is more difficult to
adjust. To optimize the above, there are now three research
paths. First, to propose new meta-heuristic algorithms with

stronger search performance, for example, Dingo Optimiza-
tion Algorithm (DOA) [16], Honey Badger Algorithm (HBA)
[17], Smell Agent Optimization (SAO) [18], Chimp Opti-
mization Algorithm (CHOA) [19], Rat Swarm Optimization
(RSO) [20]. Second, to fuse existing optimization algorithms
to enhance the global search capability of the algorithms,
for example, Harris Hawks Optimization and Differential
Evolution (HHOA-DE) [21], Immune Genetic Algorithm
and Particle Swarm Optimization (IGV-PSO) [22], Beetle
antenna strategy based grey wolf optimization (BGWO) [23].
Third, to improve the existing meta-heuristic algorithms
by introducing multiple search strategies and operational
mechanisms to enhance the algorithm’s search capability.
of which, 1. Introducing a chaotic mapping mechanism in
the initialization process to generate a highly random and
disordered sequence of values as the initial population, thus
improving the global search capability and optimization accu-
racy of the algorithm, such as Bird Swarm Algorithms with
Chaotic Mapping [24] 2. Improving the convergence speed
and convergence performance of the algorithm by introduc-
ing a specific diversity strategy and a specific convergence
strategy. [25] 3. Using an adaptive weighting mechanism
to generate different search agents according to their [26]
4. Multi-objective strategies are introduced to improve the
population diversity and global search capabilities of the
algorithm [27].
On the one hand, according to the above literature,

population-based meta-heuristic algorithms still suffer from
slow convergence, weak global exploitation, and tend to
fall into local optimum regions waiting for optimization
questions, which points to research directions for exploring
new swarm intelligence algorithms in the future. On the
other hand, in terms of the logic of the No Free Lunch
Theorem (NFL) [28], the mathematical model complexity
changes in response to changes in the engineering optimiza-
tion problem, and it is difficult for a single algorithm to
accommodate both global and local searches, so no meta-
heuristic algorithm can solve all optimization problems.
These two reasons are what prompted us to propose a
new meta-heuristic algorithm for modelling piranha forag-
ing behavior:The Piranha Foraging Optimization Algorithm
(PFOA).

This paper investigates the outstanding problems of exist-
ing swarm intelligence optimization algorithms such as slow
convergence, the tendency to fall into local optimum regions,
resulting in premature maturity of the algorithm and the loss
of search power due to the non-smooth transition between
global and local search, etc. The main contributions are as
follows:

1) A meta-heuristic algorithm for modelling piranha for-
aging behavior is proposed: The Piranha Foraging
Optimization Algorithm (PFOA).

2) The use of the blood concentration parameter (F)
to direct piranhas to identified potential search
areas effectively ensures the exploitability of the
stock.
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3) Dynamic time-varying randomization using a non-
linear cosine factor (S) to smoothly transition explo-
ration behavior to exploitation behavior.

4) The reverse escape search strategy uses flags (E) to
change the search direction of the population, avoiding
the population candidates being trapped in local search
regions and further optimizing and improving the solu-
tion by directing the search agents to new regions.
This approach will continue throughout the algorithm,
so that even when the end of the iteration is reached,
there is still the possibility of finding a better position.

The paper is structured as follows: The first part presents
the background to the development of meta-heuristics, the
existing problems and the current state of research; The sec-
ond section is an introduction to the new algorithm, including
mathematical modelling and parametric analysis; The third
section is the classification experiments of our algorithm,
which verified the effectiveness of it by comparing and
analyzing the results with more than 10 excellent swarm
intelligence algorithms; In the fourth section, the algorithm
is applied to four engineering design examples to verify
its general applicability; The fifth and sixth section is the
conclusion, which summarizes the work of this paper and the
prospects of the algorithm.

II. PIRANHA FORAGING OPTIMIZATION
ALGORITHM (PFOA)
This section discusses the inspiration and mathematical
model for the piranha foraging optimization algorithm.

A. PIRANHAS IN BIOLOGY
Piranhas [29], [30] are cold-blooded killers widely distributed
in the Amazon rivers of South America and are widely
known for their highly aggressive qualities. There are cur-
rently around 56 species of piranhas worldwide, all of which
belong to the family Liparidae, the most aggressive of which
are found in the Amazonian rivers of Latin America. They
are usually no more than 30cm long, but have a distinctive
appearance, with a flattened neck and slightly bulging back,
bloodthirsty scarlet eyes, a thick skull and a surprisingly
strong bite, and serrated teeth that can easily bite through
the animal’s flesh [31]. The dorsum is heavily coloured,
appearing dark green and gradually lightening in colour from
top to bottom, with the lowermost part of the belly appearing
bright red, as shown in Figure.1(a). Female piranhas spawn

FIGURE 1. Piranhas in biology.

during the rainy season, laying up to a thousand sticky eggs at
a time, which use the roots or leaves of plants in the water as
incubation beds. However, whenever Amazonian rivers flood,
large numbers of piranha eggs are washed elsewhere or sink
to the bottom, which makes piranha hatching rates not very
high [32].

Piranhas are very aggressive and often use swarming
attacks when attacking their prey, (Figure.1(b)). Once tar-
geted, all members take turns to attack and bite their prey,
their powerful jaws and sharp teeth, combined with their
powerful fins, can rip off around 15cm of flesh in no time,
and the blood of their prey attracts nearby shoals of piranhas
to enjoy the feast. It is widely accepted by the scientific com-
munity that piranhas rely primarily on hearing and extreme
sensitivity to the smell of blood to hunt their prey. Its vision
is very poor and at night or in the more turbid Amazonian
rivers they can barely see prey beyond 25cm. In this case,
having to swim alone in their habitat and rely on foraging for
some carrion and seeds to survive, the single piranhas become
very timid and have none of their usual swarming, strutting
presence.

B. MATHEMATICAL MODEL OF PFOA
The PFOA algorithm defines three patterns of localized group
attack, bloodthirsty cluster attack and scavenging foraging,
and its steps consist mainly of population initialization, pop-
ulation evaluation and parameter and agent position updating.

In the PFOA algorithm, the set of population candidate
solutions can be expressed as:

x =


x11 x12 x13 . . . x1D
x21 x22 x23 . . . x2D

. . . . . . . . .

x(n−1)1 x(n−1)2 x(n−1)3 . . . x(n−1)D
xn1 xn2 xn3 . . . xnD


xi =

[
xi1 xi2 . . . xiD

]
Position vector representing piranhas.

STEP 1 Population initialization: Initialize the position
vector of each individual in the piranha population according
to Eq. (1).

xi = lbi + β1 × (ubi − lbi) (1)

where xi is the location of the i th individual in the piranha
candidate solution, ubi and lbi represent the upper and lower
boundaries of the piranha search in the habitat, respectively.
β1 denotes a random number between 0 and 1.
STEP 2 Define the predation intensity parameter F : Piran-

has are extremely sensitive to the detection of blood, a char-
acteristic that is influenced by both the blood concentration
Fi and the distance di between the prey and the piranha.
The spread of blood concentration satisfies the inverse square
law model in Figure 2. Piranhas will swim towards areas of
high blood concentration, and the higher the blood concentra-
tion, the faster their movement, and vice versa, yielding the
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following Eq. (2).

Fi = β2 ×
Zi

4πd2i
di = xprey − xi
Zi = [xi (t) − xi+1 (t)]2 (2)

where Fi denotes the predation intensity parameter for the
location of the i th individual piranha, di denotes the distance
between the position of the i-th individual piranha and the
prey (optimal solution), Z denotes the source intensity (e.g.
the location of the prey in Figure 2), Zi denotes the source
intensity perceived by the i-th search agent, whichwill change
in real time as the agents continue to follow, and β2 denotes
a random number between 0 and 1.

FIGURE 2. Application of inverse square law in Eq. (2).

STEP 3 Non-linear parametric control strategies: Non-
linear parametric control strategies are effective measures
used to control time-varying randomized processes and pre-
vent premature convergence of populations while ensuring a
smooth and silky transition between exploration and exploita-
tion. In the early and middle stages of PFOA, larger values of
S help the search agent to perform an auditory-based global
search and avoid getting stuck in a local optimum, while in
the later stages, PFOA can converge faster as S changes, see
Eq. (3).

S = C · cos
[
π

2
⊗

(
t

Max_iter

)]4
(3)

where Max_iter denotes the maximum number of iterations
and the constant C is verified (taken as 5 by default), ⊗

denotes the product of a value and a variable.
STEP 4 Reverse escape search strategy: In this paper, the

reverse escape search strategy is to use flag E to change the
direction of the population search, not allowing the candidate
population to be trapped in a local area and directing the
search to a new area to further improve the solution. This
happens frequently throughout the search process, which
gives the search agent more opportunities to carefully and

FIGURE 3. Curves for the non-linear control parameter S.

FIGURE 4. Schematic diagram of Localized Group Attack Pattern.

rigorously scan the search area, see Eq. (4)

E =

{
1 β3 ≤ 0.5
−1 β3 > 0.5

(4)

where β3 denotes a random number between 0 and 1.
STEP 5 Update the proxy location formula.

1) THE LOCALIZED GROUP ATTACK PATTERN
As a group foraging creature, it will attack prey several times
larger than them when hungry. Whenever prey stray into their
habitat, a splash of water is made and the keenly hearing
piranha pick up this signal and quickly assemble to surround
and bite the prey in turn, with the agent close to the prey being
the first to attack, see Figure 4. The mathematical model of
the localized group attack pattern is shown in Eq. (5).

xi (t + 1) = γ1

pc∑
k=1

Lk (t) − xi (t)
pc

− xprey (t) (5)

where xi (t + 1) is the new location of the search agents,
pc denotes a randomly generated integer in [6, SearchA-
gents_no/2], SearchAgents_no denotes the total number of
agents, and Lk (t) is the fraction of local population attacks
that are performed to initiate the attack first, where L ∈ X ,
and X denotes the number of randomly generated piranhas.
xi (t) denotes the current agent’s position, xprey (t) denotes the
location of the best agent found in the previous iteration, γ1 is
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FIGURE 5. γ1 ∗ eγ2 divergence curve chart.

a random number uniformly distributed in [−2,2] which plays
an important role in changing the trajectory of the piranha.

2) THE BLOODTHIRSTY CLUSTER ATTACK PATTERN
Piranhas have a special taste for and a keen awareness of the
smell of blood, and when their prey is wounded and bleeding,
it attracts distant piranhas to the area with a high concen-
tration of blood to attack more aggressively. The higher the
concentration of blood, the faster it swims. This stage relies
heavily on the blood concentrationFi, the distance di between
the piranhas and its prey and the non-linear cosine factor
S, which is also influenced by E . Changing the direction of
movement of the piranhas can effectively avoid local optima
and enable it to find better prey locations, see Eq. (6).

xi (t + 1) = γ1 ∗ eγ2 ∗ xpery (t)

+G ∗ xprey (t) ∗ E ∗ Fi + E ∗ β4 ∗ S ∗ Fi (6)

where xi (t + 1) denotes the new location of the search agent,
xprey (t) denotes the location of the best agent found in the pre-
vious iteration, γ1 is a random number uniformly distributed
in [−2, 2], γ2 is a random number uniformly distributed in
[−1/2, 1/2] and β4 denotes a random number between 0 and 1.
G is the coefficient of foraging ability of piranhas, taken
as an integer of G ≥ 5 (G = 9 is taken in this paper).
γ1 ∗ eγ2 as shown in Figure 5 below, exhibits a uniform
dispersion, allowing for dynamic adjustment and trade-offs
between global and local search capabilities.

3) THE SCAVENGING FORAGING PATTERNS
During foraging, piranhas, because of their poor vision, break
away from the group in turbid watersheds and at night, and
swim randomly in their habitat as individuals, feeding on
carrion and seeds, the modelling of Eq. (7). is shown in
Figure 6 by vector analysis.

xi(t+1) =
1
2

[
eγ2 ∗ xC1 (t) − E ∗ xi (t)

]
(7)

where xi (t + 1) denotes the new position of the search agent,
γ2 is a random number uniformly distributed in [−1,1], E is
a parameter that changes the direction of movement, xC1 (t)
denotes the c1st agent position randomly selected from the
piranhas, xi (t) denotes the i th agent position randomly
selected from the agents, and C1 ̸= i.

FIGURE 6. Vector analysis of Eq. (7).

4) THE PIRANHA POPULATION SURVIVAL STRATEGIES
The reproductive characteristics of piranhas and their numer-
ous natural predators limit their population size. In order to
maintain population diversity, the survival rate SR of the agent
is first calculated using Eq. (8). and when the survival rate
SR ≤ 1

/
4 (i.e. low survival rate) the offspring population is

reproduced by using Eq. (9).

SR (i) =
fitnessMax − fitness (i)
fitnessMax − fitnessMin

(8)

xi (t + 1) = xprey (t) +
1
2

{[
xC1 (t) − E ∗ xC2 (t)

]
− [xC2 (t) − E ∗ xC3 (t)]} (9)

where xi (t + 1) denotes the new position of the search agent,
xprey (t) denotes the position of the best agent found in the
previous iteration, E is the parameter for changing the direc-
tion, and xC1 (t) , xC2 (t) , xC3 (t), denote theC1,C2,C3 agent
positions randomly selected from the piranhas with C1 ̸=

C2 ̸= C3 respectively. The PFOA pseudo-code is shown in
Table 1. The flowchart for PFOA is shown in Figure 7.

C. ANALYSIS OF THE PFOA ALGORITHM
1) SENSITIVITY ANALYSIS OF MANUAL TUNING
IN ALGORITHMS
This subsection is used to analyse the sensitivity of sets of
custom parameters C & G in the PFOA algorithm, and the
tested results are used in the third part of the experiments in
this study.

a: SENSITIVITY ANALYSIS OF G & C IN PFOA
Since PFOA uses two user-defined parameters (G & C),
it is important to select values for these parameters care-
fully because they affect PFOA performance significantly.
To analyse the effect of these parameters on the performance
of the PFOA, sensitivity tests were carried out using CEC
Composition Function 2 (N = 3), see F24 in Table 5. CEC
Composition Function 2 is composed of three basic functions
(N = 3), G1: Rastrigin’s F5, G2: Griewank’s F15, G3:
Modifed Schwefel’s F10 functions are composed. As the
test function contains multiple quadratic structures and is
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TABLE 1. The pseudo-code of PFOA.

TABLE 2. C & G sensitivity analysis of CEC Composition Function 2.

highly non-linear and multi-peaked, the results of the test
function are usually affected when the algorithm parameters
are adjusted. CEC Composition Function 2 (N = 3) is often
used to test the sensitivity of an algorithm to determine
whether its performance is sufficiently robust to parameter
changes.

The test experiment yielded five scenarios by combining
different values of G and C . As it can be observed in Table 2
that for G = 9 the best fitness value was achieved at C = 5.
This concludes that the best parameter values for the proposed
algorithm are G = 9 and C = 5 (see Figure 8).

FIGURE 7. The flowchart of PFOA.

b: POPULATION SIZE ANALYSIS OF PFOA
This subsection analyses the impact on search accuracy and
convergence speed by testing the number of populations. The
experiment fixed the number of iterations at 500, gradually
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FIGURE 8. Fitness achieved by PFOA for parameters C & G.

FIGURE 9. PFOA population size analysis.

increasing the population size by 15, 30, 50, 100, 150 and
300, and the comparative convergence curves are shown in
Figure 9. By analyzing a partial suite of benchmark functions,
PFOA algorithm achieves optimal performance when the
population size is 150. In addition, the PFOA, with a popula-
tion size of 30, continues to perform well when subsequently
compared to other meta-heuristics.

c: ANALYSIS OF THE FORAGING PATTERNS OF PFOA
In order to better analyse the performance of each foraging
pattern, three patterns of localized group attack, bloodthirsty
cluster attack, and scavenging foraging were tested and stud-
ied separately for single-peaked, multi-peaked, and fixed-
dimensional problems. This experiment is an improvement on
the PFOA such that only one foraging mode is used for each
run and eventually the convergence curves of several foraging
modes are compared. In this test, the number of iterations was
set to 500 and the population size (search agent) was set to 30.
The output is shown in Figure 10, where the three foraging
modes show their respective strengths under different bench-
mark function suite tests. Among them, the localized group
attack pattern can quickly locate potential regions of prey and
speed up the convergence of the algorithm. It performs best

FIGURE 10. PFOA hunting patterns analysis.

in the single-peaked function F1, the multi-peaked function
F9 and the fixed-dimensional function F19. The bloodthirsty
cluster attack pattern serves to accelerate the convergence
of the algorithm in PFOA, performing well in the single-
peaked function F5, the multi-peaked function F8 and the
fixed-dimensional function F22, highlighting the advantages
of its foraging mode convergence. The scavenging foraging
pattern is the global search part of the algorithm and acts as a
strict scan of the search area to avoid premature convergence
of the algorithm. It also outperforms other foraging modes on
the single-peaked function F7, the multi-peaked function F11
and the fixed-dimensional function F20.

d: TIME COMPLEXITY ANALYSIS OF PFOA
The computational complexity of the algorithm is an impor-
tant criterion to measure the optimization time; according to
the above pseudo codes, this paper uses big-O notation to
represent the complexity [33]. The time complexity of PFOA
is computed as follows.

For PFOA
1) Time complexity O(N × D) is consumed in the initial

phase of the algorithm, where N is the number of piranha,
and D is the dimension of the search space.

2) The fitness evaluation of each piranha requires O(N )
time.

3) The best position piranha selection costs O(N ) time.
4) The piranha position update of the original PFOA

requires O(N × D) time.
In summary, the total computational time for the original

PFOA is O(N × D×M ), where M is the maximum number
of iterations.
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III. EXPERIMENTS COMPARISON AND RESULTS
The numerical optimization efficiency of PFOA was ver-
ified by solving a suite of 27 benchmark functions and
four engineering design problems. To test the performance
of PFOA, we compared the experimental results with
13 meta-heuristic optimization. Among the improved classi-
cal algorithms used for comparison are: Fruit Fly Optimiza-
tion Algorithm(FOA), Particle Swarm Optimization(PSO),
Beetle Antennae Search(BAS) [34], Multi-population Inva-
sive Weed Optimization(PMIWO) [35], Beetle antenna
strategy based grey wolf optimization(BGWO), SHADE
with Linear Population Reduction(L-SHADE) [36], Spar-
row Search Algorithm Based on Lévy’s Flight Perturba-
tion Strategy(ISSA) [37]. The latest optimization algorithms
for comparison are Dingo Optimization Algorithm(DOA),
Chameleon Swarm Algorithm(CSA), Smell Agent Opti-
mization(SAO), Honey Badger Algorithm(HBA), Chimp
Optimization Algorithm(CHOA), Rat Swarm Optimiza-
tion(RSO). On the one hand, among the algorithms chosen
for comparison, such as FOA, PSO, BGWO, BAS, PMIWO,
L-SHADE and ISSA are classical algorithms that are mile-
stones in meta-heuristic optimization algorithms and their
improvements. On the other hand, algorithms such as SAO,
CSA, HBA, DOA and CHOA are the latest and better per-
forming algorithms, which are very challenging to compare
with and better highlight the performance characteristics of
PFOA. The selection of these recognized and promising
algorithms for comparison with our algorithm is sufficient
to demonstrate the overall effectiveness of the proposed
approach.

A. PARAMETERS AND HARDWARE SETTINGS
IN THE EXPERIMENT
In addition to the algorithm-specific parameter settings men-
tioned in Table 3, the same parameters were used for both
the PFOA and the competition algorithms in order to obtain
a fairer comparison. The uniform settings include: hard-
ware withMATLAB version R2018a, population size (search
agents) set to 30 (SearchAgents_no), a maximum number of
1000 iterations (Max_iteration), and 30 independent runs for
each optimization problem.

B. BENCHMARK FUNCTION SUITE ANALYSIS
1) DESCRIPTION OF THE BENCHMARK FUNCTION
The performance of PFOA is studied on a suite of 27 bench-
mark functions (CEC) [38] and compared with 13 state-
of-the-art algorithms. The experiment is divided into four
categories: the first is a single-peaked function (F1∼F7),
which has only one global optimal solution and ismainly used
to evaluate the development ability of intelligent optimiza-
tion algorithms; the second multi-peaked function (F8∼F13)
which has multiple local optimal regions and is mainly used
to test the ability of intelligent optimization methods to
jump out of the local optimum and find the global optimum.
The third category is the fixed dimensional multi-peaked

TABLE 3. The parameters setting of the comparison algorithm.

functions (F14 to F23), which have a large number of local
optima and are used to test the ability to find the opti-
mal value in a given dimension. The fourth category is the
composite and hybrid functions (F24 to F27), which are
highly complex and challenging and can effectively test the
robustness of the algorithm. Due to their respective test char-
acteristics, benchmark functions are often used to evaluate
the comprehensive performance of meta-heuristics (which
include rapidity, accuracy and stability of convergence). See
Table 4-5 for details of the benchmark functions. In the
table it is worth noting that Dim denotes the dimension of
the benchmark function, Interval denotes the bound of the
search space of the benchmark function, Fmin denotes the
value of the objective function at the optimal position and
N means the number of functions available. In summary,
27 benchmark test functions of varying difficulty, which
represent the most challenging optimization problems and
are one of the most authoritative ways of verifying the
performance of optimization algorithms, comprehensively
test the performance of meta-heuristic optimization algo-
rithms. We hope that these critical problems will effectively
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TABLE 4. Introduction to 23 benchmarking functions (CEC).

TABLE 5. Basic parameters of the hybrid and composite test function(CEC).

VOLUME 11, 2023 92513



S. Cao et al.: Novel MA for Numerical and Engineering Optimization Problems

TABLE 6. Test data statistics for 27 benchmarking functions.

validate the performance of PFOA and other optimization
algorithms.

2) BENCHMARK FUNCTION SUITE TEST RESULT STATISTICS
This subsection carries out the statistics of the test results of
the selected comparison algorithms on the 27 standard test

functions. To make the experiment more convincing, Table 6
shows the best fit values (Best), the mean (Mean), standard
deviation (STD) and run time (Time) of the best fit for the
selected algorithm over 30 independent runs. Based on the
data in the table 6, it can be seen that PFOA performs well
in the vast majority of the 27 tested functions, with this
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FIGURE 11. Comparison of challenging algorithms with PFOA.

algorithm having a clear advantage in difficult optimization
problems such as F5, F7, F12, F13,F24 and F26, reaching
an absolute global optimum level. For some of the functions
tested, multiple algorithms are able to reach their theoret-
ical optimal values and are strong rivals to PFOA, when
comparing the mean and standard deviation is one of the
effective means of comparing the advantages and disadvan-
tages. PFOA’s F1-F4, F10 and F19-F21 achieved theoretical
optimums and a high level of algorithm stability. Just because
there is no end to optimization, this algorithm is not optimal
in e.g. F6, F8, F14, F23, F25 test functions, which is the goal
of future research on this algorithm.

3) CONVERGENCE ANALYSIS
The PFOA statistical results discussed earlier confirm its
robustness. In order to further compare The efficiency of
the search process of the various algorithms in the opti-
mization process, a comparative convergence figure of the
algorithms is plotted in this paper, see Figure 11. It is
observed from the graphs that the test functions F1-F5, F7,

F9-F11, F21, F25 and F26 PFOA is significantly faster
than FOA, PSO, BAS, PMIWO, ISSA, SAO, CSA, CHOA,
RSO. The figure it can also be seen that FOA, PSO, BAS,
PMIWO, ISSA, CSA, CHOA do not show any improvement
for most of the search process as they are forced to con-
verge prematurely due to being Trapped in local optima.In
this experimental study, Overall, the convergence analysis
in this section shows that the PFOA algorithm proposed in
this paper is still the best among all the methods, and it is
able to find the global optimum position faster than other
methods.

4) BOX LINE CHART ANALYSIS
Also, to investigate the distribution characteristics of the solu-
tions of the PFOA and comparison algorithms in solving the
27 benchmark functions, the results of 30 consecutive inde-
pendent runs were plotted as box plots [39], as in Figure 12.
Compared to its competitors, the PFOA proposed in this
paper performs well for most functions F1, F3, F6, F7, F9,
F10-F12 and F25, and the median, maximum and minimum
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FIGURE 12. Box plot analysis for benchmark functions (Dim = 30).

values of this algorithm are almost identical to the optimal
solution. However, individual test functions still have short-
comings, such as F8, F14 and other parts of the test functions

TABLE 7. Wilcoxon’s rank sum test statistical results.

have problems with large fluctuations. In summary, analysis
of the vast majority of convergence curves and box plots
shows that PFOA has greater optimization power and bet-
ter stability than other algorithms, making it an optimizer
with excellent performance in solving global optimization
problems.

5) ANALYSIS OF STATISTICAL RESULTS
Although the advantages of PFOA have been confirmed by
comparing the optimal value, the mean and the standard devi-
ation, a significance test is still needed to verify the difference
between the proposed algorithm and its competitors. In sum-
mary, there are two types of significance tests: parametric
and non-parametric. Parametric tests require that the form of
the overall distribution is known, but in numerical analysis
it is often difficult to make simple assumptions about the
shape of the overall distribution, and then the method of para-
metric testing is no longer applicable. Therefore, this paper
uses non-parametric tests to assess the significance of the
algorithm.

First, the Wilcoxon rank sum test [40] was used to ver-
ify whether there were significant differences between this
algorithm and the others. The significance level of the
Wilcoxon rank sum test is set at 0.05, and the following
Table 7. shows the results of the Wilcoxon rank sum test for
the standard test functions F1-13 in 30, 50 and 100 dimen-
sions and the standard test functions F14-23 in fixed dimen-
sions. where ‘‘+/=/−’’ indicates a difference in performance,
similar performance or no difference in performance between
PFOA’s performance and the comparison algorithm, respec-
tively. Statistics of more than 10 algorithms, according to
Table 7 The statistical results show that in the vast majority
of cases, there are significant differences between the pro-
posed PFOA and its competitors, with results of (146/ 8 /15),
(149/ 8 /12), (151/ 7 /11) and (151/ 6 /12), respectively, and
the differences are gradually widened as the dimensionality
increases, verifying the performance of the algorithm It also
verifies that the algorithm is suitable for higher dimensional
environments.
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TABLE 8. Friedman test statistical results.

The performance of the different optimizers in four dif-
ferent environments (Dim = 30, 50, 100 and fixed dimen-
sionality) was then evaluated and ranked according to the
Friedman test [41]. Table 8 shows the results of the Friedman
test, and the results show that the proposed PFOA always
obtains the first ranking in the case of the four different
dimensions.

In summary, the PFOA proposed in this paper is a powerful
optimizer that has the ability to compete with the latest and
best algorithms.

IV. EXPERIMENTAL RESULTS FOR PRACTICAL
ENGINEERING PROBLEMS
To verify its general applicability, PFOA was applied to
four real engineering optimization problems to test the
optimization results. The execution steps of the algorithm and
the treatment of constraints are as follows:

First, an initial set of solutions is randomly generated that
meet the design requirements (constraints). Where, Creating
initialized populations that avoid constraint violations is a
key factor in the successful operation of PFOA during exper-
iments. 1) randomly generate an initial population within
the range of values of each decision variable. 2) Using the
penalty function method, a penalty term e2s =e−8 is added
to the objective function. If a randomly generated individual
satisfies the constraint, the value of the penalty function is
zero and the individual is added to the initial population; if a
randomly generated individual does not satisfy the constraint,
the value of the penalty function becomes infinite, penalizing
solutions that violate the constraint and achieving the role of
screening feasible initial solutions.

Then, at each iteration of the algorithm, the fitness of the
population is evaluated against the objectives and constraints,
and the next generation of populations is generated based on
the calculated fitness function. In other words, the algorithm
will use the fitness of the current population to determine the
search space for the problem.

A. THREE-BAR TRUSS DESIGN PROBLEM
This case considers a three-bar planar truss structure [42]
shown in Figure 13. The volume of a statically loaded
three-bar truss is to be minimized subject to stress (σ )

FIGURE 13. A schematic model of three-bar truss.

constraints on each of the truss members. The objective is
to evaluate the optimal cross-sectional areas, A1 (equivalent
to the independent variable X1 in the formula) and A2 (same
as X2). The mathematical formulation is given below:

minimize: F (X) =

(
2
√
2X1 + X2

)
× l l = 100 cm

subject to: G1 (X) =

√
2X1 + X2

√
2X2

1 + 2X1X2
P− σ ≤ 0

P = 2kN/cm3

G2 (X) =
X2

√
2X2

1 + 2X1X2
P− σ ≤ 0

σ = 2kN/cm3

G3 (X) =
1

√
2X2 + X1

P− σ ≤ 0

variable range: 0 ≤ X1X2 ≤ 1

The optimum values for solving the three-bar planar truss
structure optimization problem using different methods are
shown in Table 9. and the statistical results for several opti-
mization methods are given in Table 10. In comparison, the
optimal value of PFOA is comparable or more effective than
the other methods, and the number of function evaluations
(NFEs) of this algorithm is 1.8E+04, which is lower than or
equal to several of the remaining optimizers. For example,
PSO, WSA, ICA, SSA and PFOA all find optimal values that
satisfy the constraints to an accuracy of 8 decimal places,
while at the same time, the PFOA algorithm finds better
quality solutions without increasing the number of function
evaluations (NFEs).

B. OPTIMAL DESIGN OF I-SHAPED BEAM
The second typical engineering optimization problem is the
I-beam design problem [43], which aims to minimize the

VOLUME 11, 2023 92517



S. Cao et al.: Novel MA for Numerical and Engineering Optimization Problems

TABLE 9. Best results of the three-bar truss design problem.

TABLE 10. Comparative results for the three-bar truss design.

vertical deflection of the beam shown in Figure 14. It simul-
taneously satisfies the cross-sectional area and stress con-
straints under given loads. The width of flange b (same asX1),
the height of section h (= X2), the thickness of the web tw (=
X3), and the thickness of the flange tf (= X4) are variables of
this problem. The maximum vertical deflection of the beam
is f(x) = PL3/48EI when the length of the beam (L) and
modulus of elasticity (E) are 5200 cm and 523.104 kN/cm2,
respectively. The objective function and constraints of this
problem are formulated as follows:

minimize:

F (X)=
5000

X3 (X2−2X4)3
/
12+

(
X1X3

4

/
6
)
+2bX4

(
X2−X4

/
2
)2

subject to: G1 (X) = 2X1X3 + X3 (X2 − 2X4) ≤ 300

G2 (X)=
18X2 × 104

X3 (X2−2X4)3+2X1X3
(
4X2

4 +3X2 (X2−2X4)
)

+
15X1 × 103

(X2 − 2X4)X2
3 + 2X3X3

1

≤ 56

variable range: 10 ≤ X1 ≤ 50 10 ≤ X2 ≤ 800

10 ≤ X2 ≤ 800 9 ≤ X4 ≤ 5

As can be observed from the best results in Table 11
many optimizers have solved this nonlinearly constrained
optimization problem. In addition, Table 12 provides a com-
parison of the performance of the PFOA algorithm with
other optimizers.In this case study, the number of function
evaluations (NFEs) of the PFOA algorithm is 2.4E+04 and
the standard deviation STD is 2.045E-09, two evaluation

FIGURE 14. A 3D view of beam design problem.

TABLE 11. Best results for the optimal design of I-shaped beam.

TABLE 12. The other methods for the I-shaped beam problem.

parameters that are much lower than other optimizers and
show better performance.

C. A REINFORCED CONCRETE BEAM DESIGN
Amir and Hasegawa [44], [45] presented a simplified opti-
mization problem of designing a reinforced concrete beam,
as shown in Figure 15. The beam is assumed to be simply
supported with a span of 30 ft and subjected to a live load of
2000 lbf and a dead load of 1000 lbf, including the weight
of the beam. The concrete compressive strength (σc) is 5 ksi,
and the yield stress of the reinforcing steel (σy) is 50 ksi. The
cost of concrete is $0.02/in2/linear ft, and the cost of steel is
$1.0/in2/linear ft. To minimize the total cost of the structure,
the area of the reinforcement As (equivalent to X1), the width
of the beam b (= X2), and the depth of the beam h (= X3)
have to be determined. The structure should be proportioned
to have a required strength based upon the ACI building code
318-77 as follows:

Mu = 0.9Asσy (0.8h)
(
1.0−0.59

Asσy
0.8bhσc

)
≥1.4Md+1.7Ml
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FIGURE 15. A schematic view of reinforced concrete beam.

where Mu, Md , and Ml are the flexural strength, dead load,
and live load moments of the beam, respectively. In this case,
Md = 1350 in kip andMl = 2700 in kip. The depth to width
ratio of the beam is restricted to be less than or equal to 4. The
optimization problem can be expressed as:

minimize: F (X) = 2.9X1 + 0.6X2X3

subject to: G1 (X) =
X2
X3

− 4 ≤ 0

G2 (X) = 180 + 7.375
X2
1

X3
− X1X2 ≤ 0

variable range:

X1 ∈ {6, 6.16, 6.32, 6.6, 7, 7.11, 7.2, 7.8, 7.9, 8, 8.4}

X2 ∈ {28, 29, 30, . . . , 40} 5 ≤ X3 ≤ 10

It is clear from the constraints that X1 and X2 are discrete,
while X3 is continuous and is a more complex engineering
optimization problem, but the PFOA algorithm achieves the
optimal solution while ensuring the lowest evaluated value
of the function. Table 13 gives the results of the PFOA,
AOS and FA methods for this problem. PFOA, AOS, FA and
SNS all find the best solution to the problem with differ-
ent combinations of variables, provided that the constraints
are satisfied. Table 14 compares and analyses the statistical
results of PFOA, CS, FA, SNS, and AOS, and it is clear that
PFOA shows its strengths in the limited number of functions
evaluated.

TABLE 13. Best results of a reinforced concrete beam design.

TABLE 14. Methods for a reinforced concrete beam design.

D. TUBULAR COLUMN DESIGN
This problem is an example of designing a uniform col-
umn [46] of the tubular section to carry a compressive load

FIGURE 16. The 3D model of tubular column.

at minimum cost. This problem has two design variables, the
mean diameter of the column d (equivalent to X1) and the
thickness of tube t (= X2), which are shown in Figure 16.
This column is made of a material with a yield stress of σy =

1000 kgf /cm2 and a modulus of elasticity of E = 0.8 × 6×
106 kgf /cm2. The optimizationmodel of this problem is given
as follows:

minimize: F (X) = 9.8X1X2 + 2X1

subject to: G1 (X) =
P

πX1X2σy
− 1 ≤ 0

G2 (X) =
8PL2

π3EX1X2
(
X2
1 + X2

2

) − 1 ≤ 0

G3 (X) =
2.0
X1

− 1 ≤ 0

G4 (X) =
X1
14

− 1 ≤ 0

G5 (X) =
0.2
X2

− 1 ≤ 0

G6 (X) =
X2
8

− 1 ≤ 0

variable range: 2 ≤ X1 ≤ 14 0.2 ≤ X2 ≤ 0.8

According to the constraints G1(X) and G2(X), the
included stress in the column should be less than the buck-
ling and yield stresses, respectively. Also, other constraints
(G3(X),G4(X),G5(X), andG6(X)) clamp the variables of the
problem to the ranges of the variables. Many optimizers have
attempted to solve this optimization problem, comparing sev-
eral existing methods with good results to PFOA. The present
algorithm not only reduces the engineering cost but also
effectively keeps the number of function evaluations (NFEs)
below 3E+04, which is lower than other optimization algo-
rithms, and obtains an optimum value of 26.48636152 under
the constraints, as shown in Table 15. Table 16 shows the sta-
tistical results of several optimization algorithms. From these
results, the PFOA algorithm achieves better results than the
other algorithms, which fully demonstrates the performance
of the PFOA algorithm.

VOLUME 11, 2023 92519



S. Cao et al.: Novel MA for Numerical and Engineering Optimization Problems

TABLE 15. Best results of the tubular column design example.

TABLE 16. The other methods for the tubular column design.

V. ANALYSIS AND DISCUSSION OF PFOA
The effectiveness of the PFOA algorithm can be demon-
strated by the extensive experiments in the previous sec-
tions. The main tests include tests on the structure of the
algorithm itself, 23 benchmark function suites in 30 dimen-
sions 50 dimensions 100 dimensions and fixed dimensions,
in addition to four tests on engineering optimization prob-
lems in non-convex scenarios combined with practical ones.
PFOA and other excellent optimization algorithms together
have solved about 50 optimization problems. Among them,
The improved classical algorithms used for comparison are:
Fruit Fly Optimization Algorithm (FOA), Particle Swarm
Optimization (PSO), Beetle Antennae Search (BAS), Multi-
population Invasive Weed Optimization (PMIWO), Beetle
antenna strategy based grey wolf optimization (BGWO),
SHADE with Linear Population Reduction (L-SHADE),
Sparrow Search Algorithm Based on Lévy’s Flight Pertur-
bation Strategy(ISSA). The latest optimization algorithms
for comparison are Dingo Optimization Algorithm (DOA),
Chameleon Swarm Algorithm (CSA), Smell Agent Opti-
mization (SAO), Honey Badger Algorithm (HBA), Chimp
Optimization Algorithm (CHOA), Rat Swarm Optimization
(RSO). This study employs a rich analytical approach, not
only looking at the results in terms of optimal fitness val-
ues, means and standard deviations or convergence plots
for the results of 30 multidimensional (30, 50, 100) runs,
but also providing in-depth data analysis of the PFOA and
comparison algorithms in terms of both box-line plots and
significance.

The multi-dimensional statistics of the Wilcoxon rank
sum test show significant differences between the statisti-
cal results of PFOA and the results of the above ten or so
comparison algorithms. Although the latest algorithms all
perform very well and are very challenging, with solutions

such as RSO, WOA, HBA and DOA being relatively closer
to PFOA, the performance advantages of this algorithm are
further confirmed by the multi-dimensional ranking statistics
of the Friedman test that follows. The data in the table shows
that in all four test environments (30, 50, 100 and fixed
dimensions), the first place was achieved and the Friedman
test ranking value became smaller as the dimensionality of the
test increased, indirectly verifying that the algorithm is suit-
able for higher dimensions. In terms of performance, PFOA
has superior search capabilities and can efficiently converge
to the global optimum position, yielding better results in less
time. The algorithm effectively avoids immature convergence
and stagnation problems through a non-linear parameter con-
trol strategy, a piranha population survival strategy and a
reverse escape search strategy, maintaining high population
diversity even at the end of the search, while exploration and
exploitation levels reach a stable equilibrium. In addition,
PFOA demonstrates the flexibility and universal applicability
of the algorithm by solving real-world engineering design
optimization problems for a much wider range of optimiza-
tion problems.

VI. CONCLUSION AND OUTLOOK FOR FUTURE
DEVELOPMENTS
This study proposed a novel meta-heuristic algorithm by
simulating the foraging behavior of Amazonian piranhas:
the Piranha Foraging Optimization Algorithm (PFOA). The
objective of PFOA is to avoid falling into sub-optimal areas
by efficiently traversing the search area and to balance
exploration and exploitation capabilities by controlling the
time-varying randomization process through the dynamics
of non-linear parameters. The efficiency of the proposed
PFOA was evaluated using 23 benchmark test functions as
well as four engineering design problems, and the effec-
tiveness of the search method was examined experimentally
in multiple dimensions (30, 50, 100 and fixed dimensions)
in terms of speed, stability and accuracy. The experimental
results and convergence curves showed that PFOA is an
effective algorithm for solving complex problems with high-
dimension search spaces, and also confirmed the advantages
of the method in terms of convergence speed, the ability
to jump out of local optima and exploration and devel-
opment balance. Future directions for research on PFOA
include, for example, continued optimization problems for
selected test functions, high-dimensional optimization prob-
lems, and optimization problems in various engineering
domains.
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