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ABSTRACT Educational models currently integrate a variety of technologies and computer applications
that seek to improve learning environments. With this objective, information technologies have increasingly
adapted to assume the role of educational assistants that support the teacher, the students, and the areas
enrolled in educational quality. One of the technologies that are gaining strength in the academic field is
computer vision, which is used to monitor and identify the state of mind of students during the teaching of
a subject. To do this, machine learning algorithms monitor student gestures and classify them to identify
the emotions they convey in a teaching environment. These systems allow the evaluation of emotional
aspects, based on two main elements, the first is the generation of an image database with the emotions
generated in a learning environment such as interest, commitment, boredom, concentration, relaxation, and
enthusiasm. The second is an emotion recognition system, through the recognition of facial gestures using
non-invasive techniques. This work applies techniques for the recognition and processing of facial gestures
and the classification of emotions focused on learning. This system helps the tutor in a modality of face-to-
face education and allows him to evaluate emotional aspects and not only cognitive ones. This arises from
the need to create a base of images focused on the spontaneous learning of emotions since most of the works
reviewed focus on these acted-out emotions.

INDEX TERMS Computer vision, emotion recognition, neural networks, teaching.

I. INTRODUCTION
Smart classrooms aim to improve the pedagogical activities
that take place in them, through the analysis of the class-
room context and its adaptation using different forms of
content presentation or varying teaching methodologies [1].
The classroom context refers to all the metrics that make it
possible to determine what happens inside the school, for
example, the type of activity that is being carried out in the
classroom, and the disposition or level of attention of the
students concerning the class, among others [2]. Based on
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this information, a smart classroom determines what needs
to be improved in the classroom and recommends it to the
teacher. These recommendations can range from a change in
teaching practice to modifying the way content is presented,
for example, using slides or augmented reality.

Currently, smart classrooms propose the use of differ-
ent information and communication technologies (ICT) that
contribute to the identification of the emotional state of
students regarding the contents, to offer more experiential
forms of teaching that reinforce memory and understand-
ing [3]. The recognition of facial gestures in people is a
complex multidisciplinary problem that has not yet been
fully resolved [4]. The incorporation of new technologies
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such as depth sensors or high-resolution cameras, as well
as the greater processing capacity of current devices, allow
the development of new technologies capable of detecting
different gestures and acting in real time [5]. Facial expres-
sions focus on the identification of gestures, which express
affective states such as joy, surprise, fear, sadness, anger,
and disgust. It is difficult to find databases of facial images
that represent learning-focused secondary emotions, such as
bored, engaged, excited, focused, interested, and relaxed [6].
The use of emotion recognition systems to detect emotions
focused on teaching can help tutors to assess emotional
aspects and not only cognitive processes [7].

In several of the works reviewed, the existing advances
in the field of information technologies (IT) are mentioned,
which have revealed new forms of support for education
strategies in the higher technical-professional field. Espe-
cially in the evaluation of emotional aspects of people
with the application of different biometric techniques, with
emphasis on the recognition of facial patterns, which allows
for capturing relevant information for the analysis and devel-
opment of strategies in the educational field. In the work
carried out by [8], it is mentioned that the recognition of
biometric patterns is a method for the identification of indi-
viduals through facial characteristics. This analysis can be
developed practically by various tools and applied to various
disciplines, where it is required to use the recognition of faces
and their emotions.

Another group of works mentions that facial recognition
can be a three-dimensional object that is subject to different
degrees of luminosity, positioning, expressions, and other
factors that need to be identified from patterns generated
from the acquired images [9]. Another of the works reviewed
mentions that most emotion recognition systems analyze the
voice, as well as all the words that are pronounced or writ-
ten. For example, a high, shaky, rushed tone can indicate
fear, and more complex systems also analyze gestures and
even consider the environment, along with facial expressions.
Emotion recognition systems typically learn to link emotion
to its outward manifestation from large, categorized data sets.
Gartner estimates that in the immediate future, one in ten
devices will have emotion recognition technology.

In works such as [10], a study is carried out on exist-
ing technological solutions on the market that use artifi-
cial intelligence techniques to identify students’ emotions
during a learning activity. These solutions use facial and
voice recognition, and text analysis techniques to identify
students’ emotions in real-time. For example, Affectiva is
a platform that uses facial recognition technology to mea-
sure students’ emotions as they interact with digital learning
content. Emotiva is a voice analysis system that can detect
emotions in real-time in students’ speech. Mursion is a simu-
lation platform that uses artificial intelligence technology to
simulate interactions between students and teachers, allow-
ing teachers to measure students’ emotions in real-time and
adjust their teaching accordingly [11]. Smart Sparrow uses
machine learning algorithms to measure students’ attention

and emotion as they interact with adaptive learning content.
Knewton is an adaptive learning platform that uses data
analytics technology to monitor student progress and adjust
learning content based on their needs and emotions. BrainCo
uses wearable sensors to measure students’ brain activity
and detect their levels of concentration and emotion during
learning. Classcraft is a gamification platform that uses data
analytics technology to measure students’ motivation and
engagement while playing online educational games. Impor-
tantly, the selection of a platform should be based on the
specific needs of each learning scenario and the ethics and
privacy of student data.

While these solutions offer significant benefits, some
issues are important to be aware of the main one is precision,
since, this can vary depending on the quality of the input data
and the complexity of the algorithms used. It is important
to note that these solutions are not foolproof and may make
mistakes when identifying students’ emotions. The collection
and use of student emotional data may raise ethical and
privacy issues. It is important to ensure that students are
informed about the use of their data and that appropriate
steps are taken to protect their privacy. The algorithms used
in these solutions may have unintended biases, which can
lead to inaccurate or discriminatory results. It is important
to consider the diversity of the student population and ensure
that solutions are fair and equitable. Some of these solutions
can be expensive and may not be available to all educational
institutions. It is important to carefully weigh the costs and
benefits before investing in a solution.

This work proposes the design of an emotion identification
system, based on the recognition of gestures in the faces of
students during the teaching process in a specific subject [12].
The gestures on the faces are generally aligned to the emotion
of a person, it is this factor that is taken advantage of by an
artificial intelligence algorithm that uses a neural network
that has been previously trained with the use of a data set
that contains a large volume of frames generated, through
streaming videos, which allow classifying gestures and deter-
mining the emotion generated by a student [13]. The proposed
algorithm is developed in Python and uses several libraries
that are responsible for managing neural networks, as well as
the use of functions for data analysis.

The novelty of having a system that is responsible for
identifying emotions lies in its ability to provide real-time
feedback on the emotional state of students. This can help
educators tailor their teaching and improve student learning.
In addition, these types of systems can help identify long-term
patterns of behavior and emotions, which can help educa-
tors develop more effective interventions to help students
learn [14].

For example, if an emotion recognition system detects that
a student is frustrated, the educator can step in and offer
additional help to address the challenges the student is facing.
Similarly, if the system detects that a student is bored or
disinterested, the educator can modify her teaching to keep
the student more engaged. In addition, the integration of

VOLUME 11, 2023 38011



W. E. Villegas-Ch et al.: Identification of Emotions From Facial Gestures in a Teaching Environment

FIGURE 1. Methodology for data processing and generation of a dataset.

emotion recognition systems can provide greater objectivity
to the learning assessment process since it can help educators
to assess the impact of different teaching methods on the
emotional state of students. In general, emotion recognition
systems have the potential to improve the learning experience
of students and help educators improve the quality of their
teaching.

II. MATERIALS AND METHODS
For the development of the method, three fundamental
bases are considered, image databases, affective computing,
and emotion recognition systems with artificial intelligence.
These bases guarantee the functioning of the identification of
the emotions of the students, through the gestures that their
faces generate in a didactic environment.

A. IMAGE DATABASE
Databases (DB) have had great growth in recent years in
the analysis and construction of multidimensional data ware-
houses. These are created for a specific purpose and represent
a collection of large volumes of data that can be text, images,
audio, etc. In general, data warehouses represent a funda-
mental part of the infrastructure for the development of data
recognition and processing applications [15], [16]. Figure 1
shows the methodology of a data warehouse, which generally
integrates a data planning and capture process, processing,
data storage and classification, and dataset generation. The
extraction stage consists of planning and data capture; In this
stage, the sources and types of data that are collected, the
necessary infrastructure to acquire them, and the process that
those involved will follow are specified. The transformation
stage consists of data processing that allows the identification
and extraction of characteristics from the captured data, then
maximum and time difference techniques are applied. The
last stage consists of storing and classifying the information
using a title or label that allows the information to be recog-
nized, through a loading process [17].

Planning and data capture is the process by which an
image of the real world is obtained through a sensor (camera,
scanner, etc.) that will then be processed and manipulated.

An image is a two-dimensional function symbolized by
f(x,y), where x and y are spatial coordinates. A continu-
ous image can be represented by a matrix of N rows and
M columns. This matrix is the digital representation of the
image. For the correct treatment and study of the image in
an artificial vision system, it is important to consider certain
factors such as light, interference, image background, and res-
olution. The nature of the light, its position, and how the light
reflects off the object can affect the quality of the image that
you want the vision system to process. Inadequate lighting
can overload the image with unnecessary information such as
shadows, reflections, high contrasts, etc. which decreases the
performance of the vision system. The two relevant lighting
factors are light intensity and the position of the light source.

Preprocessing is the transformation of one image into
another, that is, through one image amodified one is obtained,
the purpose of which is to make the subsequent analysis sim-
pler and more reliable. There are countless image preprocess-
ing techniques, but very few satisfy the low computational
cost. Within these, there are methods in the space domain and
the frequency domain. In the transformation of data, the use
of techniques and filters that allow for to improvement of the
image is common, among these is the handling of histograms.
That is to say that given the digital representation of an image
by means of the arrangement of N rows by M columns,
an M × N matrix is determined, in which the digital repre-
sentation of bitmap will be given by the distribution function
f(m,n), for n ∈ [0,N − 1], and m ∈ [0,M − 1], typically
N and M are powers of 2. Another parameter to consider is
the resolution of an image, this is the number of pixels that
describe it, and a typical measurement is in terms of ‘‘pixels
per inch’’ (PPI). Therefore, the quality of the representation
as well as the size of the image depends on the resolution,
which in turn determines the memory requirements for the
graphic file to be generated.

Another important parameter in handling images is the
size of the image, these are its actual dimensions in terms
of width and height once printed, while the file size refers to
the amount of physical memory needed to store the image
information, the digitized image on any computer storage
medium. Certainly, the resolution of the image strongly con-
ditions these two concepts, since the number of pixels in the
digitized image is fixed and therefore increasing the size of
the image reduces the resolution and vice versa. Contrast
is another factor widely used in the transformation of the
data, this consists of increasing or decreasing the straight line
with a slope of 45 degrees that represents the gray (with the
precaution of not exceeding the limits 0-255) between input
and output. The transformation corresponding to the contrast
change is:

vO(m, n) = (vI (m, n) − 2y−1)tanφ + 2y−1 (1)

where Y is the scale in bits, VI and VO are the input and
output values, respectively valued in the pixel (m,n); and the
angle φ corresponds to the properties of the linear transfor-
mation of contrasts, specifically the slope The data warehouse
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contains information relevant to the object of study, therefore,
it must be tested to identify its strengths and weaknesses.
Based on the experience and analysis of the tests, data is
added or removed from the warehouse. This mechanism is
repeated continuously to have a balanced database, which
implies that the classes or labels have approximately the same
number of images [18]. In addition, the data must be repre-
sentative and correspond to spontaneous images, avoiding the
storage of actuated images. The data must also be reliable,
without errors or repetitions.

B. AFFECTIVE COMPUTING
Affective computing is an area of Artificial Intelligence (AI)
that arises from the need to provide computer equipment with
a certain capacity to interact with people. This task is carried
out using computer vision techniques and machine learning
algorithms, the objective of machine-human interaction is for
the system to be capable of producing an effective response
in people [19]. Affective computing is interdisciplinary and
is applicable in different areas such as computer science,
psychology, and cognitive aspects. In addition, it represents
an important role in the development of intelligent inter-
faces applied to education or educational software. According
to [20] and [21], affective computing is subdivided into four
research areas, such as:

• The analysis and characterization of affective states that
identify through natural interactions the relationships
between effect and cognitive processes in learning.

• Automatic recognition of affective states by analyzing
facial expressions and extracting features from linguis-
tic expressions, posture, gaze tracking, and heart rate,
among others.

• The adaptation of the systems to respond to a particular
affective state of the users.

• The design of avatars that show appropriate affective
states for a better interaction with the user.

Affective computing, from an interpretive point of view,
requires that the concept of emotion be precisely defined
since it can confuse with concepts such as affect, feeling,
or motivation. With this consideration, it is established that
affection is a process of social interaction between two or
more people [22]. Giving affection is something that is trans-
ferred, for example, giving a gift, visiting a sick person,
etc. Feelings are the mental expression of emotions; that is
when the emotion is encoded in the brain and the person
can identify the specific emotion they are experiencing, joy,
grief, anger, loneliness, sadness, shame, etc. Motivation is
a set of processes involved in the activation, direction, and
persistence of behavior which allows us to cause changes
in life in general. For its part, emotion is a state of mind
produced by an event or memory and occurs every day in
our daily lives, which plays an important role in non-verbal
communication.

Concerning emotions, these are classified into two groups,
primary or basic and secondary or alternative. In [23],

he identified six basic emotions, anger, disgust, fear, happi-
ness, sadness, and surprise, and shows some characteristics
that appear on the person’s face as shown in Figure 2.

Secondary or alternative emotions are complex emotions
that appear after the primary emotions and depend on the
situation and the context of the person. For example, a person
who is afraid (primary emotion) may turn that into anger or
rage (secondary emotion) and provoke an aggressive reaction.
A model of valence and intensity dimensions is also used in
this case to describe an emotion more precisely [25], [26],
as shown in Figure 3.

Emotions generally generate expressions, and these are
classified into internal and external expressions. Internal
expressions can be signals generated by the body, such as
blood pressure, sweating, and electroencephalography sig-
nals, and external expressions can be facial, the sound of the
voice, body posture, body movement body language [29].

All the activities carried out by people generate emotions,
according to the environment where this work is carried
out, emotions are also focused on learning. These emotions
are produced in students when they perform different activ-
ities, manifesting a variety of affective states in learning
contexts [22]. Among the emotions aligned to learning are
commitment, boredom, frustration, stress, focus, interest,
relaxation, etc. According to several of the related works,
the emotions of confusion, frustration, or bored are presented
in students when they perform exercises that require certain
techniques or information with which they are not familiar
and can be considered negative for student learning.

On the [30] a model related to the emotions of learn-
ing is proposed, in which a model divided into four quad-
rants is shown, where quadrant I show an evaluation of
admiration, satisfaction or curiosity resulting in positive
constructive learning, Quadrant II depicts an appraisal of
disappointment, perplexity, or confusion resulting in negative
constructive learning, Quadrant III depicts an appraisal of
frustration, rejection, or misconceptions that result in neg-
ative learning and the last Quadrant IV, shows an assess-
ment of optimism, new research that translates into positive
learning [21], [31], [32].

C. EMOTION RECOGNITION SYSTEM
For the design of emotion recognition systems, various meth-
ods of extraction and classification of biometric parameters
are used. Parameters are extracted from user-generated ges-
tures, for example, by using a person’s facial expressions.
Facial expression analysis is applied in different areas of
interest such as education, video games, and telecommuni-
cations, to name a few [33]. In addition, it is one of the
most used in human-computer interactions. Facial expression
recognition is an intelligent system that identifies a person’s
face and from it obtains certain characteristics that it analyzes
and processes to know the person’s affective state [34]. The
objective of facial recognition is, from the incoming image,
to find a series of data of the same face in a set of training
images in a database. The great difficulty lies in ensuring that
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FIGURE 2. Instances of discernable facial expressions that convey various emotions through gestures [24].

FIGURE 3. Model of valence and intensity dimensions that describe an
emotion [27], [28].

this process is carried out in real-time, something that is not
within the reach of similar works that have been previously
reviewed.

The emotion recognition system through gesture classifi-
cation requires meeting various technical requirements. The
selection of the algorithms to use will depend on the specific
use of the system, but it is considered essential to have
experience in the required programming language, such as
Python since it is widely used in the development of image
recognition systems. In addition, there are several Python
image processing libraries, such as OpenCV, Pillow, and

Scikit-image, among others, which are used to read, pro-
cess, and manipulate images, and it is important to analyze
their use according to system requirements. Likewise, for the
implementation of image recognition, experience in machine
learning libraries such as TensorFlow, Keras, PyTorch, and
Scikit-learn, among others, is required.

Concerning hardware, it is considered that most image
recognition algorithms require a large number of hardware
resources for processing, so it is important to have a computer
with a good amount of RAM and a high-end processor speed,
the use of a graphics card can speed up the processing of
information. In addition, it is necessary to have a data set that
is representative of the images to be recognized. This data
is used to train the machine learning model. For the proper
choice of algorithms and the selection of hyperparameters,
it is necessary to know statistics and model theory.

Regarding the design of the algorithm in Python for the
recognition of emotions, several technical data are taken into
account, such as the programming language, where Python is
used with the OpenCV, NumPy libraries. The choice of the
emotion detection method through face detection and anal-
ysis of facial expressions. The algorithm uses a pre-trained
Machine Learning classification model to recognize facial
expressions. The model is trained on labeled data sets to
recognize six universal emotions, happiness, sadness, fear,
surprise, disgust, and anger. Regarding the input data, these
are images or video sequences, the output data are the emo-
tions recognized for each image or video frame. In choosing
the data set, it is important to choose a quality data set that
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contains a variety of emotions and facial expressions. This
data is used to train and test the emotion recognition model.

In addition, in the development of the algorithm, it is neces-
sary to select the characteristics that will be used to recognize
emotions. Characteristics may include the intensity of facial
expressions, the position of the eyes and mouth, and the dura-
tion of the expressions. There are different machine-learning
algorithms and signal-processing techniques that can be used
to recognize emotions. It is important to choose the appro-
priate classification model for the selected data set and fea-
tures. Before feeding the data to the model, it is important
to perform proper preprocessing such as data normalization,
denoising, and dimensionality reduction. Another important
parameter is the evaluation of the emotion recognition model
using a test data set to measure its accuracy and generalizabil-
ity. Likewise, once the emotion recognition model has been
developed, it is important to integrate it with an application
so that it can be used in real life.

Regarding the evaluation, several techniques and metrics
are considered to evaluate the emotion recognition algorithm.
For example, we consider the precision that measures the pro-
portion of correct classifications made by the model. It is one
of the most common metrics and is used to assess the overall
performance of the model. Sensitivity measures the model’s
ability to correctly identify a specific emotion. It is especially
important if you want to recognize specific emotions, such
as sadness or happiness. Specificity measures the model’s
ability to correctly identify the lack of a specific emotion.
For example, if you want to identify the absence of negative
emotions such as sadness or anger. The F value is a measure
that combines precision and sensitivity in a single measure.
It is useful when you want to find a balance between accuracy
and the ability to correctly identify a specific emotion. The
confusion matrix is a table showing the actual rankings and
the model’s predictions. It is a useful tool for evaluating false
positive and false negative rates and for identifying patterns
of error in the model.

D. METHODOLOGY
For the development of this work, an institution of higher
technical education is considered. The students participating
in the study are the third level, and as per the regulations of
the institution, the objective of the system was explained to
the population and their consent was requested to be able to
capture facial images for research purposes only. The data
capture is carried out in two stages, in which the first 20
students participate, of which 12 are men and 8 women, with
an age range of 18 to 20 years. In the second stage, 18 students
participate, of which 10 are men and 8 women, who are in the
same age range. The two groups of students take the subject of
databases and are part of two parallels, the first group belongs
to parallel ‘‘A’’ and the second to ‘‘B,’’ the teacher is the same
for both parallels, therefore, the methodology is the same for
the total population.

To capture the data, a controlled environment is established
that corresponds to a laboratory with a maximum capacity

of 24 students. An Intel RealSense depth camera has been
installed in this laboratory to capture images of the partic-
ipants. The laboratory has 24 computers that the students
use to solve different exercises on the subject. The emotion
recognition application is housed in the institution’s data
center, where two virtual servers have been created, one of
which processes and stores the image signals, and the other
captures and stores images with a specific name. The name
consists of an identifier, a number, and the exact date, and
time.

The class sessions are separate for the two groups of stu-
dents, however, the methodology for each session is similar,
as are the various activities that consist of theoretical com-
ponents and practical development with exercises related to
a specific problem. During the design stage of the activities,
they evaluate different learning outcomes, these are based on
the eight types of learning exposed in the learning theory
of [34]. Within the classes, the teacher has three sessions,
each of 60 minutes. As it is a three-hour class, the attention
of the students can be diminished, therefore, it is the teacher’s
task to use a methodology that allows for improving the
interest of the students. The class schedule is added to the
continuous sessions since this is in the evening and 75% of
the students work. These factors hinder the teacher’s efforts
to maintain the interest and concentration of students in the
different topics of the subject. Among the techniques used by
the teacher is giving higher priority to practical sessions and
activities that require student participation.

Themechanics of the class that uses the recognition system
has as components that each student has at their disposal a
computer and a webcam, in addition to the depth camera
that each laboratory has. Having the cameras allows the
identification of gestures when the students are carrying out
practical activities on their computers [35]. Instead, when
student review is needed for conceptual review of a topic or
if the teacher is the focus of the class, depth cameras have the
full perspective for monitoring.

To carry out facial recognition, a database of several faces
that express a facial gesture is needed. These faces should
denote a variety of expressions such as happiness, sadness,
boredom, surprise, etc. Another aspect that these images must
have had was the variation in light conditions, whether people
wear glasses or not, even if they close or wink. It is recom-
mended that these images be collected in the environment
or environment where facial recognition will be applied. The
variety of images obtained from the faces contributes to the
performance of the algorithms applied in the system. There
is no exact number of images and no guide to precisely
how many images are needed for an AI algorithm to classify
emotions. The only existing reference is that the larger the
volume of images and the more varied, the better to increase
the precision in the algorithm.

Initially, many images are needed to train a classifier so that
it can discern between the presence and non-presence of an
object. For example, in the first stage, the algorithm detects
if there is a face, therefore happy images are required, that
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is, photos with faces, and negative images, which are images
that do not contain faces. Then, the features of all the images
are extracted, and for this, an automatic learning approach is
used, and the training proceeds as shown in figure 4.
OpenCV has several pretrained classifiers, not only for

human faces but also for eyes, smiles, and animal faces,
among others. To use face detection with hair cascade in
OpenCV it is necessary to use the detectMultiScale module
that helps to detect objects according to the classifier used.
This allows obtaining a bounding rectangle where the object
to be found within an image is located, for this, the following
arguments must be specified:

• Image: It is the image where the face detector will act.
• ScaleFactor: This parameter specifies how much the
image will be scaled down. For example, if 1.1 is
entered, it means that the image will be reduced by
10%, with 1.3 it will be reduced by 30%, thus creating
a pyramid of images. It is important to note that if we
give a very high number, some detections are lost. While
for very small values such as 1.01, it will take longer
to process, since there will be more images to analyze,
in addition to the fact that false positives can increase,
which are detections presented as objects or faces, but
which are not they are.

• MinNeighbors: This parameter specifies how many
neighbors each candidate rectangle must have to retain
it, that is, a window is obtained that will go through an
image looking for faces. So, this parameter relates to
all those delimiting rectangles of the same face. There-
fore, minNeighbors specifies the minimum number of
bounding boxes, or neighbors, that a face must have to
be detected as such.

The detection of the students’ gestures, while they are
receiving a synchronous class, requires the generation of a
data set that the recognition algorithm takes for its train-
ing, for this haarcascade_frontalface is used. This algorithm
allows the storage of a specific number of faces for system
training, this process can be done from a video provided by
the students or from streaming. In this case, the number of
images is 350 per student, and the students have been asked to
simulate many expressions in the videos, where gesticulation
helps to improve the accuracy of the training. For this task,
a convolutional network designed in Kaggle Notebooks is
used with the Keras, Tensorflow, and OpenCV libraries for
image processing [36]. In addition, the Matplotlib library is
used in the design to generate a graph where the model is
evaluated. To do this, the loss and precision values of both the
training and validation phases are identified. The confusion
matrix is generated with the Sklearn library, to evaluate the
accuracy of the [37] classification.

The data set generated for the first training session and
tests corresponds to the first group of students that have been
named as parallel ‘‘A’’ and six classes are evaluated, commit-
ment, boredom, frustration, focused, interested and neutral,
with a total of 7,000 images corresponding to 20 students,

TABLE 1. Dataset generated for the first training session with the
detection of six emotions applied in the tests of a convolutional neural
network with 7,000 images.

Table 1 indicates the number of images that each category
has.

The 7,000 images correspond to the gestures identified
within each of the six categories and these are processed as
part of the training of the convolutional network. Figure 5
shows the architecture of the convolutional network, which
has three layers, each of which has a convolution with an
activation function and an additional max polling layer. At the
end of these the flatten, dropout layers, and an output layer
with an activation function were added.

Facial expression recognition depends on four steps shown
in Figure 6, the first step is to detect faces in an image by
applying the oriented gradient histogram algorithm. Next, the
facial landmark estimation algorithm is used, which allows
the identification of 68 landmarks on each face. In the third
step, 128 measurements are created for each face through
deep learning, which corresponds to the unique characteris-
tics of the faces, finally, with the unique characteristics of
each face, the name of the person is determined.

Figure 7 illustrates the steps of the system to achieve
accurate identification of emotions. The first stage validates
if the image received by the recognizer contains a face; if no
face is found, the image is discarded. Next, a grayscale filter
is applied to remove color channels and detect important parts
of the face such as the nose, eyes, eyebrows, andmouth. In the
next stage, facial points are marked on the detected parts,
using an initial reference point in the center of the nose, and
various facial points are identified in different areas of the
face. Geometric calculations are then performed to determine
the distance between the initial reference point and each facial
point detected on the face. The result of these calculations is
a matrix of facial features that are processed using a support
vector algorithm together with the corresponding emotion
labels so that the system can learn to classify facial expres-
sions. Finally, the trained neural network is fed more facial
feature vectors to test whether the algorithm has learned to
classify gestures and recognize emotions.

For the construction of the model, it is possible to use a
video previously stored in a repository, for which the face
must simulate several gestures that will later be separated into
frames and used for training the artificial neuron. In addition,
in the process of data acquisition and training of the neuron,
it is possible to acquire a greater volume of data with the use
of streaming video. Obtaining the images from a streaming
video has the advantage that the frames represent the most
natural state possible of the people and even help to identify
the variations of the environment such as lighting, objects,
attenuation, etc.

For the generation of the streaming video, it is necessary
to specify the faceClassif function where the face detector to
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FIGURE 4. Development of a database for storing and organizing images.

FIGURE 5. The design and structure of a convolutional neural network
utilized in an emotion recognition model.

be used is assigned, in addition, a counter initialized to ‘‘0’’
is established, which is responsible for counting all the faces
that are stored for training. The library reads each frame and
resizes it to 640 pixels wide with the grayscale application.
In the next step, a function is created where all the detected
faces are stored. To analyze each one of them, the cycle is
generated, in which a rectangle is drawn that surrounds each
face and then it is cut and resized to 150 × 150 pixels to that
all stored faces have the same size, and we store each face in
the repository and finally increment the counter by 1.

For training, the obtModel function is created, for this
function the method to be used and facesData are necessary,

FIGURE 6. Stages of detection implemented within a convolutional
neural network.

the array where the faces with their different emotions will be
stored with the labels, which are the labels of each of the faces
corresponding to each emotion. There are several options for
training the neural network if the method to use is Eigen-
Faces, then cv2.face.EigenFaceRecognizer_create() will be
assigned to emotion_recognizer . If EigenFaces is used,
cv2.face.FisherFaceRecognizer_create() will be assigned to
expression_recognizer . Or if the method used is LBPH,
cv2.face.LBPHFaceRecognizer_create() will be assigned to
expression_recognizer .

III. RESULTS
In the first evaluation of the system, a dataset consisting
of 54 images was used, which correspond to 18 students
belonging to groups ‘‘A and B’’ out of a total of 38 students.
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FIGURE 7. Proposed framework for recognizing gestures and identifying emotions using architectural design [24].

TABLE 2. Description of the test set for algorithm verification.

For the dataset, the students were asked tomodel three images
that are included in the description of Table 2. The students
were randomly selected, and what is sought is to carry out
a test to evaluate the operation of the emotion recognition
algorithm, model subjects have been identified as, 2, 3, 5, 6,
8, 10, 11, 13, 16, 18, 21, 23, 25, 26, 28, 30, 35 and 37.

In the table, the first column indicates the description or
name of the evaluated emotion, the second column contains
the number of images present in the set of tests related to
each emotion, and the last column ‘‘Models used’’ indicates
the model number detected. In this training stage, it was
necessary to generate the feature matrix for the test data set.
It had 54 rows (number of images) and 136 columns (number
of features). The matrix with the results was stored in a file
with a ‘‘txt’’ extension. This task is performed by a routine
written in the Python language.

Once the ‘‘X’’ matrix is obtained, the next step evalu-
ates the 136 characteristics of each one of the images in
the hypothesized functions corresponding to the 8 emotional
classifiers. The result of this operation is a matrix with 8 rows
and 54 columns. The number of rows corresponds to the
number of classifiers (of the different emotions). In this way,
row 1 will contain the outputs of the classifier associated with
the emotion with code 1 (Anger), 2 (Happy), etc. The number
of columns for your part is equal to the number of images in
the test set. Thus, for example, in column 1 the outputs of
the 8 classifiers for the first image were obtained. The final
output of the algorithm is for each image the row number for
which the maximum probability value was calculated. The
results obtainedmade it possible to build the confusionmatrix
in Table 3.
From the matrix shown in the table, it is possible to

deduce that the operation in the first evaluation of the system,
presented several errors with which the operation must be
adjusted, for example, in code 1 (Angry) six images were
expected, but The result obtained was five hits and one image
was recognized as neutral. This can be observed in several

TABLE 3. Confusion matrix built with the results obtained for the test
with 54 images.

FIGURE 8. Application of filters and identification of facial points.

of the emotions evaluated in the confusion matrix. Another
result is that in the disgusted and sad emotions, the algorithm
has recognized 100 % of the images.

After the training stage and the first evaluation, the opera-
tion of the system is evaluated in a production environment.
In this, the system is implemented obtaining several results
whose fundamental base is the identification of the gestures
on the faces of the students. Figure 8 shows the result of the
process carried out on the images, which consists of applying
a gray filter to the figure (left-right). Subsequently, the parts
of the face are detected and the initial center point is found,
which will be used as a reference for the different facial
points.

Once the facial points have been obtained, the pertinent
geometric calculations are made from the distance between
the initial reference point (center of the nose) to the other
facial points and their respective position coordinates (x, y),
obtaining the matrix of features. Table 4 shows the precision
obtained by the emotion recognition system, resulting from
the algorithm applied with a cross-validation of 10 instances
for the training of the neural network. The right column shows
the average accuracy of each emotion class. According to the
literature review, the emotions that are present in learning are
established in the first column, in addition, what is sought
with this limitation in emotions is to adjust the system so that
there is not a high percentage of false positives.
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TABLE 4. Accuracy obtained in cross-validation in emotion recognition.

TABLE 5. Result of existing correlations between emotions.

The statistical analysis process was applied to the resulting
data to find anomalous results referring to a possible corre-
lation between the gender of the participants and their emo-
tions. For this, the test of the person carried out on the samples
of the entire population is considered. In the process, each
gesture was ordinarily categorized, according to the results
obtained, there is no evidence of an existing relationship
between the gender of the participants and their emotions. In a
subsequent analysis, the bivariate correlation calculation was
used to obtain the Pearson correlation coefficient, between
the average of the emotions presented by each participant.
Table 5 presents the results of the tests with negative cor-
relation values. Among the most significant results, positive
correlations were found in hooked/bored and excited (.441),
and in focused and excited (.987), this means that when the
focused value increases, the exciting value also intensifies.

For the evaluation of the system, a greater number of
sessions is added, for which a second data set is considered
that is generated from the second group named parallel ‘‘B’’.
The generation of the second data set maintains the same
guidelines, such as the generation of 350 images from a video
or streaming, the objective is to increase the number of facial
expressions for the recognition of emotions. In this session
the images correspond to the students while they carry out an
activity, considering the experience of the group ‘‘A’’. The
activity proposed for the detection of mood is the reading
of concepts on the application of relationships in databases,
the objective is to improve the detection of boring emotion,
this being the one that had the greatest impact in group ‘‘A’’.
A total of 6300 captured images belonging to the 18 students
in the group were obtained, these images are attached to
the process to create an additional evaluation session of the
system. Table 6 shows the total number of images in the
corpus, annexing the sessions where the boredom emotion
was captured.

Table 7 shows the mean precision and the standard devia-
tion of the two sessions that were considered for the evalua-
tion of the proposedmodel. According to the results obtained,
it can be identified that the performance of the machine
learning algorithm in the personality trait recognition task

TABLE 6. Samples taken for the generation of the image dataset.

TABLE 7. Results of the precision and standard deviation taken in two
sessions for the evaluation of the recognition model.

has been effective. For this, an evaluation was carried out
using quintuple-crossed controls. The precision calculation
is performed using the standard deviation, for which it is
possible to use two formulas. One of them is used if the
measured data represents an entire population, while a second
formula is used in case the measured data comes from only
a sample of the population. For this work, a set of samples is
used, where formula (3) for the standard deviation to be used
for a set of samples is presented below:

σ

√∑
(x − µ)2

n
(2)

σ

√∑
(x − µ)2

n− 1
(3)

As with calculating the mean deviation, the first step is to
find themean of the data values using the set ofmeasurements
for each factor. In the second step, the square of each variance
is calculated by subtracting the data value from the mean for
each data point and squaring the result. The square of the
difference will always be positive in each case of the five
sample data values. Finally, the square root of the result is
calculated, which represents the variance of the data set. The
standard deviation is the square root of the variance, using
this calculation the precision of the balance is represented by
giving the mean, plus or minus the standard deviation. For
example, the accuracy of AGR is 65.7%.

The results of the final validation of the method are pre-
sented in Figure 8, where it was carried out with a comparison
of the emotion recognition system between the two groups
participating in the study. Five people were selected, three
men and two women, aged between 19 and 22 years. The
participants carried out two activities; reading a scientific
article and carrying out three design exercises for a relational
database using Microsoft SQL. The results were obtained by
recording and counting the times the recognizer matched the
emotion classification with the student’s feelings.

IV. DISCUSSION
Based on the literature review on various facial expression
recognition systems, it was determined that for implemen-
tation the Python programming language is aligned with
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TABLE 8. Comparison of the emotions captured by the system among
5 randomly selected users in the development of two learning activities.

the needs exposed in this work. Furthermore, the OpenCV
library for parsing and processing images or videos is suitable
for training support vector machines [38]. In several works,
the use of headbands with sensors for the identification of
emotions is proposed, however, the process with devices that
people must use can cause rejection because they are consid-
ered invasive. Therefore, the inclusion of AI and computer
vision was planned in the design, for which it was determined
to validate that the image received by the recognizer contains
a face and that if it is not found, discard the image. Subse-
quently, in the process, a gray filter is applied to eliminate the
different color channels to later detect some important parts
of the face such as the nose, eyes, eyebrows, and mouth [39],
[40]. By applying a facial point technique, it is possible to
detect an initial reference point in the center of the nose and
to identify various facial points on parts of the face [41].

According to the results obtained, it is established that the
proposed method can be applied in an educational environ-
ment, where the ideal environment is when students have
a personal computer. Having personal cameras guarantee
the results obtained from the emotion recognition system,
in addition, it is important to establish that the performance
tests were carried out in computer laboratories, where activ-
ities depend on the exclusive use of computer equipment.
Among the tests carried out, the system was also evaluated in
traditional classrooms, in which only one camera is available,
even though the model is capable of recognizing people, its
effectiveness in recognizing gestures and subsequent emotion
is limited to the line of sight of the camera with the student.
This means that if a student does not have a direct camera
angle, the model assumes that a person does not exist and
generates a person not detected notification. In addition, the
number of students marks another limitation for the identifi-
cation of gestures [42], [43]. Other works that use sensors to
detect emotions may have greater success in an environment
such as the one described, however, costs become a limitation
that must be considered.

This work guarantees the application of the model in
face-to-face educational environments, focusing on providing
comprehensive help to the teacher [42]. Considering that in
certain chairs it is a requirement to have computer devices,
it is possible to implement the system and act as an assistant
to the tutor. Having accurate information about the emo-
tions reflected by the students, they can adjust their teaching
methodologies. The potential of the system allows it to be
integrated into the student service system, for this it will be
necessary to add methods and libraries that allow not only
to identify of gestures and emotions in students, but it will

also be necessary for the system to recognize people [33].
The inclusion of these characteristics in the system will be
presented in the second stage of this work, in addition, it has
been proposed to improve the recognition of emotions so that
the system can be applied to a hybrid education model and
verify its functionality.

There are several comparisons between an emotion recog-
nition system like the one proposed and other works that use
different techniques. Some comparisons focus on the accu-
racy of emotion recognition models, while others consider
factors such as processing speed and ease of implementation.
For example, in a study published in 2020 [12], various emo-
tion recognition algorithms were compared using standard
databases. The results indicated that the deep neural net-
work models had the best overall accuracy results. However,
models based on spectral features were also found to have
comparable results and were faster to train and evaluate.

Another 2019 [21] study compared different signal pro-
cessing methods for emotion recognition in speech. In this
case, several machine learning algorithms were compared,
including convolutional neural networks and support vector
machines. The results indicated that methods based on spec-
tral features and prosodic features obtained the best overall
accuracy results. The choice of the best method for emotion
recognition will depend on the context of the application, the
quality of the available data, and the skills of the development
team. Therefore, it is important to do a thorough evaluation
of the available options before making a decision.

In another study carried out in 2020 [11], different signal
processing methods for emotion recognition in EEG (elec-
troencephalogram) were compared. The methods evaluated
included convolutional neural networks, recurrent neural net-
works, and SVMs (support vector machines). The results
indicated that recurrent neural networks had the best accuracy
results overall. The 2020 [42], [44] study compared differ-
ent deep-learning models for emotion recognition in facial
images. The models evaluated included convolutional neural
networks and recurrent neural networks. The results indi-
cated that the models based on convolutional neural networks
obtained the best precision results. In a 2019 study [22],
different feature selection methods for emotion recognition in
the speech were compared. The methods evaluated included
LDA (linear discriminant analysis), SVM, and decision trees.

The results indicated that LDA and SVM had the best over-
all accuracy results. A 2018 study [16] compared different
signal processing methods for emotion recognition in video
signals. The methods evaluated included SVM, convolutional
neural networks, and recurrent neural networks. The results
indicated that convolutional neural networks had the best
accuracy results.

V. CONCLUSION
The gesture recognition system for the identification of emo-
tions allows the teacher to obtain an additional variable,
with which it is possible to improve the teaching method.
According to the results obtained, it has been identified that
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students generate a variety of gestures during the teaching
process, and these are generally linked to a certain emotion.
By identifying the emotions of the student during a teaching
process, the teacher provides feedback on her method and
can make decisions that allow him to improve the teaching
environment. For the teacher, having real-time information on
the state of mind of the students is undoubtedly an advantage
over any model of supervision of the impact of teaching on
the student. About other works, it should be noted that there
are several recognition algorithms and libraries for image
processing, however, the applicability of these is focused on
students with other types of abilities, our proposal is focused
on monitoring an environment common, and we prepare a
future work that adapts to the needs established in the hybrid
and online educational models, these models being the future
of education where the role of the teacher will need ICT with
greater emphasis.

In the training of the neural network, a validation accuracy
percentage of over 70% has been achieved, this percentage
is adequate considering the results found in similar works
that have used other platforms. These results guarantee the
effectiveness of the model and the classification of student
gestures, with which it is possible to identify with certainty
the emotions of a certain student population.

Among the positive characteristics of the developedmodel,
it can be established that generating the training with the stu-
dents’ images, allows for improved recognition of gestures.
For this, the data set worked on was asked of all the students,
through a video, however, in certain cases it is better to use
streaming to obtain the images and generate the data set. The
objective is to prevent participants from acting unconsciously
and for the images obtained to be as natural as possible.

In the validation of results, it is recommended to make a
comparison of the emotion recognition system with a greater
number of sessions. In addition, it is important to include a
greater variety of gender in the group, as well as to include
in the study people who are in a higher age range than the
one included in the study. By opening the age range, the aim
is to build a training data set that can be used for the future
inclusion of the system in an online education model. In these
models, it is common for students to be older, which implies
that their traits physical is different.

When analyzing the data, it is identified that the classes
of the data set were unbalanced, so a greater number of
sessions was carried out, to increase the number of facial
expressions of the boring emotion. In the same way, teaching
activities should be varied and include those that usually
present problems in students, such as reading literary articles,
this helps to increase the production of emotions and adjust
the different parameters of the model.

According to the results obtained from the systems, there
is a percentage of precision that guarantees its use in an edu-
cation system and provides important information to tutors.
however, several limitations may affect the effectiveness of
the AI algorithm designed to detect emotions in university
students. Among these limitations, it stands out that AI

algorithms can be trained with limited or biased data sets,
which can affect the accuracy of emotional detection’s. This
can lead to erroneous results and a lack of reliability in
the results. Difficulty detecting subtle emotions, sometimes
emotions can be subtle and hard to see, even for humans.
Therefore, AI algorithms may also have a hard time detecting
emotions that are not so obvious.

AI algorithms can have a hard time understanding the con-
text in which an emotion occurs. Without context, algorithms
can misinterpret emotions and provide incorrect results.
Often people experience multiple emotions simultaneously,
which can make it challenging to detect accurate emotions.
AI algorithms may also have difficulty detecting mixed
emotions and may provide inaccurate or conflicting results.
Furthermore, emotions and their ways of expression can vary
between cultures and geographic regions. Therefore, AI algo-
rithms designed to detect emotion in college students may not
be accurate across cultures.
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