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ABSTRACT The Internet of Things (IoT) generates massive data from smart devices that demand responses
from cloud servers. However, sending tasks to the cloud reduces the power consumed by the users’ devices,
but increases the transmission delay of the tasks. In contrast, sending tasks to the fog server reduces the
transmission delay due to the shorter distance between the user and the server. However, this occurs at the
user end’s expense of higher energy consumption. Thus, this study proposes a mathematical framework for
workload allocation to model the power consumption and delay functions for both fog and clouds. After that,
a Modified Least Laxity First (MLLF) algorithm was proposed to reduce the maximum delay threshold.
Furthermore, a new multi-objective approach, namely the Non-dominated Particle Swarm Optimization
(NPSO), is proposed to reduce energy consumption and delay compared to the state-of-the-art algorithms.
The simulation results show that NPSO outperforms the state-of-the-art algorithm in reducing energy
consumption, while NGSA-II proves its effectiveness in reducing transmission delay compared to the other
algorithms in the experimental simulation. In addition, the MLLF algorithm reduces the maximum delay
threshold by approximately 11% compared with other related algorithms. Moreover, the results prove that
metaheuristics are more appropriate for distributed computing.

INDEX TERMS Energy consumption, delay, multi-objectives optimization, NPSO, optimization, pareto
solutions, particle swarm optimization, workload allocation.

I. INTRODUCTION
Internet of Things (IoT) applications have contributed to
modern society in various ways. Examples include smart
manufacturing, smart homes, smart vehicles, intelligent
transportation, and agriculture. The increasing growth of bil-
lions of IoT devices with sensors and actuators can be felt
in the environment. Smart devices and humans can commu-
nicate instantly to create a more innovative world compris-
ing of smart cities, transportation systems, health services,
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industries, homes, farming, and security. The proliferation
of these connected IoT devices and sensors lead to the gen-
eration of a massive amount of data at every moment [1].
This generated data creates big data, which requires ade-
quate storage, processing, and analysis to obtain valuable
outputs that satisfy user requirements. It also requires a
vast processing capability beyond the capacity of terminal
devices, owing to their limited battery life, power computa-
tion, and storage capacity. The obtained information is then
transferred to the data centres in the cloud for processing;
this requires enormous computational resources and should
be sufficiently distributed geographically to enable users
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to send their requests everywhere and simple tasks should
be executed on terminal devices [2]. Despite the enormous
capabilities of cloud computing, owing to its high resource
computation and scalability to process the enormous amount
of data generated from IoT devices, delivering such a large
amount of data via the Internet to the remote cloud data center
consumes a large amount of bandwidth and leads to net-
work delay [3]. Consequently, the Quality of Service (QoS)
is degraded, particularly for time-sensitive tasks, owing to
the significant distance between the cloud and IoT devices,
which is a challenge. From this viewpoint, fog computing
addresses the shortcomings of cloud computing by acting
as a bridge between IoT devices and the cloud [4]. Fog
computing is middleware containing multiple heterogeneous
devices that are ubiquitously connected, such as base stations,
routers, switches, surveillance cameras, and others that can be
deployed in places such as power poles, vehicles, and com-
mercial centres. These devices are decentralized to provide
instant processing of raw data from the sensors. Furthermore,
fog nodes can communicate within the same layer regarding
processing problems [5]. One of the main advantages of fog
computing is its proximity to end users. Thus, facilitating
instant data processing and storage reduces the transmission
delay for time-critical tasks, such as those in emergency
health-monitoring applications [6]. Furthermore, it supports
the mobility of terminal devices. In addition to the benefits of
fog computing in processing time-sensitive tasks, it still needs
to be improved [7]. Limitations in computation capacity and
battery life are challenges experienced during task execution
in fog nodes. The node cannot process complex or large tasks
and characterize by high energy consumption. All these fac-
tors prevent fog computing from satisfying user requirements.
Despite the limitations of cloud and fog nodes, exploiting
their benefits by incorporating them into a paradigm called
cloud-fog computing will be meritorious [3].

Cloud-fog computing is a promising platform that can
serve billions of IoT devices by processing delay-sensitive
data in applications that require real-time response [8]. It con-
tains multiple local fog nodes and remote cloud centres to
reduce delays and network traffic while increasing energy
efficiency. Furthermore, it enables the processing of tasks
from IoT applications via a suitable layer between fog and
the cloud. Despite the significant advantages of cloud-fog
computing, it still faces a critical challenge during allocation
owing to the variety of task characteristics such as task input
length, task computing unit, and degree of delay sensitivity.
These factors are barriers to allocating workload in cloud-fog
computing and need to be improved to guarantee QoS.

It is an essential technique that significantly reduces the
financial cost incurred in data processing, especially when
end users choose the appropriate resource to send their work-
load [7]. In addition, they play a leading role in determining
the most suitable layer for processing tasks to meet user
requirements according to their characteristics. Nevertheless,
the variety of IoT-generated tasks makes workload alloca-
tion challenging because transmitting complex tasks to the

cloud centres for processing increases network delay, which
makes it even less energy-consuming. In contrast, executing
time-sensitive tasks in the fog node reduces the delay but
increases the energy consumption [9]. On the one hand,
the dynamic nature of massive IoT-generated data leads to
network overload, which makes it fail to meet the require-
ments of workload allocation. Thus, workload allocation in
cloud-fog computing is critical and must be well-planned to
overcome these problems, mainly because they are associated
with IoT applications with various generated data requiring
an instant response [10].

Workload allocation involves assigning tasks to the appro-
priate layer between fog nodes and the cloud server to guaran-
tee efficient task execution and promote smart manufacturing
in various respects. For instance, in intensive care, patients are
connected to wearable devices, such as thermometers, blood
pressure monitors, and electrocardiography, to detect vital
signs. Hence, the CCTV was placed in a room to record the
patient’s motions. CCTV creates a film, is considered a com-
plex task, and should be transferred to the cloud for analysis,
processing, and storage. In a critical case, the sensor detects
the sensed information and sends a direct notification to the
doctor for an instant response or action. Such notifications
require rapid processing and analysis from a shorter distance
to save a patient’s life. In this case, these critical signs are sent
to the fog node by leveraging its proximity. The significant
role of workload allocation when deciding where tasks must
be sent for execution is shown in Figure 1.

Therefore, classifying the problem of workload allocation
is the first step for improving and finding an appropriate
approach to obtain the solution. Thus, workload allocation is
an optimization problem. Typically, there are two standard
techniques for solving optimization problems: optimal and
heuristic approaches. Optimal approaches, such as simplex
techniques and branch-and-bound guarantees, obtain opti-
mal solutions compared to heuristic approaches. Neverthe-
less, they require a longer execution time, making them
suitable only for small problems. Similarly, they must con-
verge when used to solve complex problems. On the other
hand, heuristic approaches provide near-optimal solutions
with less complexity, which implies less execution time.
Hence, they are ideal for solving complex problems [11].
Many heuristic approaches have been used extensively to
solve complex tasks involving non-linear, high-dimensional,
multi-model, and real-time systems [12]. Hence, there are
various common approaches, such as the Genetic Algorithm
(GA), Particle Swarm Optimization (PSO), Ant Colony Opti-
mization (ACO), SimulatedAnnealing (SA), and Tabu Search
(TS) [5]. This study adopts the PSO algorithm instead other
metaheuristics approaches because it is much simpler than
other metaheuristic approaches. In addition, it has a more
rapid convergence owing to the use of fewer operators than
the other approaches [13]. Having fewer operators means
simple complexity which leads to a shorter execution time
and a reduction in energy consumption. Moreover, the PSO
is widely used in optimization functions such as workload
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FIGURE 1. Allocating the workload from the patient to the cloud-fog
layers.

and resource allocation, task scheduling, and fuzzy system
control, and that aligns with the aim of this study. These
advantages make the PSO the best option in the work-
load allocation with a variety of generating tasks from IoT
applications.

However, the PSO algorithm has some shortcomings.
It gets stuck in the local optimum solution owing to its
decreasing population diversity, and particle reduction as the
iterations proceed, affecting its ability to obtain the best solu-
tion [14]. Therefore, it is necessary to address this problem
by finding a solution to increase the population diversity
and overcome the limitation of falling in the local optimum
solution, which is the main challenge of heuristic approaches,
and leads to accomplishing the desired scheduling objectives
(i.e., energy consumption, delay, cost, makespan, etc.).

At this point, Multiple-objective problems (MOP), rather
than having a single objective, attract considerable critical
attention. MOP can provide trade-off solutions that satisfy
conflicting objectives. Thus, there are two main techniques to
solve the MOP: the decomposition technique for generating
non-Pareto solutions and finding Pareto optimal solutions
through an individual run in the problem space [15]. A Pareto-
optimal or non-dominated solution guarantees the best per-
formance. If there is no best solution, it provides at least one
best value, and the remaining solutions are of the same quality
[16]. The essential problem of this study is the increasing
demand for cloud and fog servers with the astronomical
volume of data generated from IoT applications and the rapid
increase in users’ requests. Thus, transferring tasks from end
users’ devices to fog nodes will increase the energy consumed
by fog nodes on the user side and reduce transmission delay
owing to the short transmit distance between users and fog
nodes. In contrast, sending tasks to the cloud servers will
reduce the energy consumption of the end users but increase

the transmission delay owing to the long transmission dis-
tance between end users and cloud servers. Therefore, this
critical problem requires an effective trade-off strategy. Thus,
the Pareto-optimal solution can significantly solve conflicting
objectives while allocating workloads in cloud-fog comput-
ing, and this solution solves the main challenge in this study.

It is mandatory to propose a practical algorithm for
reducing transmission delay and energy consumption during
workload allocation and provide reasonable performance in
reducing delay and energy consumption to enhance the pro-
cessing of tasks uploaded by IoT devices and speed up the
execution time in various applications such as smart manufac-
turing, smart homes, and smart transportation. Therefore, this
study contributes significantly to the research on workload
allocation in cloud-fog computing by deploying MOP. It pro-
poses a trade-off technique between the energy consumed
and the delay threshold. To the best of our knowledge, this
is the first study that addresses using an NPSO algorithm
for workload allocation in cloud-fog computing and proposes
an MLLF algorithm to reduce delay threshold. The main
contributions of this study are as follows:

• A mathematical framework with queue theory was
developed to reduce power consumption and delay via
efficient workload allocation.

• An optimal online algorithm called MLLF was pro-
posed to reduce the maximum upper bound of the delay
threshold.

• An NPSO algorithm was proposed to perform workload
allocation for each layer using MOP to reduce energy
consumption and delay.

• The experimental results show the superiority of the
NPSO algorithm in reducing energy consumption and
the NSGA in reducing transmission delay, Also, the
MLLF algorithm in reducing the delay threshold by
11% compared with the First Comes First Serve (FCFS),
scheduling to minimize lateness (STML), and (LLF)
algorithms.

This paper is structured as follows: Section II reviews related
works, discusses relevant algorithms and workload allocation
techniques, and illustrates comparative studies on workload
allocation in cloud-fog computing. Section III presents the
mathematical framework of the cloud-fog integration system
in detail. Section IV illustrates the proposed algorithm, and
Section V presents a performance evaluation and describes
the simulation environment. The simulation and numerical
results are presented in Section VI. finally, the concluding
remarks are presented in Section VII. along with potential
future works.

II. RELATED WORK
Workload allocation in distributed computing has attracted
significant attention over the years because it affects QoS.
Thus, scholars have proposed various techniques to determine
where and how to allocate the workload while maintain-
ing the QoS of the target applications. This section briefly
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reviews prior studies on workload allocation in cloud-fog
computing. Asmentioned in [17], a newmethod called BCM-
XCS utilizes learning classifier systems (LCS called XCS)
for workload allocation and resource management in cloud-
fog computing. It uses a GA algorithm and considers four
dimensions: workload, delay, power consumption, and bat-
tery status. The goal was to strike a balance between the
power consumption at the fog layer and the delay at the
cloud layer. The simulation results show that the proposed
algorithm reduces the processing delay by about 42%. Also,
it can recharge the renewable batteries utilized at the edge
layer around 18 % more than comparing algorithms. How-
ever, adopting AI requires massive computation and mem-
ory resources that are more appropriate when executing at
the task on a cloud platform and not on a cloud-fog com-
puting platform. In addition, GA has more parameters and,
thus, a higher complexity and computation time than other
heuristic approaches. Similarity, [18] proposed a modified
energy-efficient workload allocation model within the IoT-
fog-cloud framework to decrease power consumption and
delay using the NSGA II algorithm. Solar or wind energy
can be used as renewable energies for complementary power
supply to reduce the energy consumption of fog devices. The
experiment results present the proposed algorithm’s ability to
reduce the energy consumption of fog nodes and reduce task
delay of IoT devices. The NSGA II algorithm also reduces
energy consumption and delay for various workloads. How-
ever, offloading of several edge nodes must be considered.
In addition, the central controller requires information on
all fog nodes. As others have highlighted, [3] proposed a
delay-aware online workload allocation and scheduling algo-
rithm (DAOWA) for cloud-fog computing to decrease task
service delay while satisfying QoS requirements. The sim-
ulation results reveal that the DAOWA algorithm can reduce
the task service delay and optimize the policy of allocating
the workload respecting the system status. However, this
study excluded energy consumption, which is a significant
consideration in cloud-fog computing. The optimal workload
allocation in cloud-fog computing was introduced in [4] to
trade-off delay and energy consumption by dividing the pri-
mary problem into three subproblems using an approximation
method. The numerical result demonstrates that the fog node
complements the cloud and does not substitute it. Also, the
fog node can improve the performance of cloud computing
by sacrificing humble computation resources to maintain
the communication bandwidth and minimize transmission
delay. However, this mechanism is characterized by an over-
head. As reported in [19] workload allocation in cloud-fog
computing with an energy-delay trade-off was studied. This
problem is formulated as a MOP that is solved using the
NSGA II algorithm. The simulation result illustrates the
proposed algorithm’s ability to reduce energy consumption
and delay. Also, allocating workload to fog devices is about
25%. However, GA consumes more energy during computa-
tion than other meta-heuristic approaches because it adopts
more parameters and does not consider other state-of-the-art

comparative algorithms for evaluation. Referring to [20] pro-
posed the idea of distributing workloads in an IoT edge-cloud
computing system while guaranteeing energy efficiency and
minimal delay via a delay-based workload allocation algo-
rithm (DBWA). The algorithm uses the Lyapunov drift-plus-
penalty theory to reduce the system’s energy consumption
with a granular delay for each job. The result shows that the
proposed algorithm can better balance workload distribution
than other algorithms. At the same time, it reduces the delay
by about 40%. It reduces the energy consumption of the
vehicular network, this strategy attempt to reduce battery
consumption by exploiting renewable energies. However, the
non-availability of green energy results in sending all requests
to the cloud, and edge servers lose their ability to reduce
delays. Similarly, the authors of [21] proposed a queue-
theory-based workload allocation in cloud-fog computing to
achieve a trade-off between energy consumption and delay.
It aims to determine an optimal workload when new tasks
are generated following the dynamic nature of IoT applica-
tions. The problem was solved using non-linear program-
ming to reduce energy consumption while utilizing (STML)
algorithm to reduce the delay threshold. They proposed a
cloud-fog cooperation algorithm that considers computa-
tional energy. Even more, they presented a task offloading
algorithm for nodes that run off to another node in the same or
upper layer. The numerical analysis presents that energy con-
sumption was reduced around 22%, while the delay reduces
by 12.5 %, less than the compared approach FCFS algorithm.
However, optimal optimization requires higher computation
and energy consumption. According to a study in [22] pro-
posed an energy-efficient model for workload allocation and
computation for multiple VM configurations. Discussing the
trade-off between energy cost and SRP, they theoretically
demonstrated an ideal SRP that achieves the lowest energy
cost. They determined the closed-form conditions to reach
this minimal energy point and investigated the joint task allo-
cation and computation frequency configuration challenge.
The simulation was conducted on synthetic and real-world
workload trace data. The results reveal that the proposed algo-
rithm can perform minimum energy consumption compared
to conventional fixed-SRP configuration schemes. However,
the scalability of VMS was challenging in this study. Adding
more VMs increase the energy cost, and the maintenance and
orchestration of VMs make it challenging to reduce the delay
and overhead problems.

It is evident from previous studies that standard tech-
niques implemented in investigating workload allocation in
cloud-fog computing are solved by an optimal technique
or artificial techniques that both have robust performance.
However, these methods have high complexity that leads to
higher resource computation and energy consumption, which
could be unfavourable in a cloud-fog computing environment
that requires minimum delay and energy consumption. How-
ever, some studies have utilized GA, a popular meta-heuristic
approach. Generally, the meta-heuristic approach provides a
reasonable high-quality solution with lower complexity than
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the optimal solution, which guarantees a reduction in energy
consumption. Nevertheless, the GA consumes more energy
than othermeta-heuristic approaches because it requiresmore
parameters to obtain the results. This factor leads to more
computation time and energy consumption and does not meet
the service requirements required for processing IoT applica-
tions in a cloud-fog computing environment.

From this perspective, finding a suitable approach to meet
the platform’s demands is essential. Thus, the PSO algorithm
has a minimal number of parameters while providing reason-
able solutions compared to other metaheuristics, making it
the ideal option for workload allocation in cloud-fog. There-
fore, this study employs a MOP approach (NPSO algorithm)
because it requires fewer parameters, which leads to reduced
execution time and decreased energy consumption, which are
the main objectives of this study. In addition, there is the
ability of optimal solutions to reduce the delay. Thus, this
study proposes an optimal online MLLF algorithm to reduce
the maximum delay threshold and guarantee that the delay
requirements are met. Thus, reducing the response time and
processing more tasks from the IoT devices is necessary.
Based on the above points, this study meets the requirements
for reducing delay and energy consumption.

III. CLOUD-FOG SYSTEM AND PROBLEM FORMULATION
The cloud-fog system proposed in Figure 2 was adopted
because of its simplicity and feasibility of implementation
[22]. The system comprisesM end devices that communicate
with each other via wireless links, F fog nodes, and C cloud
servers. The role of fog nodes is to provide services to end-
user devices. Cloud servers are responsible for fog nodes.
While the monitoring center moderates task scheduling in
the cloud, thereby reducing communication costs. Whereas,
the traffic model captures a variant of the power and capacity.
The modelling of the entire cloud-fog computing system
using queue theory. The traffic model follows an M/M/1
queue at the end devices, M/M/C queue at the fog node, and
M/M/∞ queue at the cloud server. The workload allocation
procedure is described as follows: if the arrival rate of the
generated tasks is less than the service rate of the end devices,
then process tasks are at the end devices. However, they are
sent to the fog node if the arrival rate of the tasks exceeds
the service rate of the devices. Otherwise, the tasks are sent
to the cloud servers. The average task arrival rate followed
a Poisson process that are utilized in scenarios where when
the continuous occurrences of specific events which appear
to occur at the specific rate, but randomly [23]. Also, the
wireless channels between terminal devices and fog required
are exponentially distributed. The task is characterized by the
number of tasks, length of the task input, task deadline, flag of
task execution, and required computing unit by task. Table 1
lists the primary notations used in this study.

A. DELAY THRESHOLD DEFINITION
In this study, the delay threshold was modelled as Dtotal ≦
Dmax . Hence, to reduce the delay, we reduce because it affects

Algorithm 1MLLF Algorithm
BEGIN
1 For scheduling instant xi
2 For each r ∈ R (xi) do
3 Calculate Laxity (xi) = Di − (Ti + Ci)

4 End for
5 n← adding (R (xi) , laxity (xi))
6 for (i = 0; i < n;+ + i){
7 for (j = i+ 1; j < n;+ + j){
8 IF (num [i] > num

[
j
]

9 a = num [i] ;
10 num [i] = num

[
j
]
;

11 num
[
j
]
= a; } } }

12 rlist = num
[
j
]

13 Else IF (num [i] = num
[
j
]
){

14 Calculate WT(xi) = xbegin − xarrive
15 WT(xj) = xbegin − xarrive
16 rlist = assign priority to the max

(
WT (xi) ,WT

(
xj

))
;}

17 End For
18 End For
19 rlist← sort (R (xi) , laxity (xi))
20 Return rlist
END

FIGURE 2. The architecture of cloud-fog computing.

the task completion time and workload allocation. Thus, it
is essential to determine an algorithm that can guarantee at
reduction in Dmax . Generally, in a real-time system, there
are two categories of scheduling: online and offline [24].
In offline scheduling, the decision (resource allocation, exe-
cution time, deadline, and priority allocation) is made before
the system start-up time because it has complete knowledge
of the tasks for execution. Meanwhile, in online scheduling,
the decision is made during the system run time by assign-
ing priority to tasks, which is more appropriate for an IoT
environment with a dynamic nature and unpredictable tasks.
Hence, there are two online algorithms: the Earliest Deadline
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TABLE 1. Summary of notations [21].

First (EDF) algorithm and (LLF) algorithm. This study chose
the LLF algorithm because it is more dynamic than the EDF.
Fixed deadlines characterize the EDF, whereas the deadlines
of the LLF change over time and are more flexible to IoT
tasks. This study proposes a new algorithm, namely MLLF,
an online-based algorithm derived from LLF.

The LLF algorithm is an optimal algorithm based on cal-
culating the laxity value for each task and then assigning the
priority according to the minimum values to guarantee reduce
of the delay, the maximum tolerable delay that tasks can
experience. However, The LLF performs poorly when more
than one task has equal laxity values. Thus, an enhancement is
required to tackle this challenge while finding a way to reduce
delay in the system, which leads to improved response time,
as a higher priority is assigned to the maximum waiting time
in the queue to release tasks from the system.

Algorithm 1 presents the proposed MLLF, initially calcu-
late the laxity of each task, whereDi is the task deadline, Ti is
the current system time, Ci represents the worst-case execu-
tion time (WCET). After that, sorting the tasks in ascending
order based on the laxity values in the store called (n). Then,
sorting the laxity value from store n in ascending order.
In case, the equal values of laxity the algorithm improve it
by calculating the waiting time of tasks with equal laxity
value. After that, assign the priority to the task withmaximum
waiting time and add it to the r list that indicates the task laxity
list, where the waiting time (WT) is the duration between the
arrival of the requested task in the queue of the server and
when it starts processing. xbegin represents when the task starts
execution, and xarrive is when the task arrives in the queue.
This technique can fasten the responding time.

The validation of theMLLF performance is provided in the
Results section.

B. END USER DEVICE
We assume the service rate µ of the end-user device i fol-
lows an exponential distribution, with an M/M/1 task queue.
In addition, the generation of tasks from the end device is

based on at Poisson process with an average arrival rate λ.
Ped is the energy of end-device i and Ted is its processing
time. The power consumption of X ied for the task’s execution
at the end device calculated by

Pied ≜ Ted × Ped =
X ied

µ− λ
× Ped (1)

We consider computing latency because tasks performed on
mobile terminal devices have little communication delay.
As deduced from queue theory, the delay is described as

Died ≜
λ

µ (µ− λ)
. (2)

C. FOG NODE
The task queue in fog node j is modelled as M/M/C. The
energy consumption reflects the amount of computation,
which is a monotonically increasing and strictly convex func-
tion. Quadratic and piecewise linear functions are two alter-
natives to this function [4]. Fog nodes can flexibly adapt to
any function of energy consumption as long as they meet
these two attributes:1) there is a direct relationship; that is,
increasing energy consumption increases the computation
amount. 2) The energy consumption margin increases for
each fog device. The power energy expression Pjfog of the fog

node is related to the workload Y jfog as follows:

Pjfog ≜ aY j
2

fog + bY
j
fog + c (3)

where a > 0 and b and, c ≥ 0 are pre-determined parameters.
The fog node j consists of both communication and com-

puting delays. The computing delayDcomfog is related to waiting
time. Using queue theory, we can express the computing
delay as follows:

Dcomfog ≜
QL
λ
× Y jfog, (4)

where Y jfog is the workload allocated to fog node j and. QL
is the average queue length. As a result of task execution at
the fog node, communication is related to the input length of
the tasks. The communication delay Dcommj is expressed as
follows:

Fcomm
(
Ig

)
≜ {γ IgεIg,

ut ∈ cloud,

ut ∈ fog
(5)

where Ig is the input length of the task t (γ ≫ ε). Therefore,
the communication delay of the fog node is Dcommfog = εIg.
The fog node delay is composed of computing and commu-
nication delays, which can be expressed as follows:

Djfog ≜= Dcomfog + D
comm
fog (6)

D. CLOUD COMPUTING
For cloud server k, the task queue is modelled as an M/M/∞
queue. Assuming that every cloud server has several homoge-
neous computing machines and that the CPU frequency of all
machines is equal, this implies that the energy consumption
for all servers is the same. The approximate energy consumed
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by every machine on cloud server k can be obtained by
utilizing the frequency of the CPU machine function. fk :
AkZ kcloud + Bk , where Ak and Bk are positive constants [25].
Assigning more workload to the cloud server implies more
power-on. Whenever the assigned workload decreases, some
cloud servers are turned off to save energy. The power con-
sumption of the cloud server Pkcloud is related to the on/off
state of the machine.

Pkcloud ≜ σknk (akZ kcloud + bk ), (7)

where ak and bk are the positive constants. σk indicates the
on/off state of cloud server k, where 1 denotes the cloud server
on and 0 indicates its off state. nk denotes the number of
on-state machines on the cloud server. Owing to the heavy
computational resources of cloud servers, the computing
delay can be assumed to be negligible; thus, the delay is the
communication delay that defines as

Dkcloud ≜ γ Ii (8)

IV. MULTI-OBJECTIVES OPTIMIZATION PROBLEM (MOP)
The main purpose of MOP is to optimize conflicting multi-
objectives simultaneously. With m decision variables and n
objectives, it can be defined as:
Min(y = f (x) = [f1 (x) , . . . . . . . . . , fn (x)]), where x =

(x1, . . . . . . , xm) ϵX is an m-dimensional decision vector, X is
the search space, y = (y1, . . . . . . , ym) ϵY is the objective
vector; and Y is the objective space. Generally, there is no
single optimal solutionwith respect to other objectives. In this
type of problem, the desired solution is regarded as at set of
possible solutions that are optimal for a single objective or
more. These solutions are considered Pareto optimal sets. The
main Pareto concepts used in the MOP are as follows:
(i) Pareto dominance. For two decision vectors x1 and x2,

dominance (indicated by ≺): is known as
x1 ≺ x2 ⇐⇒ ∀ifi (xi) ≤ fi (xi) ∧ ∃i (xi) < fi(xi).
The decision vector x1 dominates x2, in this case, x1
outperforms x2 for at least single objective.

(ii) Pareto optimal set. Pareto optimal set Ps is the set of
all Pareto optimal decision vectors.

Ps = {x1 ∈ X , |∃ x2 ∈ X , x2 ≺ x1,

where decision vector x1 is said to be Pareto optimal
when it is not dominated by any other decision vector,
x2, in the set.

(iii) Pareto optimal front. The Pareto optimal front PF
is an image of the Pareto optimal set in the objective
space.

PF = {f (x) = (f1 (x) , . . . . . . ., fn (x)) |x ∈ Ps}

V. THE PROPOSED ALGORITHM NPSO
PSO was developed by Kennedy and Eberhart and is built
on the behaviour of the animals’ social system [26]. It is a
population-based evolutionary algorithm known as swarm,
where; each swarm has many particles indicated as a solution.

Every particle has previous local information regarding the
best solution and the global best solution found by the entire
swarm. The search space of PSO has D dimensions, and the
technique utilized is the velocity vector for every particle
without selection operators, which increases the computation
time. Furthermore, the PSO particles moved Towards the
search space. PSO relies on the direction and velocity to
select at particle’s motion. However, the main shortcoming of
PSO is that it traps the local optimal solution [14]. Thus, the
motivation is to improve the limitation of PSO by proposing
NPSO algorithm by adapting a mutation operator to increase
the diversity of the particle population to avoid falling into
the local optimum search and improve its exploration in the
search space to facilitate finding the solution to the MOP.
Each particle had its own position and velocity. The velocity
of the i th particle at the t th iteration is denoted as vti =
vt1, v

t
2, . . . . . . .v

t
nd while its position is s

t
i = st1, s

t
2, . . . . . . .s

t
nd .

D denotes the dimension of the search space. Pbest ti refers
to the best previous position based on the best fitness value
determined by the i th particle at the t th iteration. This
is indicated by Pbest ti = Pbest t1,Pbest

t
2, . . . . . . .Pbest

t
nd .

Gbest ti is the global best particle position found in the entire
generation based on the fitness function. It depends on the
optimization problem and it chosen from the top of the exter-
nal archive. The global best particle is denoted as Gbest ti =
Gbest t1,Gbest

t
2, . . . . . . .Gbest

t
nd . The main equation of the

NPSO is described as follows. The NPSO strategy is shown
in Algorithm 2.

A. THE VELOCITY OF EACH PARTICLE IS UPDATED AS
FOLLOWS

vt+1i = w · vti + C1 · r1
(
Pbest tid − s

t
nd

)
+C2 · r2(Gbest tnd − s

t
nd ), (9)

r1 and r2 are random numbers in [1, 0]. C1 C1 is the cognitive
coefficient with respect to the prior exploration of particles
and C2 is a social coefficient that depends on the experience
of swarms. Here, w refers to the inertia weight, which is
formulated as a non-linear decreasing function to balance the
exploration of the global and local search space. A larger
value of inertia weight indicates a greater global search ability
(i.e., searching for a new area), whereas a smaller value
of inertia weight indicates a greater local search area (i.e.,
current search area) [27]. This study adopted a new tech-
nique [28] to improve the inertial weight of the algorithm as
follows

w(t) = ωmax ∗
1

1+ (t/H1)
H2
+ ωmin (10)

where ω(t) varies with the number of iterations. H1 is the
max. number of iterations, H is 10, and t denotes the number
of current iterations. Where ωmax is 0.5, ωmin is 0.4.

B. THE POSITION OF EACH PARTICLE IS UPDATED AS
FOLLOWS

st+1nd = stnd + v
t+1
i (11)
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stnd is the current position of particle i at time t and st+1nd is the
new position of the particle.

C. FITNESS FUNCTION
The fitness function evaluates the movement of a particle
using optimization problems to obtain the Pareto solution.
The fitness value indicates the quality of the solution and
the essential metrics for guaranteeing the diversity of the
solution [29]. Thus, the fitness function is used to select
a solution based on the minimum delay and energy con-
sumption. The fitness function computes using the weighted
sum approach that based on gathering various objectives into
single objective function, that can be calculated by

F(n) = α1 ∗ Energy+ (1− α2) ∗ delay (12)

Hence, Energy and delay are scaled and weighted based on
their importance and incorporate to provide the objective
function. Where α is the energy-delay balance factor and it
value varies between [0, 1]. It is a significant factor to assign
the priority to the objective. In the scenario of fog-cloud
computing, we focused on allocating workload depending on
the delay and energy consumption simultaneously. Thus, the
total energy and total delay balance coefficient. α1 = α2 =

0.5 means that the total energy and total delay are assigned
the same priority in the optimization procedure. In this article,
a general problem is considered that gives equal preference to
both the objectives.

D. ADAPTIVE MUTATION
Incorporating a mutation operator with PSO plays an essen-
tial role in maintaining the diversity of the particle popula-
tion, which overcomes the challenge of having PSO trapped
in local optimal solutions. The mutation operator randomly
changes the position of the particle, thereby enhancing the
local search capabilities. Moreover, it improves the accuracy
of the obtained solutions, as shown in Figure 3.

E. EXTERNAL ARCHIVE
The external archive adopted in the proposed algorithm for
storing Pareto solutions was obtained from each iteration
until the termination condition was satisfied, which signifi-
cantly affected the search performance [13]. It maintains the
diversity of the solutions and a uniform distribution based
on the Pareto front. Typically, the external archive is pruned
if the number of non-dominated solutions exceeds its maxi-
mum size based on the crowding distance (CD). The external
archive strategy is described in Algorithm (3).

F. CROWDING DISTANCE (CD)
The purpose of CD is to maintain the spread of solutions
uniformly along the Pareto front. When the external archive
is full, the crowding distance evaluates the solutions and
determines which solutions should be deleted andwhichmust
remain in the external archive. Because we cannot determine
the priority among solutions in the archive, we adopt the CD

Algorithm 2 NPSO Algorithm
BEGIN
1. set (number of Particle NP, size of particle swarm N)
2. set EA = Ø; // initialize an empty archive, to restore non
dominated solutio
3. initialize randomly {vti , s

t
i , Pbest

t
id ,Gbest

t
id}

4. For i = 1 to N (N the size of particle swarm)
5. Update vt+1i = w.vti + C1.r1

(
Pbest tid − s

t
nd

)
+

C2.r2(Gbest tnd − s
t
nd )

6. Update st+1nd = stnd + v
t+1
i

7. Compute F(n) = α * Energy + (1− α) * delay
8. Add the non-dominated solutions found in S into EA //
algorithm 2
9. Update Pbest tid
10. If (f

(
Pbest tid

)
< F(n)

Then f
(
Pbest tid

)
11. Elseif (f

(
Pbest tid

)
> F(n)

Then F(n)
12. Else (random select
13. End for
14. Update Gbest tid from EA// from external archive
15. For i = 1 to N (N the size of particle swarm)
16. Update vt+1i = w.vti + C1.r1

(
Pbest tid − s

t
nd

)
+

C2.r2(Gbest tnd − s
t
nd )

17. Update st+1nd = stnd + v
t+1
i

18. Mutate particle
19. Compute F(n) = α * Energy + (1− α) * delay
20. Update the External Archive E
21. Update the Pbest tid
22. End For
23. Retain the best pareto solution in external archive EA
END

to choose solutions with a higher crowding distance. The
primary purpose of CD is to limit the archive size and reduce
the complexity of the algorithm by arranging the particles in
descending order. In this case, it is necessary to choose the
minimum value, Gbest tnd . Crowding distance can be defined
as

CD =
f ti+1 − f

t
i−1

f tmax − f
t
min

(13)

where fmax and fmin indicate the maximum and minimum
values of particles in each iteration, respectively, and t. f ti
indicates the particle weights of the i th and i+th particles in
the iteration. where f ti+1 represents the next objective function
value of the particle, f ti−1 represents the previous objective
function value of this particle.

VI. SIMULATION SET-UP AND RESULT
This section presents the verification of the effectiveness
of the proposed NSPO algorithm for workload allocation.
The objective function are the delay and energy consump-
tion. MATLAB R2018b was used for the simulation to com-
pare the NPSO algorithm with a non-linear programming
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FIGURE 3. Mutation operation.

Algorithm 3 External Archive E
BEGIN
1. For i = 1 to N (population size)
2. IF EA=0 |EA < N
3. EA← F(n)// adding the pareto solutions
4. Else
5. Calculate the CD
6. Delete minimum CD
7. End if
8. End For
9. Sorting the Non-dominated solutions in descending order
END

TABLE 2. Simulation key parameters [21].

approach [21], MOPSO-CD [30], and NSGA-II algorithms.
The cloud-fog scenario considers seven end-users, three fog
nodes, and one cloud server. The extensive simulation was
conducted with five groups of tasks, and their total work-
loads are 30, 50, 90, 150, and 200, on a computer equipped
with Windows 11, CPU Core i7, and 8 GB of RAM. The
length of the tasks is randomly generated because they cannot
be predicted in reality. Validating the proposed algorithm
by performing 30 independent runs, for each run, the best
obtained delay and energy consumption were recorded to get
average result [31]. The main parameters for validating the
performance of the algorithms are summarized in Table 2
referring to [20], and NPSO parameters referring to [32] that
indicate and the represents the suitable settings to provide the
best convergence rate.

First, it is obvious from Figure 4 that the quantitative com-
parison in terms of delay illustrates a set of tasks scheduled
by the FCFS, STML, LLF, andMLLF algorithms. The X-axis
indicates 100 tasks divided into 10 groups, and the y-axis rep-
resents delay. The simulation results show that the maximum
delay incurred by the FCFS is approximately 125.10, STML

FIGURE 4. Delay of the FCFS-STML-LLF-MLLF.

FIGURE 5. Max delay of FCFS- STML-LLF-MLLF.

is approximately 126.00, LLF is approximately 86.67, and
MLLF is approximately 51.71. From the simulation experi-
ments, it is evident that the MLLF outperforms the compared
algorithms with respect to reducing the delay to the minimum
value, which can guarantee a reduction in transmission delay.

The reduction in the maximum delay of all approaches
related to 10 groups of tasks is shown in Figure 5, where
the X-axis indicates the FCFS, STML, LLF, and MLLF algo-
rithms, and the Y-axis Depicts the results of 100 tasks divided
into ten groups. A comparison among various algorithms
was made to determine the maximum delay. We observed a
stable reduction in delay when the number of tasks executed
was increased, and MLLF performed best in reducing the
maximum delay by approximately 11% compared to the
other algorithms. This affects the task completion time and
effectively allocates the workload.
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TABLE 3. Result of energy consumption based on various workload.

TABLE 4. Result of delay based on various workload.

Figure 6 compares the proposed algorithm, NPSO, non-
linear optimization [20], MOPSO-DC, and NSGA-II regard-
ing the energy consumption when D_max = 100. Recall
the average delay threshold of the MLLF in Figure 5; that
is, the normal delay threshold is (−∞, 100). The workload
was divided into five groups (30, 50, 90, 150, and 200).
The results show the superiority of the NPSO algorithm over
comparison techniques in reducing energy consumption, fol-
lowed by MOPSO-CD with a slight difference during a small
workload size. Then, the obvious difference appears with the
increasing workload size, which proves the effectiveness of
the NPSO in reducing energy consumption with an increase
in the number of workload groups. The worst performance
in reducing energy consumption goes to NSGA-II because it
has selection and mutation operations that increase the algo-
rithm’s complexity and consume more energy. See Table 3.

Figure 7 shows the performance comparison among the
NPSO algorithm with a non-linear optimization approach,
MOPSO-CD, and NSGA-II algorithms in terms of delay
when D_max = 100 is the average delay threshold of the
MLLF in Figure 3. The normal delay threshold is (−∞, 100).
Moreover, the delay threshold at D_max=100 guarantees the
completion of all tasks in time. In the simulation. The work-
load was divided into five groups (30, 50, 90, 150, and 200).
It can be observed that the lowest task transmission delay is
for the NSGA-II due to its ability to process the workload in
the shortest time based on two operators. In contrast, followed
by the NPSO algorithm over non-linear optimization and
MOPSO-CD in reducing delay due to applying the MLLF
algorithm in reducing the delay threshold when allocating the
workload utilizing the NPSO, which results in a lower delay

FIGURE 6. Energy consumption comparison among NPSO with state of
art techniques in Dmax = 100.

when allocating the workload compared to MOPSO-CD. See
Table 4.

VII. DISCUSSION AND CONCLUSION
This paper proposes a newMOP approach, namely the NPSO
algorithm for workload allocation in cloud-fog computing.
The study adopted the mathematical framework for describ-
ing the energy consumption and delay functions with queue
theory. We solve the delay optimization problem by propos-
ing the MLLF algorithm to reduce the delay threshold and
an external archive to store the non-dominated solution from
the Pareto optimal solutions. The simulation results prove that

45402 VOLUME 11, 2023



F. A. Saif et al.: Workload Allocation Toward Energy Consumption-Delay Trade-Off in Cloud-Fog Computing

FIGURE 7. Delay comparison among NPSO with state of art techniques in
Dmax = 100.

the proposed MLLF effectively reduces the delay compared
to the other approaches (FCFS, STML, and LLF) by approxi-
mately 11%. Moreover, Pareto optimal solution is adopted to
find the optimal workload by reducing energy consumption
and delay.

Furthermore, the proposed NPSO algorithm can reduce
energy consumption compared to Nonlinear programming,
NSGA-II, and MOPSO-CD methods. While reducing the
transmission delay, the best performance goes to NGSA-II
due to the operations that accelerate the processing of work-
load and lead to reducing the transmission delay. Then, the
NPSO algorithm achieves better performance than MOPSO-
CD owing to utilizing the Proposed MLLF algorithm to
reduce the delay threshold, which contributes to reducing the
transmission delay. The worst performance was for Nonlin-
ear programming in reducing transmission delay and energy
consumption. Overall, the NPSO algorithm can perform a
reasonable performance in balancing the delay and energy
consumption during the allocating of the workload between
fog and cloud computing. Furthermore, the results prove
that the metaheuristics approaches are more appropriate for
distributed computing than the optimal approach.

The main limitations of this study are considering the
heterogeneity of fog nodes, conducting experiments in
a real-world system instead of simulation, and consider-
ing more objectives to solve many-objective optimization.
In future work, we will overcome the limitations of this study
for enhancement. In addition, adopting artificial intelligence
to predict the allocation workload.
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