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ABSTRACT Multiple-input multiple-output (MIMO) array-based millimeter-wave (MMW) imaging has
broad application prospects in concealed weapons detection due to its capability of high resolution at
a reasonable cost. This paper presents a novel multi-plane MIMO array topology for near-field MMW
imaging. The multi-plane MIMO arrays can offer wider angular observations of the target under test than
the traditional planar MIMO arrays. Although the cylindrical MIMO array can achieve similar focusing
performance as the multi-plane one, the multi-plane MIMO arrays are much easier to fabricate since
each subarray has the same structure as a planar one. In addition, to speed up the image reconstruction
process, we propose a corresponding three-dimensional (3-D) imaging algorithm with hybrid processing
in the time-domain and wavenumber-domain. The proposed algorithm is even more efficient than the
wavenumber-domain algorithm for the cylindrical MIMO array that has the same scale as the proposed
multi-plane array scheme, which clearly shows that the hybrid time-wavenumber domain processing can
avoid the enormous computation burdens of higher dimensional processing of the wavenumber-domain
MIMO imaging algorithms. Numerical simulations and experimental results are provided to demonstrate
the superiority of the proposed multi-plane MIMO array imaging technique in comparison with the most
commonly used arrays and algorithms.

INDEX TERMS Multiple-input multiple-output (MIMO), multi-plane array, hybrid processing, time-

domain, wavenumber-domain.

I. INTRODUCTION
MILLIMETER-WAVE (MMW) imaging can provide high
resolution of the targets under test due to utilization of high
frequencies and large signal bandwidth. In addition, MMW
can penetrate some ordinary materials without health haz-
ards at moderate power levels. Therefore, it has been widely
applied in various areas including remote sensing [1], [2],
non-destructive testing [3], [4], biomedical diagnosis [5],
[6],and personnel security inspection [7], [8], to name a few.
The down-range resolution of a three-dimensional (3-D)
imaging scheme is determined by the bandwidth of the
working electromagnetic (EM) waves, while the cross-range
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resolutions along the horizontal and vertical directions are
obtained through the use of a large antenna aperture [9]. Tra-
ditionally, by exploiting the synthetic aperture radar (SAR)
technique, a 2-D antenna aperture can be realized by moving
a 1-D antenna array along its perpendicular direction [10],
[11]. However, mechanical scanning takes a relatively long
time and is not well-suited for practical in-field operation.
To meet the requirements of real-time data acquisition, one
solution is to adopt the scheme of 2-D monostatic arrays
with the full Nyquist samplings; this will, however, result
in a huge number of antennas making the system costly and
unaffordable.

In this respect, the multiple-input multiple-output (MIMO)
array is a good choice for near-field fast MMW imaging as it
employs all the possible combinations of transmit and receive
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antenna elements to achieve a larger number of efficient
phase centers, so as to reduce the overall system cost [12],
[13]. Also, the MIMO array can offer the merit of reducing
ghosts in radar images induced by multipath reflections [14].
Theoretically, MIMO systems only need one snapshot of data
acquisition to form the image through employing orthogonal
waveforms [15], [16]. In addition, most of the MIMO-based
systems for near-field imaging work in a time-division mul-
tiplexing mode to further reduce system cost [17], [18],
which also exhibits the virtue of better signal separation.
Due to these advantages, MIMO systems have been widely
employed in many radar applications, such as direction of
arrival (DOA) estimation [19], [20], target detection [21], and
multimode imaging [22].

This paper focuses only on the research of 2-D MIMO
array-based imaging, which eliminates the mechanical scan-
ning for a 3-D imaging scenario. The focusing properties of
several representative 2-D MIMO array topologies, including
the rectangular and Mills Cross arrays, were investigated
in [23] for ultrasound imaging. A fully electronic MIMO
array constructed by square clusters was proposed in [24],
where the digital-beamforming technique was employed for
image reconstruction. The fast imaging algorithm imple-
mented in the wavenumber-domain was proposed in [25]
for 2-D MIMO arrays with uniformly spaced antennas.
An improved version of this algorithm, referred to as trans-
verse spectrum deconvolution range migration, was consid-
ered in [26]. A range enhancement imaging technique based
on the range migration algorithm (RMA) for MIMO planar
array was proposed in [27]. The imaging performance of a
nonuniform MIMO array based on the minimum redundancy
criterion was demonstrated in [28]. A nonuniform fast Fourier
transform (NUFFT)-based range migration algorithm was
presented in [29] for a 2-D irregular MIMO array scheme.
In [30], a precise wavenumber-domain algorithm was pro-
posed for the cross MIMO array topology. Alvarez et al.
in [31] provided the parallelizable Fourier-based imaging
algorithms for the planar multistatic array-based systems. For
real-time concealed threat detection, a fast imaging approach
that transforms the MIMO data into the equivalent monostatic
data using a phase calibration method was presented in [32].
Although the multistatic-to-monostatic correction provided
an efficient imaging solution, this phase calibration also intro-
duced an approximation which deteriorates the quality of
imaging results.

The aforementioned arrays have a common property of
forming a planar aperture, the observation angles of which
are limited for the personnel imaging scenario. Large obser-
vation angles are usually essential to reduce the probability
of missed detection for the safety inspection. The famous
ProVision systems, originally from L3Harris now belong-
ing to Leidos [33], employ a linear array associated with a
circular-arc mechanical scanning to enlarge the observation
angles of the human body. To improve the efficiency of image
reconstruction, a modified Omega-K algorithm was proposed
in [34] for a mechanical scanning MIMO arc array using
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FIGURE 1. The imaging geometry of the multi-plane MIMO array topology.

the single-frequency data. An ultra-wideband imaging system
was developed in [35] for whole body imaging, where the
prototype system was illustrated with multi-plane array aper-
tures. The antennas were configured at nonuniform positions
and an iterative imaging technique was developed based on
the back projection algorithm. Considering increasing the
observation angles, a portable microwave imaging system
was presented in [36]. The system is capable of real-time
imaging with the help of GPUs, so it can be arbitrarily moved
along the target under test. The information from different
scanning positions was finally merged based on the multiview
synthetic aperture imaging. However, this scheme takes a lot
of time to acquire the data by moving the scanner manu-
ally. A cylindrical MIMO array topology without mechanical
scanning was presented in [37] and [38], which can offer
large observation angles with respect to the target and save
much time for data acquisition. However, the fabrication of
a cylindrical MIMO array is more complicated than that
of a planar one. On the other hand, the proposed imaging
algorithm in [38] for cylindrical MIMO array, named cylin-
drical range migration algorithm (cylindrical RMA), requires
large memory usage and heavy computation burden due to
the higher dimensional processing. Therefore, a novel more
efficient imaging technique is in great demand to reconstruct
the high resolution images of the target in the near-field.

As an approximation of the cylindrical aperture, the
multi-plane aperture can also steer the antenna beams almost
toward the target center and provide uniform illumination
of the target area. In [39] and [40], a polyline shaped array
scheme has been developed to approximate the circular-
arc array, associated with mechanical scanning to realize
3-D imaging. In this paper, we extend the polyline array to
a multi-plane MIMO array topology, as shown in Fig. 1,
which consists of squared planar subarrays with identical
structure and can provide wider observation angles than a
planar MIMO array. In each squared subarray, the transmit
antennas (denoted by “Tx’’) and receive antennas (denoted
by “Rx’’) are uniformly arranged in a fully sampled manner
along the two horizontal sides and two vertical sides (or
vice versa), respectively. The “TR” elements located at the
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intersections in Fig. 1 represent the antenna elements that act
as transceivers, which can be just removed in practice for
easy fabrication. The topology is formed by connecting each
squared subarray next to one another along the horizontal and
vertical directions, with antennas shared by the two adjacent
subarrays. The proposed muti-plane MIMO array is more
suitable for imaging of the human body, which can offer
larger observation angles and achieve better imaging perfor-
mance than the planar aperture. Additionally, the proposed
array scheme is much easier to fabricate through using planar
subarrays, which can reduce the system cost significantly
compared to the cylindrical aperture.

Unlike the planar or cylindrical MIMO arrays, there is
no existing efficient imaging algorithm to deal with such
a multi-plane MIMO array scheme, except for the back-
projection (BP) algorithm [41], however, with much higher
computational complexity. To overcome the time-consuming
problem of BP, we develop an imaging algorithm with hybrid
processing in the time-domain and the wavenumber-domain
for this multi-plane MIMO array topology. Specifically,
we process the data in the wavenumber-domain along the
vertical direction, while applying the time-domain process-
ing along the horizontal and down-range directions of the
multi-plane MIMO array. In so doing, we can achieve much
faster imaging speed than using the BP algorithm. Com-
pared to the cylindrical RMA, the proposed algorithm in this
paper has even higher computational efficiency since it avoids
the higher dimensional processing by taking advantage of
the coherent sum-based processing along the polyline array
dimension. In conclusion, the proposed multi-plane MIMO
array imaging technique is novel both in terms of the array
topology and the use of an efficient imaging algorithm for the
practical application of concealed weapons detection, which
can offer better imaging performance than the planar or the
cylindrical MIMO arrays.

The rest of the paper is organized as follows. In the
next section, we formulate the 3-D hybrid time-wavenumber
domain imaging algorithm and discuss the details of the
algorithm implementation. The resolutions and inter-element
spacings of the multi-plane MIMO array are also outlined.
Section III verifies the focusing performance and computa-
tional efficiency of the proposed imaging technique through
simulations and experimental results. Section IV provides a
summary of this paper.

Il. MMW IMAGING VIA MULTI-PLANE MIMO ARRAY

A. FORMULATIONS

The imaging geometry of the multi-plane MIMO array is
illustrated in Fig. 1. The coordinates of the transmit and
receive antennas are denoted by (rr,zr) and (rg,zr) with
Fr=(xr,yr) and Fr=(xg,yr) respectively. Under the first-order
Born approximation [42], the scattered waves from a target
with reflectivity g(x, y, z) are given by,

§Gr Fro 21 2R, K) = / / / gt v, 2)e TR TR gy,
)
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where k = zjzf is the wavenumber, f represents the opera-
tional frequency, and c denotes the speed of light. R and Rg
are, respectively, the distances from the transmit antenna to
the target and from the target to the receive antenna, which

can be expressed by,

Rr =\/p +(z—zr)% )
Rg = /03 + (z— )%, 3

where

pr=tc —xp)2 + (4 =y, )

and

pr =/ (x — xR+ (v — yr)?, 5)

Though the transmit and receive antennas are uniformly
spaced on the multi-plane aperture, their distributions along
the horizontal and down-range directions are nonuniform,
which brings difficulty to the implementation of the Fourier
transforms with respect to x and y. Fortunately, the antennas
are uniformly spaced along the vertical direction. There-
fore, based on the characteristic of this multi-plane MIMO
array, we propose to derive an imaging algorithm based
on the hybrid processing in the time-domain and the
wavenumber-domain. Specifically, we process the data in the
wavenumber-domain along the z direction through utilizing
the expansion of the spherical waves into the superposition of
cylindrical and plane waves. In regard to the processing along
the x and y directions, we employ the coherent summation
with respect to the transmit and receive channels, which is
appropriate due to the fewer antennas than those along the
vertical direction.

First, to transform the data into the wavenumber-domain
in the vertical direction, we apply the fast Fourier transform
(FFT) on both sides of (1) with respect to z7 and zg, respec-
tively, then obtain,

s(rr, R, kyp, ke, k) = /// g(x,y,2)

Fople MRV F, [e MR dxdydz.  (6)

The exponential terms of e IR and ¢~kRr ipn (6) are
the phase terms of the free space Green’s functions, whose
Fourier transforms with respect to zz and zg can be, respec-
tively, expressed as [43]

For [e_ijT] — e—j(kapT+k7Tz)’ )
Fer [e_ijR] — e_j(kpRpR“l‘kZRZ)’ @)
where
Kor = \/—kz2 ; )
and
kPR = Jk? — kZZR (10)
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Substituting (7) and (8) in (6) yields

s(?T,?R,kZT,kZR,k)=///g(x,y, Z)

¢ /Koy PT+Kep 2) =i kpp PRk iyl
(11)

Defining the following relation,
ky = kyp + kyps (12)

we further simplify (11) as,

S(?T9?R7kZT9kZR’k) =///g(x7y7 Z)

eI kor PTHkopPR) =K xdydz.  (13)

The integral over z can be expressed as a 1-D Fourier trans-
form of g(x, y, z), which then leads to,

s(7Tv?RkaT9kZR7k) ://g(xmy’ kZ)

e_j(kPT”T+kPRpR)dxdy. (14)

As mentioned above, we can achieve g(x, y, k;) through
the time-domain processing. Before doing so, we should first
obtain g(x, y, k., k) due to the existence of independent &,
and kz,, as follows,

g(x1y9 kZTskZR):///s(;T9?R7kZT3kZR’k)

ejkﬂTpTejkﬂRkad?Td;de. (15)

This procedure can be realized using coherent summation
with respect to all the possible transmit-receive pairs and
frequencies. Clearly, the coherent accumulation expressed in
(15) can be calculated for arbitrarily spaced 77 and 7, which
makes the derived algorithm universal for multi-plane MIMO
array with the arbitrary horizontal distribution of transmit-
receive pairs.

Then, the next problem is to convert the 4-D g(x, y, k;;, kz;)
into g(x, y, k;). Based on the relation in (12), g(x, y, k;) can
be acquired by applying the proper dimension reduction
to g(x,y, kz;, k;z). The specific process of the dimension
reduction will be explained in the following subsection of
the algorithm implementation. Finally, the 3-D reflectivity
function g(x, y, z) is obtained by simply applying a 1-D IFFT
with respect to k;. The imaging procedure can be summarized
as,

8(x, y,2) = ' {Da3lg(x, ¥, kep s ko)1)
= fkjl{m_z[/// ST, Fro kep s Koy K)
kot PT oIRor PRk a7 d T RdK ]}, (16)

where F ! indicates the 1-D IFFT with respect to k, and
D4_3 represents the dimension reduction from the 4-D data
to a 3-D one.
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FIGURE 2. Block diagram of the hybrid time-wavenumber domain
algorithm for multi-plane MIMO array.
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B. ALGORITHM IMPLEMENTATION

This section deals with the practical implementation of the
proposed hybrid time-wavenumber domain imaging algo-
rithm. Based on the formulation in (16), the image reconstruc-
tion procedure can be separated into five sequential steps as
shown in Fig. 2.

Zero padding is an indispensable step before applying 2-
D FFT with respect to z7 and zg. To successfully perform
the dimension reduction, the discretization of k. and kg,
should be the same. Therefore, zero padding is applied to the
undersampled antenna elements along the vertical direction,
so that the following equation is satisfied [25],

1 _ 1
Nep Az NygBye

a7

where A, and A, denote the sampling steps of the transmit
and receive arrays along the vertical direction, and N, and
N, are the points of 2-D FFT which transforms the data from
(zr, zr) to (kz;, kz,) domain.

After the 2-D FFT operation, the data are multiplied
by the corresponding exponential phase term ekor PT olkor PR
Then, g(x,y, kz;, k;;) can be easily obtained through the
time-domain coherent accumulation according to (15).

To obtain g(x, y, k), the dimension reduction should be
applied to g(x, y, kz;, k) properly, which is shown in Fig. 3,
where g(x, y, k;;, k) and g(x, y, k;) have been simplified as
8(kz; , k) and g(k;) respectively for conciseness. Based on
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FIGURE 4. lllustration of sampling criteria for one side of the squared
subarray.

(12), g(k;) can be obtained by adding all the data g(k,,, kz;)
where the sum of k;, and k, equals to k. Therefore, if the
length of k;, and k;, are M and N respectively, the number
of elements in g(k;) willbe M + N — 1.

Finally, the reflectivity image g(x, y, z) can be attained by
simply applying the 1-D IFFT to g(x, y, k).

C. INTER-ELEMENT SPACING

Next, we discuss the sampling requirements for the proposed
MIMO array scheme. Each squared subarray can be divided
into four sides with the same structure, as illustrated in Fig. 4.
The sampling requirements for the inter-element spacings can
be analyzed via using any one of them.

To avoid the image aliasing, the maximum phase difference
between two adjacent transmit or receive antennas has to be
less than 7 rad. So, the inter-element spacing for the fully
sampled subarray should satisfy the following relation [25],

(L +D))2

<m,
2
J(@L+D2/4+ R

where Ady denotes the spacing of two neighboring antennas
of the fully sampled subarray, L denotes the length of the fully
sampled subarray, D represents the maximal target dimen-
sion, and Ry denotes the minimal distance from the subarray
to the target center. Then, we obtain

J@L+D?/A+ R}

L+D
where Apin denotes the smallest wavelength of the working
EM waves.

In regard to the undersampled subarray, there is no specific
restriction on its spacing due to the fact that the final image is
obtained by multiplication of the transmit and receive array
patterns, as long as the target area can be uniformly illumi-
nated or the reflected waves can be uniformly received. In this
work, we set the elements of the undersampled subarray only
at both ends of the straight fully sampled subarray, as shown
in Fig. 4.

k Ady

(18)

Adf =< Amin ’ (19)

D. RESOLUTIONS

The imaging resolutions are determined by the span of the
target spectrum along each dimension, which is related to
the parameters including bandwidth, frequencies, antenna
beamwidth, and angles subtended by the MIMO array.
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FIGURE 5. Target model.

First, we consider the cross-range resolution along the
horizontal direction, which is given by,
b4 c
T 4f.sin(6,/2)°
where k. represents the maximum of the spatial frequency
ky = kpsinf, with 6 denoting the angle between the wave vec-
tor k; and the y direction, and f. denotes the center frequency
of the working EM waves. 0, represents the minimum one
between the antenna beamwidth and the angle subtended by
the array along the horizontal direction.
Similarly, for the resolution along the vertical direction,

8y =

T (20)

Xmax

we note fI'OIIl (12) that kZmax = kZTmax + kZRmax Wlth kZTmax -
R w Hence, we have
big c

8, = 1)

ke Afesin(0,/2)
where k

max TEPIEsents the maximum of spatial frequency
k;, and 6, denotes the minimum one between the antenna
beamwidth and the angle subtended by the array along the
vertical direction.

Finally, the down-range resolution is easily given by,
c

b =25 (22)

where B represents the frequency bandwidth.

It is noteworthy that we just show the theoretical analysis
of image resolutions without considering the influence of the
antenna pattern. Readers can refer to [44] for more details
about the effect of antenna pattern on the image resolutions
in the near-field area.

IIl. RESULTS AND DISCUSSIONS

This section demonstrates the imaging performance of the
proposed multi-plane MIMO array scheme and the corre-
sponding imaging algorithm via numerical simulation and
experimental results. To show the superiority of the proposed
imaging technique, the state-of-the-art representative MIMO
array schemes and imaging algorithms are used for com-
parisons. The algorithms were implemented on a computer
platform with two E5-2687W CPUs.

A. COMPARISON OF ILLUMINATION UNIFORMITY OF THE
TARGET AREA

In this subsection, the uniformity of wave illumination of
the target area of the proposed multi-plane MIMO array is
compared to that of the planar and cylindrical MIMO arrays
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TABLE 1. Parameters of multi-plane, cylindrical and planar MIMO arrays.

Parameters Value
Start frequency 30 GHz
Stop frequency 35 GHz
Number of frequency steps 51
Number of transmit antennas along the vertical direction 5
Number of receive antennas along the vertical direction 61
Interval of transmit antennas along the vertical direction 0.15m
Interval of receive antennas along the vertical direction 0.0l m
Number of transmit antennas along the horizontal direction 79
Number of receive antennas along the horizontal direction 4

Angle interval of transmit antennas along the horizontal direction ~ 1.47°
Angle interval of receive antennas along the horizontal direction 38.11°
Beamwidth of antenna elements 30°
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FIGURE 6. Comparison of imaging results between multi-plane, planar
and cylindrical MIMO arrays in the (a) horizontal direction, (b) vertical
direction, and (c) down-range direction.

by means of numerical simulations. The point targets under
test are distributed along the three axes with a spacing of
0.1 m, as shown in Fig. 5. Here, we choose the three-plane
MIMO array to balance the simplicity and demonstration of
the multi-plane MIMO array. The minimum distance Ry from
the center scatterer to the multi-plane MIMO array is 0.4 m.
The parameters of the multi-plane, planar, and cylindrical
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Target
blind
area

FIGURE 7. lllustration of antenna beamwidth and blind area.

TABLE 2. Comparison of amplitude attenuation.

R=03m R=04m R=05m
Multi-plane array ~ -3.35 dB 0dB -0.56 dB
Cylindrical array -2.71 dB 0dB -1.12dB
Planar array -1572dB  -7.40dB 0dB

MIMO arrays are listed in Table 1. The beams of the antenna
element of these arrays are simulated by a sinc function
whose main lobe is set to 30 °. Clearly, the vertical antenna
configurations of the planar and cylindrical MIMO arrays are
consistent with that of the multi-plane one, which allows them
to maintain the same vertical resolution. To achieve the same
horizontal resolution, the planar and cylindrical MIMO arrays
maintain the same horizontal observation angle as that of the
multi-plane one.

To ensure that the imaging results are only related to the
array topologies, the BP algorithm is employed for the three
schemes. Here, we only provide the 1-D imaging result slices
passing through the center target along the three directions,
as presented in Fig. 6. The three peaks of Fig. 6 (a), (b), and (c)
represent the focusing magnitude of point targets distributed
on the x, y, and z axes, respectively. Note that the magnitude
uniformity of the targets of the proposed array and the cylin-
drical array along the cross-range and down-range directions
is much better than that of the planar array, as shown in Figs. 6
(a) and (b), since the former two arrays can steer the antenna
beams toward the target center along the horizontal plane.
Also, as the target gets closer to the array, the amplitude
will have more deterioration for the planar MIMO array in
comparison with that of the multi-plane or the cylindrical
arrays. The magnitude uniformity of the three types of arrays
along the vertical direction is much similar to each other due
to the same array structure, except for the image amplitudes
of the planar array that are overall lower than those of the
other two arrays since the best illuminated target by the planar
array is the farthest one, not the three targets along the z axis.
Fig. 7 provides an illustration of such a configuration. When
the target is set at a distance smaller than R, it will not be fully
covered by the transmit and receive antennas with spacing
larger than L. The quantitative results of amplitude decay of
the targets located on the y axis are shown in Table 2. Clearly,
the planar MIMO array possesses the best focusing amplitude
for the farthest target, while reaches the most severe ampli-
tude decay of -15.72 dB for the nearest target. The multi-
plane and cylindrical MIMO arrays show the best focusing
performance for the center target. For the closest target, the
amplitude decay of the multi-plane MIMO array is 0.64 dB
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TABLE 3. Computatingal complexity analysis of the multi-plane MIMO
hybrid time-wavenumber domain algorithm.

TABLE 5. Parameters of multi-plane and cylindrical MIMO arrays.

Operations Computations (FLOPs)
2D FFT over the vertical dimension 5Ny N}% NZlog N?
(zero padded)

Time-domain coherent accumulation
Dimension reduction
1D IFFT

(C + 1)NzNyNy N, N2
2Nz Ny (Ny — 1)2
5Ny NyN log N,

TABLE 4. Computatingal complexity analysis of the cylindrical RMA.

Operations

4D FFT over the vertical and horizontal
dimension (zero padded)

Matched filtering 24Ny Ng N2

2-D IFFT over the horizontal dimension 20Ny Ny NZlog 4NE
Dimension increase
2-D interpolations

Computations (FLOPs)
20Ny le NZlog4N? le

14(N§ N2 Ny My My+
MZ2M2N?)

2(My — 1)2M2NZ+

2(2M, — 1)(My, — 1)+

2(2M,, — 1)(2M,, — 1)(Ny, — 1)
5N Ny N; log Ny Ny N,

Dimension reduction

3-D IFFT

more than that of the cylindrical one, but 12.37 dB less than
that of the planar MIMO array, which clearly demonstrates
that the multi-plane and cylindrical MIMO array can achieve
more uniform illumination than the planar one for the targets
in the near-field due to their multi-view observations.

B. COMPARISON OF THE PROPOSED ARRAY SCHEME
AND THE CYLINDRICAL MIMO ARRAY SCHEME

The proposed muti-plane MIMO array can offer a similar
focusing performance to that of the cylindrical MIMO array
according to the analysis in Section ITI-A. However, the cylin-
drical RMA [38] takes much time to process the data acquired
by cylindrical MIMO array. In this subsection, we provide
more comparisons of the proposed imaging algorithm with
the approach presented in [38] in terms of resolution, peak-
to-sidelobe level ratio (PSLR), and computation time.

First, we discuss the computation efficiency of the both
algorithms using the floating-point operations (FLOPs) [45].
The total computational complexity of the proposed algo-
rithm and that of the cylindrical RMA are listed in Table 3
and Table 4, respectively. The size of the reconstructed image
is represented by Ny x N, x N,. Ny denotes the num-
ber of frequency samples and C represents the number of
planar sub-apertures contained in the multi-plane array. N
and N, are the numbers of fully sampled antenna elements
along the horizontal and vertical dimensions, respectively.
In Table 4, as for the cylindrical RMA, M, and M, rep-
resent the numbers of frequency points after bilinear inter-
polation with respect to the horizontal and range dimen-
sions, respectively. The most computationally intensive part
of multi-plane MIMO hybrid time-wavenumber domain algo-
rithm is the time-domain coherent accumulation. The higher
computation complexity of the cylindrical RMA is due to
the matched filtering and interpolations [38]. Thus, the com-
putational load of the proposed algorithm and the cylindri-
cal RMA can be approximately estimated by their highest
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Parameters Value
Start frequency 27 GHz
Stop frequency 32 GHz
Number of frequency steps 15
Number of transmit antennas along the vertical direction 5
Number of receive antennas along the vertical direction 41
Interval of transmit antennas along the vertical direction 0.1m
Interval of receive antennas along the vertical direction 0.0l m
Number of transmit antennas along the horizontal direction 41
Number of receive antennas along the horizontal direction 5

Angle interval of transmit antennas along the horizontal direction ~ 0.38 °
Angle interval of receive antennas along the horizontal direction 3.8°

Target Model
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FIGURE 8. Target model for comparing the algorithms.

order of computational complexity. Generally, to obtain a
better imaging result, M, and M, are set comparably to N,
and N, respectively. Then the computation complexity of
the cylindrical RMA is roughly (13 — C)NyN,N2M M, +
16M§M3M Zz more than that of the multi-plane MIMO hybrid
time-wavenumber domain algorithm. To balance the focusing
performance and system cost of the multi-plane MIMO array,
the value of C is usually less than 13. Clearly, the multi-plane
MIMO hybrid time-wavenumber domain algorithm is more
efficient than the cylindrical RMA according to the above
analysis.

The imaging performance of the multi-plane MIMO hybrid
time-wavenumber domain algorithm and the cylindrical
RMA is demonstrated by the simulation as follows. In order
to analyze the focusing performance of the algorithm inde-
pendently, the influence of antenna beamwidth, which has
already been discussed in Section III-A, is not considered
here. The same parameters of the multi-plane MIMO array
and the cylindrical one are listed in Table 5. The target model
is shown in Fig. 8 with the distance from the target center to
the multi-plane MIMO array being 1.5 m. According to the
previous analysis, the theoretical down-range and cross-range
(along the horizontal and vertical dimensions) resolutions are
3 cm and 1.92 cm, respectively.

The 2-D imaging result slices with respect to the
horizontal-range, vertical-horizontal, and vertical-range
planes are presented in Fig. 9. Although the multi-plane
MIMO hybrid time-wavenumber domain algorithm has slight
deteriorations in the focusing performance of down-range
direction compared with the cylindrical RMA, the former can
achieve the similar focusing performance to the latter in the
horizontal and vertical directions.

Fig. 10 (a), (b), and (c) provide the 1-D imaging result
slices passing through the target with the best focusing
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FIGURE 9. 2-D images with respect to the three coordinate planes by the
multi-plane MIMO hybrid time-wavenumber domain algorithm: (a), (c),
(e), and by the cylindrical MIMO array wavenumber-domain algorithm:

(b), (d). and (f).

TABLE 6. Quantitative comparisons.

Performance parameters theoretical ~ cylindrical ~ proposed
RMA algorithm
Resolution in down-range direction 3 cm 3.08 cm 2.57 cm
Resolution in vertical direction 1.92 cm 2.13cm 221 cm
Resolution in horizontal direction 1.92 cm 1.76 cm 2.15cm
PSLR in the down-range direction - -16.77 dB -12.99 dB
PSLR in vertical direction - -16.18 dB -26.26 dB
PSLR in horizontal direction - -23.22dB -27.39 dB
Computation time - 1500 s 194 s

magnitude along the horizontal, vertical, and down-range
directions, respectively. The quantitative comparisons are
presented in Table 6. Here, we take the 3 dB width of the point
spread function as the resolution in the simulation. Since the
theoretical resolutions are deduced based on the cube-shaped
spatial spectrum, while the real spatial spectrum has a fan-
shaped zone, the theoretical values and the simulated ones are
slightly different. The resolution in the horizontal direction
of the proposed algorithm is slightly inferior to that of the
cylindrical RMA. However, the proposed algorithm exhibits
better resolution in the down-range direction. The PSLR
along the down-range direction of the proposed algorithm is
3.48 dB higher than that of the cylindrical RMA. However,
the PSLR along the vertical direction of the proposed algo-
rithm is 10.08 dB lower than that of the cylindrical RMA.
The main superiority of the proposed algorithm over the
cylindrical RMA lies in the computation time, the former
is 194 s, whereas the latter is approximately 1500 s. There-
fore, compared with the cylindrical MIMO array imaging
technique, the multi-plane MIMO hybrid time-wavenumber
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FIGURE 10. 1-D image corresponding to the (a) horizontal, (b) vertical,
and (c) range dimensions.

domain algorithm can achieve a great improvement in com-
putational efficiency at the cost of only slight deteriorations
of focusing performance. However, the computation time of
the proposed algorithm is still quite long. Most of the time is
taken by the process of time-domain coherent accumulation.
This calls for the need to employ a fast approach, such as the
parallel processing of the accumulated data, in the future. It is
noteworthy that the array scale here is set to be smaller than
that employed in the next subsection due to the fact that the
computation time of the cylindrical RMA is too long if we
utilize a larger array scale.

C. COMPARISON OF THE IMAGING PERFORMANCE OF
THE PROPOSED ALGORITHM AND BP

Next, for the multi-plane MIMO array, we compare the imag-
ing performance of the proposed algorithm with that of the BP
algorithm which is always taken as the golden standard. The
BP algorithm can deal with any kind of array topologies, but
its computational complexity is very high due to its full time-
domain processing. Specifically, the computational complex-
ity of BP is about 8(C + 1)CysNyNyN,NyNyN,, where Cys
denotes the number of undersampled antenna elements along

VOLUME 11, 2023
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TABLE 7. Simulation parameters of multi-plane MIMO array.

Parameters Values
Start frequency 30 GHz
Stop frequency 35 GHz
Number of frequency steps 51
Number of planar subapertures 3
Number of transmit antennas along the vertical direction 5
Number of receive antennas along the vertical direction 61
Interval of transmit antennas along the vertical direction 0.15m
Interval of receive antennas along the vertical direction 0.0l m
Number of transmit antennas along the horizontal direction 61
Number of receive antennas along the horizontal direction 4
Interval of transmit antennas in per planar subarray along the 0.01 m
horizontal direction

Interval of receive antennas in per planar subarray along the 0.2m

horizontal direction
Minimum distance from the aperture to coordinate origin (Rp) Im

the vertical direction. Generally, since the value of Cyg should
increase with the value of N, to ensure a good focusing per-

formance in the vertical direction, — can be approximately

denoted as a constant k. By compari‘ﬁg with the complexity
in Table 3, the differences in the computational complex-
ities between the proposed algorithm and BP are roughly
8(C + 1)CysNyNyN Ny NN,

(C + 1)NXNnyNth2
8kN,. Therefore, with the increase of N, the improvement of
computational efficiency of the proposed algorithm will be
more and more significant. This is mainly due to the different
processing methods of the two algorithms for the target area
along the vertical direction. The hybrid time-wavenumber
domain algorithm processes the vertical pixels of targets in
the wavenumber domain, while the BP algorithm needs to
accumulate the time domain signal for each vertical pixel.
Therefore, for the scenario with many pixels in the verti-
cal dimension, such as the personnel imaging, the hybrid
time-wavenumber domain algorithm can significantly save
more time than the BP algorithm.

The specific parameters of multi-plane MIMO array in this
simulation are listed in Table 7. The minimum distance Ry
from the multi-plane MIMO array to the target center is set
to 1 m. The theoretical down-range and cross-range (along
the horizontal and vertical dimensions) resolutions are 3 cm
and 0.75 cm, respectively. The 3-D imaging results with a
dynamic range of 25 dB are shown in Fig. 11, together with
the results of BP as a benchmark for comparison. To view
more details, the maximum value projected 2-D images
with respect to the horizontal-range, vertical-horizontal, and
vertical-range planes are respectively presented in Fig. 12.
Fig. 13 depicts the 1-D image slices passing through the target
with the best focusing magnitude along the three axes. Note
that the imaging results of the proposed algorithm are slightly
inferior to those of BP in the down-range direction but are
similar in the vertical and horizontal directions.

Next, the quantitative comparisons with respect to resolu-
tion, PSLR, and computation time are provided in Table 8.
Note that the resolutions of the proposed algorithm along the
three directions are very close to those of BP. Although the

determined by the relation
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FIGURE 11. 3-D imaging results by (a) the proposed algorithm, and (b) BP.
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FIGURE 12. 2-D images with respect to the three coordinate planes by
the proposed algorithm: (a), (c), (e), and by BP: (b), (d), and (f).

TABLE 8. Quantitative comparisons.

Performance parameters theoretical ~ BP Proposed
algorithm  algorithm
Resolution in down-range direction 3 cm 2.49 cm 2.36 cm
Resolution in vertical direction 0.75 cm 0.909 cm 0.938 cm
Resolution in horizontal direction 0.75 cm 0.85 cm 0.864 cm
PSLR in the down-range direction - -17.00dB  -15.40dB
PSLR in vertical direction - -25.05dB  -26.78 dB
PSLR in horizontal direction - -2456dB  -24.77 dB
Computation time - 1190 s 4024 s

sidelobe level in the down-range direction of the proposed
algorithm is 1.6 dB higher than that of BP, it exhibits similar
or better performance in the horizontal and vertical directions.
Both algorithms can achieve the sidelobe levels below -20
dB in the horizontal and vertical directions, which is mainly
due to the multiplication of the beam patterns between the
transmit and receive subarrays. Noticeably, the time required
by the proposed algorithm is nearly one third of that of the
BP algorithm which validates the superiority of the proposed
method with regard to the computational complexity.

D. EXPERIMENTAL RESULTS

We constructed an experimental setup to further verify the
imaging performance of the proposed imaging technique in
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FIGURE 13. 1-D image corresponding to the (a) horizontal, (b) vertical,
and (c) range dimensions.

TABLE 9. Equivalent multi-plane MIMO array parameters.

Parameters Values
Number of planar subapertures 3
Number of transmit antennas along the vertical direction 5
Number of receive antennas along the vertical direction 61
Interval of transmit antennas along the vertical direction 0.15m
Interval of receive antennas along the vertical direction 0.0l m
Number of transmit antennas along the horizontal direction 81
Number of receive antennas along the horizontal direction 6
Interval of transmit antennas in per planar subarray along 0.01 m
the horizontal direction

Interval of receive antennas in per planar subarray along 0.27 m
the horizontal direction

Angle between the adjacent planar subarrays along 24°

the horizontal direction (c)
Minimum distance from the aperture to coordinate origin (Rg) 0.7 m

this subsection. The experimental scenario, shown in Fig. 14,
includes the vector network analyzer (VNA), a planar scan-
ning platform, and the target under test fixed on a turntable.
The transmit and receive antennas are connected to the VNA,
and fixed on two independently movable support beams of the
planar scanning platform, respectively. The S»; parameters
were measured as the scattered data from the target. The
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FIGURE 14. (a) Experimental scenario for generating the multi-plane
MIMO array, and (b) photograph of a fruit knife fixed on the turntable.
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FIGURE 15. The equivalent multi-plane MIMO array topology in the
experiment.

frequencies of the working EM waves vary from 30 GHz
to 35 GHz with a step of 100 MHz. The target — a fruit knife
as well as the turntable, is placed 0.7 m away from the planar
scanning platform.

Due to the limitations of the experimental setup, we com-
bine the planar scanning platform and the turntable to imitate
the multi-plane MIMO array. Specifically, the turntable under
the target is set to rotate at specified orientations, such as

VOLUME 11, 2023
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FIGURE 16. 3-D imaging results by (a) the proposed algorithm and (b) BP.
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FIGURE 17. 2-D imaging results by (a) the proposed algorithm and (b) BP.
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TABLE 10. Reconstruction performance.

Evaluation Indicator ~ BP Proposed
algorithm  algorithm

entropy 0.2187 0.2192

Computation time 710 s 373s

—24°,0°, and 24° in this example. With respect to each
orientation, the transmit and receive antennas scan within a
planar subaperture to form one of the three parts as illustrated
in Fig. 15. Through this associated scanning, the multi-plane
MIMO array scheme can be obtained. The parameters of the
equivalent multi-plane MIMO array in this experiment are
shown in Table 9. Note that only data acquisition within each
planar subaperture can be acquired in this scheme which is
different from the simulation. Fortunately, the proposed algo-
rithm is suitable for generic multi-plane MIMO arrays with
the arbitrary horizontal distribution of transmit-receive pairs
since it performs coherent accumulation processing based on
time-domain along the array dimension.

The reconstructed 3-D images are demonstrated in Fig. 16,
with the result of BP as a benchmark. The corresponding
2-D images are shown in Fig. 17. The comparable imaging
performance can be obtained by using the proposed algo-
rithms and BP for the scheme in the experiment, which further
indicates the effectiveness of the proposed array topology and
the corresponding imaging algorithms. We note that there
exist very slight fluctuations of the image amplitude of the
proposed algorithm. It may be caused by the inaccurate posi-
tions among the adjacent transmit-receive antenna pairs since
each antenna support beam has a finite size and as a result the
transmit and receive antennas cannot be placed close enough
in their appropriate adjacent positions. This introduces errors
into the elevation processing using FFT; it, however, has no
effect on the time-domain processing. This problem will not
exist in practice when a real multi-plane MIMO array is
employed.
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Finally, we provide the quantitative comparison using
entropy that has been successfully introduced to evaluate the
quality of SAR images in [46]. It is defined as follows,

M N
E=—3""% &(m nhigom,n), (23)
m=1 n=1
where

lg(m, n)|2
S SN Iglm, )

g(m, n) = (24)

represents the normalized image results, M and N repre-
sent the image size in the vertical and horizontal directions,
and the In(-) function is used to calculate natural logarithm.
Theoretically, the smaller entropy value indicates the better
focusing performance of the image. Therefore, the entropy
corresponding to Fig. 17 is calculated to evaluate the focusing
property of the proposed algorithm, as shown in Table 10.
The entropy results show that the proposed algorithm has
a comparable imaging performance with that of BP. The
computation time is also presented. Note that both algorithms
take less time to process the experimental data than that to
process the simulated one. This is mainly due to the fact
that the transceiver antenna pair is limited in each segment
of the multiplane MIMO array, which reduces the volume
of data. The experimental results also show the proposed
algorithm has strong generality and is suitable for various
multiplane MIMO arrays with uniformly spaced antennas
along the vertical direction. These quantitative indices further
show that the proposed algorithm can achieve the same level
of image quality as the BP algorithm but with a significantly
lower computational cost.

IV. CONCLUSION

In this paper, a novel multi-plane MIMO array topology
was presented, which can not only offer larger observa-
tion angles than the traditional planar MIMO arrays but
also is much easier to fabricate than the cylindrical MIMO
arrays. To improve the efficiency of image reconstruction
using the proposed array, a hybrid time-wavenumber domain
imaging algorithm was devised. The comparison results
show that the proposed algorithm runs even faster than the
wavenumber-domain algorithm for the cylindrical MIMO
array. This is due to the fact that the wavenumber domain
algorithm for MIMO arrays needs higher dimensional pro-
cessing, which is time-consuming and requires more memory
usage. Moreover, the hybrid time-wavenumber domain algo-
rithm is suitable for various multiplane MIMO arrays with
uniformly spaced antennas along the vertical direction, which
demonstrates the versatility and wide applicability of the
proposed algorithm. In terms of focusing performance, the
proposed algorithm can achieve a similar image quality to that
of BP algorithm, but with significantly lower computational
complexity.
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