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ABSTRACT The application of natural language processing (NLP) in sentiment analysis task by using tex-
tual data has wide scale application across various domains in plethora of industries. We have methodically
studied pre-existing models and proposed new models for examining sentiment analysis task. The models
proposed were analysed with three widely popular word embeddings separately and in combined approach
using all embeddings as unique channels. We combined deep neural network models such as Bidirectional
Long Short-Term Memory (BiLSTM) and Convolutional Neural Network (CNN) so that integrated models
complement each other with their unique architectures. The word embeddings used had profound impact in
accuracy of models owing to performative changes. The best word embedding wasWord2Vec giving highest
accuracy in almost all implemented models, followed by GloVe. FastText embedding performed consistently
worse, giving much lower accuracy than other embeddings. We also observed that adding transformer
encoder layers with CNN improves accuracy by 2%when compared to CNNwithout any transformer layers.
An accuracy improvement of 2-3% over CNN-BiLSTM model was also observed by utilizing transformer
encoder layer in conjunction with both BiLSTM and CNN. The proposed model achieved an accuracy of
89.04% on SST-2 dataset. We also compared larger pretrained language model used in sentiment analysis
task with our proposed approach. The accuracy values obtained through combination of embeddings and
models can be useful for other researchers when selecting word embeddings for their models.

INDEX TERMS Sentiment analysis, deep learning, natural language processing, word embeddings, text
classification.

I. INTRODUCTION
The massive rise in popularity of internet and its ease of
access to general population has created an exponential rise
in user generated content on online platforms [1]. People
express their feelings and opinions on social media platforms
through text, images and videos. Users are also able to present
their views about specific products and services through
interactive comments on commercial business websites and
fun social interaction platforms as well. The textual content
generated on these platforms has valuable insights into the
commentor’s opinion and feelings [2] on the topic being
discussed upon. These opinions can be better understood and
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utilized effectively through a systematic application of Natu-
ral Language Processing (NLP) techniques on texts collected.
This process of identifying, extracting and categorizing infor-
mation that is subjective in nature from unstructured textual
content is called as Sentiment Analysis, historically also
referred to as opinionmining [3]. A system of classification of
sentiment analysis can be the size of text content that we need
to analyse, based on this Document, Sentence and Aspect
Based Sentiment Analysis [4] are performed. This research
work focuses on sentence level sentiment analysis, which will
classify a given sentence to a specific class from possible
classes.

Traditional approach to sentiment analysis involves the
identification and creation of features from text manu-
ally. These traditional models used Term Frequency-Inverse
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Document Frequency to help represent the text numerically,
these models worked well with simple sentence structures,
but failed when used with sentences with more diverse and
complex language structure [5]. Deep learning has emerged
as a strong tool for solving a wide range of issues in several
disciplines such as computer vision and speech recognition.
These deep-learning based models have proven to be useful
in natural language processing use cases as well for their
ability to extract complex features from data and usefulness in
large scale text processing [6]. Convolutional neural networks
(CNNs) [7] have been applied for sentiment analysis, these
models use word embeddings to represent text in form of
numerical vectors that canmap similarmeaningwords to sim-
ilar vectors, and enable performing mathematical operations
on these words. The CNN layers use fixed length represen-
tation from textual embeddings with the use of filters and
pooling layers. Thesemodels are able to capture local features
from text, but completely ignore the impact of context of
words due to their positions in text. This does not allow for
these models to capture long term feature information [8],
but they are able to compensate by using numerous filters
which are able to learn more. Recurrent neural networks
(RNNs) [9] have also been used for sentiment analysis as
they are able to retain information in sequence, using the
information learned from previous sequence to be used in
the next sequence of text. The RNN models suffer from the
problem of vanishing and exploding gradient and hence are
not able to retain large amount of information extracted from
textual embeddings. Bidirectional long short-term memory
(BiLSTM) model which is a type of RNN have also shown
remarkable performance [10], as they are able to focus on
the textual sequence from both direction by using two LSTM
cells. The introduction of attention mechanism has helped
in making great strides in the natural language processing.
Applying attention mechanism [11] to textual sentiment anal-
ysis helps model focus on relevant information from text
allowing it to remember long term dependency informa-
tion [12]. New embeddings have been developed since the
introduction of Word2Vec [14] and GloVe such as FastText
which when combined together to give a multi-channel rep-
resentation have yet to be tested with these models. There has
also been a sharp rise in development of large-scale language
models such as BERT [36] that have been pre-trained onmas-
sive datasets. Transfer learning from these large models have
consistently shown great results in many NLP tasks. These
models have been pre-trained using large datasets such as
Wikipedia (2,500Mwords) in case of BERT. The pre-training
requires heavy use of tensor processing units (TPUs) like, for
BERTbase 16 TPU chips were required and the training lasted
a total of 4 days. These pre-trained models need to be fur-
ther fine-tuned on downstream tasks which further requires
training time and graphical processing units (GPU) with large
memory capacity to fit these models. These resources are not
easily available to smaller companies or individuals. In this
work, we have focussed on comparatively smallermodels that
use pre-trained embeddings and are intended to be trained

for use on task specific datasets only. The architecture of
the model proposed in this work use lesser number of train-
able parameters (6M) as compared to large pre-trained lan-
guage models such as BERTbase (110M). This difference in
number of trainable parameters can be leveraged by smaller
companies and individuals to fit their computational budget.
This work is aimed to test various small-scale deep learning
models, with different permutations of word embeddings,
to test their performance in sentiment analysis task. This
work proposes a novel Transformer-BiLSTM-CNN model
that gives great result on sentiment analysis task, other mod-
els such as CNN (Multichannel), CNN-BiLSTM, BiLSTM-
CNN-BiLSTM, Transformer-CNN have also been tested in
this work with combinations of different word embeddings.
The application of sentiment analysis in web based commer-
cial business is tremendous. Analysing customer’s sentiment
from opinionated texts allows organizations to make impor-
tant business level decisions of recommending products,
creating new products and assessing overall reaction of con-
sumers towards a product [13]. Hence different light-weight
models utilizing lesser computation resources can be highly
useful for these businesses. This work analyses combination
of latest models in natural language processing field for sen-
timent analysis, that will also serve as a comparable baseline
for other researchers to build upon their improved work. The
major contributions of this work are:

• Exhaustive study of different models with comparison
of pre-trained word embeddings and their combina-
tional impact. Furthermore, we have trained and tested
these models with random (Rand) embeddings that
are fine-tuned during training to provide baseline for
comparison.

• Proposal of a novel Transformer-BiLSTM-CNNmodel
for sentiment analysis task.

• A standard dataset has been used for training and
testing different models and the model performing
best with highest accuracy is Transformer-BiLSTM-
CNN with Word2Vec embeddings achieving a value
of 89.04%.

• The embedding which performs best with almost all the
models is Word2Vec.

II. RELATED WORK
Motivated by the deeply valued application of NLP in the
field of sentiment analysis by using opinions expressed by
general public several works are published in recent years.
He et al. [15] used deep learning-based LSTM-CFR model
with a convolution neural network to perform analysis of stu-
dent’s opinions that they express in online social media plat-
forms. They performed the task using Chinese and English
text used frequently by college going students to express
themselves in online forums. Instead of relying on senti-
ment lexicon and machine learning models that are inher-
ently dependent on tedious handcrafted features to make the
models perform better, they used word embeddings to per-
form task of word vectorization. Using LSTM network and
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CFR jointly for the purpose of adaptive word segmentation
focused on Chinese text these segmented words were then
vectorized. Word vectorization through embedding and use
of LSTM-CFR helps map dependencies between valuable
features and sentimental opinions. The results were then
passed to a deep learning CNN model which was able to
classify the text. Model developed was tested on Chinese
datasets as well as widely used English sentiment analysis
dataset. Khasanah [16] tested FastText [17] embedding with
simple single layer CNN andBiGRUmodels. The researchers
used FastText embedding to construct a matrix of words and
relevant embedding. In the matrix, each row was represented
as a 300-dimensional feature vector that was calculated using
FastText embedding. In CNN model, a convolution layer
was used with size of kernel fixed as 2, to convolve over
the 300-dimensional vectors at once, it generated a reduced
dimensional representation of words. Similarly, the word
embeddings were passed through BiGRU layer which used
combination of a forward GRU and subsequent reverse GRU
to create a bidirectional representation. A pooling layer was
used with max pooling and average pooling for both the
models, results from both were concatenated to be used in
class prediction. CNNmodel proved to be a better choice giv-
ing better results than BiGRU, with best accuracy of 83.9%.
Kasri et al. [18] proposed a new sentiment aware embedding
which they called Word2Sent, this embedding was aimed
to capture implicitly the sentiments for words leveraging
the surrounding context. This gave the embedding seman-
tic, syntactic and sentiment aware embedding which had
reduced dimension, when compared with tradition embed-
dings. These were developed using Continuous Bag ofWords
(CBoW) [14] and SentiWordNet [19] which is a famous
lexical resource for sentiment analysis. The embeddings were
then used as textual representation input for a CNN model,
and gave slightly improved performance than traditional
embeddings. Khan et al. [20] proposed a method to extract
sentiment aware features from noisy texts, with dimensional-
ity reduction statistical algorithms such as mRMR [21] and
PCA [22] for condensed feature selection. Wide coverage
sentiment lexicon (WCSL) [23] was integrated with linguistic
rules to identify features from sentence enriched with seman-
tic and sentiment knowledge. Different embeddings were
then applied on identified sentiment features to convert them
into word vectors. The curated features were then processed
in a CNN model, which achieved an accuracy of 85.10%.
When working with sentences in text processing, models usu-
ally accept input of fixed length only. To address this issue,
researchers have used padding for this purpose, in which
sentences shorter than fixed length are padded with vectors
filled with zeroes and larger sentences are trimmed to adhere
to the decided length. Giménez et al. [24] used semantic
based padding to reduce noise in training sentences caused
by zero padding. The authors used the text present in the
sentence to pad to maximum length, this helped in learning
relationship within words in long-distance context. As the

ending of sentence was composed of text from beginning of
sentence instead of meaningless padding. The applied seman-
tic padding performed better when compared with sentences
padded with zero vector, in all the word embeddings used.

The application of RNN based models which could over-
come the exploding and vanishing gradient problems has
shown promising results in the field of text processing. RNN
based models such as LSTM and gated recurrent neural net-
work, commonly referred to as GRU [25] have been used
alone and in combinationwith convolutional neural networks.
Wang et al. [26] used a combined approach of CNN and RNN
based models by implementing a unique pooling strategy in
their CNN model. Instead of using max pooling over the
feature map obtained as a result of convolution operations,
they used pairwise max pooling to produce a reduced dimen-
sion feature map. This has helped to maintain the sequential
information of sentence being passed through convolution
layer. The result obtained after CNN layer were later passed
to LSTM in one variation of model and GRU in the second
variation of model for their unique ability to capture long-
term dependencies. Application of BiGRU model have been
explored in sentiment analysis as mentioned above. To fur-
ther focus on relevant words of text instead of giving equal
importance to all sequences, attention [11] layers prove out
to be very useful. Liu and Gao [27] combined BiLSTM
and CNN with an attention layer. The model utilizes an
CNN layer to convolve over word embeddings using dif-
ferent filters which were later passed into a BiLSTM layer.
The forward context was passed through an attention layer
and backward context obtained from BiLSTM was passed
through another attention layer and the resulting vectors were
concatenated and passed into SoftMax layer for classifica-
tion.The type of attention and the way it is applied to the
features obtained from convolutional filters of CNN layer
was studied by Usama et al. [28] in their sentiment analysis
model consisting of CNN and RNN. They used attention
mechanism [29] to calculate score for features obtained from
convolution operation with two variations. In the first vari-
ant contextual features generated from convolution operating
were averaged to calculate the attention score while in the
second variant attention scores were obtained by performing
calculations on averaged features context being generated
from max pooling layer of CNN. The context features and
attention score were used together as input to RNN and
processed sequentially to pass the output to a fully connected
layer with a softmax layer at the end. They experimented with
both randomized and pre-trained word vectors for generat-
ing word vectors in embedding layer. Zhu et al. [30] used
a similar architecture based on attention mechanism word
embeddings which were passed through a BiGRU layer for
capturing long-distance contextual semantics. Self-attention
is then applied on BiGRU layer’s output to compute word
similarity across sentence subsequently emphasizing word
with strong emotions. Resulting output was passed through
a convolution layer with depth separable convolution and
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dilated convolution was used with global average pooling
that aided in reducing the number of parameters passed to
fully connected layer. Focal loss was used to train the model
as it accounts for sample size difference between categories
in dataset. Using connected models can sometimes lead to
overfitting and increase the training complexity as hyperpa-
rameters increases due to increase in possible combinations.
Xu et al. [31] proposed a hybrid attention based robust neu-
ral network. The network used pre-trained embeddings and
passed them separately to a BiLSTM network and a CNN
network. The output of every hidden state of BiLSTM and
pre pooled output of CNN were fused dynamically using an
attention layer. The output of attention layer, the last hidden
state of BiLSTM and max pooled features of CNN were
later concatenated to be passed to a fully connected layer
and classified using a softmax layer. Zhang et al. [32] used
fused parts of speech tagging with embedding, which further
help increase syntactic and semantic knowledge capturewhen
passed through attention layers. Huang et al. [33] used trans-
former block instead of using only an attention layer. They
used multiple attention heads in the transformer block that
helped in contextual knowledge enrichment and long-term
dependencymemorization. The transformer blockwas jointly
trained on two tasks with polarity prediction for individual
words which was further combined with classification of
sentence as whole. They achieved fascinating results with the
use of a single transformer block.

Recent developments in deep learning for natural language
has also seen the introduction of massive pretrained mod-
els that can be used for variety of tasks. Model such as
ELMo [34] is able to give a contextualized vector representa-
tion for a word by representing it as a function of the complete
input sentence and is trained on a massive text corpus. ELMo
is used for generating pretrained representations that are used
as input to other deep learning layers such as BiLSTM. This
approach is referred as feature based aggregation and signif-
icant performance increase in the task of sentiment analysis
have been observed by using this strategy as demonstrated
by Wang et al. [35]. Another model that effectively utilizes
pretraining to build language model is Bidirectional Encoder
Representations from Transformers commonly abbreviated
as BERT [36]. The model can be used in other downstream
tasks such as sentiment analysis through classification, ques-
tion answering etc. by fine-tuning the already trained parame-
ters by using task specific dataset. This strategy is commonly
referred to as ‘‘fine tuning’’ in context of such giant pre-
trained language representation models. Unlike other large
models developed for pre-trained representations, BERT is
able to use to use context from both the left and right side
by using a masking technique allowing for development of
richer representations. Munikar et al. [37] used BERT for
sentiment classification task by adding a regularization layer
and softmax on top of it and fine-tuned it on their chosen
dataset for the task giving much exceptionally good results.
Efforts have been made to use these models with addi-
tional neural network architecture to give improved results on

language tasks. Zhang et al. [38] developed a new model
which they named as Broad MultiTask Transformer Network
that utilizes both the feature and fine-tuning based approach.
They used pretrained BERT model and fine-tuned using a
multitask approach using different datasets that are linked
with specific tasks. The shared parameters in contextual rep-
resentation layers were able to learn better representations
from the training data of different tasks which is due to
implicit data augmentation and regularization that are bene-
fits from a multitask learning approach. They used the broad
learning system approach suggested by Chen and Liu [39]
on top of the multitask deep learning network for the task
of classification in sentiment analysis. The powerful repre-
sentation of deeply contextual nature obtained frommultitask
network were passed to a set of mapping feature nodes and
enhancement nodes. In the proposed model the usage of
incremental learning algorithms helped in fast remodeling
that is advantageous than the approach of training the network
weights from scratch. The model obtained performed slightly
better than the original BERT model when compared on
accuracy of results. In this work, we have used the results
of these approaches that have pre-trained language models as
major components to compare the performance of our much
smaller models.

III. MATERIALS AND METHODS
To carry out a systematic study of performance comparison
of deep neural network models with different word embed-
ding combinations, we have used SST-2 [40] dataset for
training and testing of models. We have used CNN with
Word2Vec, FastText and GloVe [41] as three input channels.
Later the impact of BiLSTM layer for learning contextual
information through sequence was studied by using two dif-
ferent models that is, BiLSTM-CNN where the BiLSTM
layer was used only in front and BiLSTM-CNN-BiLSTM in
which it was used in both the sides of CNN layer. Trans-
former blocks with multi-head attention layer have been
extensively used in natural language processing filed due to
their ability to capture information in a weighted manner
from different positions of text. We have used transformer
block with CNN and BiLSTM layers to study combination
of models which are Transformer-CNN, CNN-Transformer,
Transformer-BiLSTM-CNN and Transformer-Transformer-
CNN. The performance of all these models were compared
with the usage of the above specified word embeddings.

A. DATASET
To carry out this work, the dataset used for training and testing
all the models is Stanford sentiment treebank [40] binary
labeled dataset commonly referred as SST-2 dataset. It con-
sists of movie reviews initially collected by Pang et al. [42]
for purpose of sentiment analysis, this was parsed using
Stanford parser [43] to parse the sentences which resulted
in spitting of single sentences to multiple phrases. Further,
these were labeled by human judges in three categories. For
SST-2 dataset, task was set as binary classification hence
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FIGURE 1. The multi-channel implementation of CNN model.

sentences with neutral labels were removed from the dataset.
The resulting dataset was split into three sets with 6920 sen-
tences in training, 872 sentences in validation and 1821 sen-
tences in test set. To get more data for training many
researchers have used the phrase level training dataset which
consists of 67,349 rows with binary labels. Following the
strategy of other researchers, we have also followed this
methodology. The sentences for validation and testing set
were used as whole sentences and were not split.

B. TEXT PROCESSEING
The text present in the dataset is already clean to most extent.
We performed basic text processing steps such as removal of
special symbols that may pose hindrance while calculating
word embeddings. Then tokenization was performed to split
the text into singular words which serve as tokens. These
tokens serve as basic units on which computation will be per-
formed further, the number of tokens present in a sentence is
considered as the sentence length. To make computation eas-
ier through batches, sentences were padded to make sentence
length uniform throughout training, validation and testing
dataset. The length of longest sentence was used as maximum
length for padding. These tokenized sentences with padding
were used later as input for word vectorization using different
embeddings.

C. METHODS
We have used different deep learning models and tested
unified combinations of the models. The combined usage of
models help in compensating for each other drawbacks giving
a better result in most cases. Along with this, effectiveness of
GloVe, Word2Vec and FastText embeddings individually and
used in combination to different models have been analyzed
which is used to determine the best embedding for word
vectorization to be used with different deep learning models.

1) CNN
Convolution neural networks (CNNs) architecture proposed
by Kim [7] which itself adopted many insights for various
layers from Collobert et al. [44] has shown great performance
in the field of classification tasks in natural language process-
ing. Our proposed architecture is similar to the original but
we have used multi channels consisting of different trainable
embeddings instead of a single embedding. We have used
Word2Vec, FastText and GloVe embedding as three input
channels to the CNN models. The architecture of CNN mod-
els learns effectively using convolution operation by grouping
words similar to n-grams through its multiple filters. The
model also reduces the dimension of word vector input which
makes it easy for the fully connected layer to learn effectively.
The model architecture explained below is also used in com-
bination with other deep learning models, to further increase
the accuracy of classification task.

a: WORD EMBEDDINGS
Natural language words cannot be directly used with deep
learning models as these models require numerical vectors
as input. Word embeddings are used to represent words in
a machine understandable numerical format. It is aimed to
capture relationship between words in vector format which
closely represent their usage in texts. Word embeddings are
able to replicate and store contextual information in vec-
tors with compact dimensions, so that word similar to each
other have the same relationship represented in these vectors.
Word2Vec is a word embedding that has been trained to
capture relationship between words in specified window size.
However, this embedding is not able to use the whole docu-
ment while calculating these vectors due to its short window
size and subword information is also not captured by it.
Furthermore, it is unable to handle out of vocabulary words.
This embedding is unable to decipher word disambiguation,
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FIGURE 2. The CNN-BiLSTM model.

making it ineffective to give different embedding for same
word based on its context of usage. FastText embedding
help improve shortcomings of Word2Vec. It uses skipgram
model similar toWord2Vec but uses n-gram at character level
enriching it with subword information and also enabling it
to handle out of vocabulary words, which means words that
are not seen during training are recognized by it. GloVe uses
the statistical information gathered over the whole corpus
and utilizes co-occurrence probabilities to calculate the word
embeddings. A tokenized sentence is passed as input to this
embedding and corresponding embedding is extracted for
each token. Tokens used for padding are initialized with
zeroes and out of vocabulary words are randomly initialized
wherever applicable. Using GloVe, if we choose l as the
length for all the sentences and pad as the shorter sentences
then a sentence is represented as S = {w1,w2,w3,. . . , wl}
where wx represent the tokens extracted from sentence which
are words and, in some cases, padding tokens and when
passed through word embeddings resultant matrix of embed-
dings can be represented as in (1).

Em = {wvec1,wvec2,wvec3, . . . ..,wvecl} ∈ Rl×dim (1)

In (1), wveci is the word embedding for the ith token in
the sentence and dim is the dimension of word embedding
used. These word embeddings convert each word into corre-
sponding vector and are set as trainable parameters so that
they can improve the training of model used with. We have
used Word2Vec, GloVe and FastText to obtain three different
embeddings for the same sentence that will be passed as three
input channels to convolution layers as presented in Fig. 1.

b: CONVOLUTION FILTERS
The result of word embedding operation is a matrix of num-
bers in which each row represents embedding vector of a
token in input sentence and column represent the embedding
dimension. The length of the matrix is l for each sentence and
width is dim which represents the dimension of word embed-
ding used. Here, dim is kept same for all three employed

embeddings. We have used filters with width equal to embed-
ding dimension to effectively treat a row as meaningful com-
putational unit. Further, we have varied the length of the filter
to focus on specific number of consecutive adjacent rows,
referred to as window size, which effectively treats tokens as
n-gram features. If the sentence is represented as embedding
vector matrix Em ∈ Rl×dim, where consecutive rows from
ith position to jth position, both inclusive, are represented by
Em[ith:jth]. The filter is represented by Fnw wherew represents
the window size and n represents the nth filter for window size
w, giving filter dimension of w×dim. The filter is applied by
convolution operation (∗) over consecutivew rows in a sliding
manner to calculate element wise dot product and further
summed to give a singular value.

This operation can be represented as in (2).

C(i)nw = F(wn ∗ Em [i : i+ w− 1] + bn)

from i = 1 to i = l − w+ 1 (2)

In (2), bn is the bias term added for nth filter and F is a
non-linear activation function which is rectified linear unit
(ReLU) in this work. The convolution operation performed
by a single filer gives an output in form of a single dimension
matrix Cn

w = [c(1)nw,c(2)
n
w,c(3)

n
w, . . . , c(l − h + 1)nw], where

C ∈ Rl−h+1. We have used multiple filters n for same
window size w along with different window sizes. After the
convolution operation, we have applied max overtime pool-
ing operation on each Cn

w extracting maximum value from
each window and the resulting values are concatenated. The
concatenated vector can be represented mathematically by
using (3).

V = [max
(
Cn1
w1

)
,max

(
Cn2
w1

)
,max

(
Cn1
w2

)
. . . ,max

(
Cnj
wk

)
]

(3)

In (3), V represents the concatenated vector, max(Cn1
w1) is the

result of max overtime pooling operation on vector resultant
of convolution performed by n1 filter of window sizew1. The
total number of window sizes decided are k and number of
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FIGURE 3. BiLSTM-CNN-BiLSTM model.

filters in each are j, which can vary for each window size
as well. To avoid possible overfitting due to accumulated
features from various filters, we have added a dropout [45]
layer to the model which assists in regularization. The resul-
tant output after dropout is passed through a fully connected
layer and then a softmax layer, after which cross-entropy
loss is used as training loss for minimization objective. Then
backpropagation is used to update parameters for each layer
including the embedding layer.

2) CNN-BILSTM
LSTM [46] model successfully overcomes exploding and
vanishing gradient problem that is observed during backprop-
agation of RNN models. This model is widely used in time
series data analysis where input sequences to model have
some dependency based on sequence and can benefit from
information learned from previous input. BiLSTM further
improves the sequence-based learning by using information
passed from both the direction. This is accomplished by using
two different LSTM networks, one network allows infor-
mation to flow from present sequence to future sequence,
the other network learns by information flowing in opposite
direction that is, from future to past sequence. This allows the
model to learn better by combining contextual information
learned from both directions. The output is a concatenation
of output from last states of both the forward and backward
LSTM network. We have combined CNN model with BiL-
STM layer as explored in [47], but instead of using a single
channel in CNN layer, we have incorporated three different
channels from three different embeddings. We converted the
tokenized sentences into word embeddings and Word2Vec,
GloVe and FastText has been used to obtain three different

embedding representation for the same sentence, using these
embeddings as three input channels. We have then passed
the embeddings to CNN layer as explained in equations (1),
(2), and (3) to obtain a pooled representation consisting of
combined knowledge from all the filters of different window
size. The pooled input is then passed to the BiLSTM layer
as illustrated in Fig. 2. After this, a dropout layer is added
for regularization. A fully connected layer is applied after the
dropout layer to pass the resulting output to a softmax layer.
We have used minimization of cross-entropy loss as training
objective to train all the layers of this model.

3) BILSTM-CNN-BILSTM
The previously discussed CNN-BiLSTMmodel uses the BiL-
STM layer after the pooling operation of convolution network
allowing the model to obtain a reduced dimension for BiL-
STM towork on and to get a global view of the data. However,
it leads to loss of sequential information due to pooling
operation. To overcome this, we have proposed an additional
BiLSTM layer before Convolutional layer allowing it to use
sequential information to learn relevant part of sequential
tokens from input embedded sentences before being passed
to CNN layer. The LSTM layer uses forget gate that enables
the network to forget the irrelevant information from current
input state and previous hidden state. Input gate is applied
for updating cell state of network along with output gate for
calculating the next hidden state of network. These gates are
composed of non-linear activation functions such as tanh and
sigmoid, which enable them to achieve the objective. We use
two LSTM networks one learning from processing sequences
in forward direction while the other learns from backward
processing of same sequence. The resultant outputs of both
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FIGURE 4. The transformer-CNN model.

are concatenated giving us bidirectional LSTM or BiLSTM.
We have kept the dimension of hidden state to half of the
input sequence so that the concatenation operation generates
the same dimension as input embedding sequence. As we are
using three embeddings for word vector representation, each
word embedding vector is passed through a separate BiLSTM
layer. So Word2Vec has its own BiLSTM layer, GloVe is
processed through a separate BiLSTM layer and a third BiL-
STM layer is used for FastText embeddings. The LSTM layer
is implemented using the mathematical operations proposed
in [48] and [49] and can be represented using (4), (5), (6), (7),
(8), and (9).

input t = σ (Wiixt + bii +Whiht−1 + bhi) (4)

forget t = σ (Wif xt + bif +Whf ht−1 + bhf ) (5)

gt = tanh(Wigxt + big +Whght−1 + bhg) (6)

output t = σ (Wioxt + bio +Whoht−1 + bho) (7)

ct = forget t ⊙ ct−1 + input t ⊙ gt (8)

ht = output t ⊙ tanh (ct) (9)

In the above equations, ht is used to represent state of hidden
layer at time t , the cell state at time t by ct , input state by xt at
time t and ht−1 is used for hidden layer state at time t-1. The
input gate, forget gate, cell gate and output gates are repre-
sented by the symbols inputt , forgett , gt , outputt respectively.
The non-linear activation function sigmoid is represented
by σ , whereas ⊙ is used for Hadamard product. As we use
two LSTM layer to form a single BiLSTM layer for forward
and backward layers therefore, the final output is stacked
together. Each embedding is passed through its own BiLSTM
layer and then stacked together as three channels matrix input
to CNN layer. To achieve this, we have used the output of
all hidden states of BiLSTM unlike implementations in the
related work, where the output of only last hidden state is

used. This is done so as to give an extended word embedding
with long term sequence information making this BiLSTM
layer’s output the same dimension as our embedding layer.
The resultant output from BiLSTM layer can be represented
as in (10)

Bres = {h1, h2, h3 . . . .., hl} ∈ Rl×2∗hidden dim (10)

In (10), Bres is the resultant output of a BiLSTM layer
which is a embedding passed from an embedding layer, the
hi represent the hidden state at time step i of the last layer
which is in this case is token at position i. As we are using
bidirectional LSTM, the size of resultant output is twice the
size of dimension of hidden units result of concatenation of
forward and backward layer. Dropout layer has been proven
to increase the performance of RNN based networks [50],
therefore, we have applied a dropout layer to stacked matrix
and further passed the output to the CNN layer. The imple-
mentation design for this model is represented in Fig. 3. The
result of CNN layer after max overtime pooling operation
is further passed to another BiLSTM layer for global level
features extraction, which is further passed to another dropout
layer before being passed to a fully connected layer. Softmax
layer is then applied to final output with cross-entropy loss
minimization as training objective for the network as whole.

4) TRANSFORMER-CNN
Sequence to sequence models such as BiLSTM applied in the
above models only focus on the past sequence at time t-1
while computing over time sequence t. This does not allow
parallelization for fast processing and also poses a bottleneck
for longer sequence length, where sequence at a time step
may relate differently with each sequence from past and not
necessarily be related strongly to the previous few sequences
alone. Attention mechanism [51], [52] works to solve this
problem by allowing these models to focus varyingly on all
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FIGURE 5. Architecture of transformer-BiLSTM-CNN model.

input hidden state sequences passed and further to consider
relevant parts with higher weights and lower weights for irrel-
evant parts of input sequence. Transformer model [11] used
the concept of attention without any sequence-to-sequence
layers that allowed the model to perform higher paralleliza-
tion and achieve better results. In this work, we have used
only the encoder layer of transformer model to enrich our
word embeddings with positional context by considering the
whole sentence at once using self-attention mechanism. The
transformer model uses positional embedding combined with
word embedding as input to the first encoder layer where,
positional embeddings allow the model to learn specific pat-
terns by using position of words in the sentence [53]. The
positional encoding combined by addition with word embed-
dings are passed to encoder layer whose main components
are self-attention layer and a feed-forward network. The word
embeddings of sequence are passed all at once to the encoder
layer. The self-attention layer allows each sequence to have
a look at all other sequences for calculating relations that
effectively allows it to focus more on relevant sequences.
This is achieved by using query, key and value vectors, which
are computed to a lower dimension by using three different
weight matrices. As we have used self-attention, the input
sequence was used to calculate these vectors. The query
vector of a single word in sequence whose attention score
has to be computed undergoes a dot product operation with
keys of all the words in the sequence and scaled to a score
with square root of dimension of key vector. All these scores
undergo through a softmax operation which allows the model
to make learned decision by giving more importance to cer-
tain words by assigning high softmax score and suppressing
irrelevant words with low softmax score. The value vectors
are multiplied by these softmax scores and summed up to
be passed to feed-forward network for a given sequence.

The self-attention mechanism [11] mentioned above is math-
ematically expressed in (11) where ‘‘Query’’ is abbreviated
as Qu, ‘‘Key’’ as Ke, ‘‘Value’’ as Va and dk represents the
dimension of ‘‘Key’’.

Attention (Qu,Ke,Va) = softmax
(
Qu · KeT

√
dk

)
Va (11)

The transformer encoder layer as discussed above uses a
multi-headed attention which allows parallelization and helps
the model to learn information using different representation
subspaces. In this model, the self-attention layer is followed
by a normalization layer with residual connection from input
embeddings which is passed to a feed-forward network hav-
ing one more normalization layer with a residual connec-
tion. This operation give same dimensional features for input
sequences as the input embeddings which are passed to a
CNN layer with max overtime pooling, fully connected layer,
dropout and a softmax layer as explained in previously pre-
sented models. We have tested different embeddings’ perfor-
mance as input to these models and also a combined approach
in which each word embedding is passed through its own
transformer encoder layer and the results are used as different
channels to CNN model as presented in Fig. 4. Further,
we have used two variations of this model configuration, one
with a single transformer encoder layer and the other with
two transformer encoder layers. In the second variation the
output of first encoder is passed to second layer followed by
CNN model. Cross entropy loss minimization task is chosen
as training objective for the whole model and every layer is
trained including the word embeddings.

5) TRANSFORMER-BILSTM-CNN
Bidirectional LSTM has been applied as a feature extractor in
different models for sequential data [53]. The BiLSTM layer
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is effectively able to capture information from sequences even
in texts with longer lengths by using a combined forward
and backward combination of cells that allows analyses of
text from both the directions. Self-attention mechanism helps
in finding crucial dependency between individual tokens or
words in a sequence at once by using all the tokens from
the input sentence. Transformer uses self-attention with other
different layers in its encoder module to effectively lever-
age self-attention while computing features for word embed-
dings. We have used transformer-encoder layer to use its
powerful self-attention mechanism to further improve the
word embedding vectors of input sentences with contextual
information. As self-attention is able to use its query, key
and value to compute dependence between different words
in a single sentence as a whole. This allows words in sen-
tence to calculate effectively the impact of other words at
small or large distances on them. Hence, when they update
their embeddings, they can use other words in sentences
with weights dependent on their relevance to effectively cap-
ture their context in sentence with reference to other words.
We have used different word embeddings to represent the
tokens in sentences to corresponding embedding vectors.
The word embedding vectors are combined with positional
embeddings and passed to muti-headed attention layer in
transformer encoder. We have used [54] as reference to better
explain the operations being performed in the transformer-
encoder as expressed in (12), (13), (14), (15), (16),
and (17).

Qe(h) (xi) = W T
h,qxi,Ke

(h) (xi) = W T
h,kxi,Va

(h) (xi)

= W T
h,vxi,where Wh,q,Wh,k ,Wh,v ∈ Rdim×k

(12)

α
(h)
i,j = Softmaxj

(
⟨Qe(h)(xi)⟩/

√
k
)

(13)

u′
i =

H∑
h=1

W T
c,h

n∑
j=1

α
(h)
i,j Va

(h) (
xj

)
,

where Wc,h ∈ Rk×dim (14)

ui = LayerNorm
(
xi + u′

i; γ1, β1
)
,where γ1,

β1 ∈ Rdim (15)

z′i = W T
2 ReLU

(
W T

1 ui
)

,where W1 ∈ Rdim×m,

W2 ∈ Rm×dim (16)

zi = LayerNorm
(
ui + z′i; γ2, β2

)
,where γ2,

β2 ∈ Rdim (17)

In (12-17), xi is used to represent the ith token from a sequence
of length nwhere each token from the sequence is represented
using the vector embedding of dimension dim specific to
the word embeddings used with added position encoding.
The symbols γ , β are used from the layer normalization
function as mentioned in [55]. Equations (12) and (13) are
essentially representing the multi headed self-attentionmech-
anism where h is one of the heads from a total of H heads.
The symbol α

(h)
i,j is used to represent the attention weights,

which is used to calculate the value of attention that xi has
with xj with respect to head h. The operations being per-
formed in (14) are a more detailed view of the operations
from (11). Equations (15) and (17) represent the layer nor-
malization mechanism with residual connections [56], with
(16) representing the fully connected layer. The resultant
output zi is of the same dimension as the input embedding
used, which here is represented by dim. The symbol m is
used to represent the dimension of fully connected layer or
the feed forward network. Each word embedding represen-
tation is passed to its own transformer encoder layer. Multi-
headed attention and feed forward network layer with residual
connections and normalization enrich the word embeddings
with additional information. These word embedding vectors
from transformer encoder layer are then passed to their own
BiLSTM layer as shown in Fig. 5, where each hidden state
in sequence is used as output. If we are using combination
of different word embedding vectors, the resultant vector
matrices are stacked and then passed through a dropout layer.
In case of single word embedding, no stacking is used before
passing to a dropout layer. The output from dropout layer
is then used as an input to CNN layer, which includes con-
volution operation using different window length in vari-
ous filters, max overtime pooling operation. The concate-
nated output from CNN layer is passed through a dropout
layer for purpose of regularization. Then a fully connected
layer along with a softmax layer is used. With this model,
we have used cross-entropy loss minimization as training
objective.

IV. EXPERIMENTS AND EVALUATIONS
We have carried out all the experiments using the Google
Colaboratory platform. All the experiments were carried
out using the GPUs provided by the Google Colaboratory.
We have used Word2Vec, GloVe and FastText as the three
pre-trained word embeddings for all the models. To pro-
vide a baseline for comparison we have used randomized
embeddings (Rand) with all the exploited models to get clas-
sification results where the word embeddings are arbitrar-
ily initialized. The Rand embedding returns a tensor filled
with random integers generated uniformly between inclusive
and exclusive values for a given sentence. The dimension
of embeddings used were same for all the three variants
being 300. When using more than one embedding for word
vectorization, we have treated each as separate entity while
being passed through initial layers of BiLSTM or transformer
encoders. Embeddings before being applied to the CNN layer,
we have stacked them as three channels input to CNN layer.
The hyperparameters which obtained best result for CNN
model used as standalone and kept same for subsequent
models where, CNN was used as local feature extractor in
later part. We used precision, recall, F1 Score, and accuracy
as metrics for evaluating the performance of all the models.
The Tables 1, 2, 3, 4 and 5 show the hyperparameter used for
the implemented models.

36938 VOLUME 11, 2023



M. Shukla, A. Kumar: Experimental Analysis of Deep Neural Network Based Classifiers

TABLE 1. The hyperparameter setting for CNN model.

TABLE 2. The hyperparameter setting for CNN-BiLSTM model.

TABLE 3. The hyperparameter setting for transformer-CNN model.

A. EVALUATION AND RESULTS
The employed models with different input embeddings are
evaluated using accuracy, precision, recall and F1 Score.
The models are trained for binary classification task, hence
these metrics help evaluate the performance when assign-
ing predicted emotional label to the input sentences. Pre-
cision is used to represent number of correctly predicted
positive label sentences out of all the sentences predicted to
have positive label. Recall is the number of truly positive
labeled sentences out of all the positive sentences in the
dataset. The harmonic mean of precision and recall is used
to calculate F1 Score. Equations (18), (19), (20) and (21)
are mathematical representations of the above-mentioned

performance metrics.

Precision =
TP

TP+ FP
(18)

Recall =
TP

TP+ FN
(19)

F1Score = 2 ∗
Precision× Recall
Precision+ Recall

(20)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(21)

True Positive (TP) signifies positive labeled sentences pre-
dicted as positive, True Negative (TN) signifies negative
labelled sentence predicted as negative, False Negative (FN)
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TABLE 4. The hyperparameter settings for transformer-BiLSTM-CNN model.

TABLE 5. The hyperparameter setting for BiLSTM-CNN-BiLSTM model.

signifies sentences predicted negative but are positive, False
Positive (FP) represents negative sentences misclassified as
positive. The results of different models with the embeddings
used are presented in Table 6.

B. FINDINGS
We have exploited different models for sentiment analysis
and used different word embeddings to give a complete view
of impact of different layers and embeddings. The pairing of
different deep learning layers leveraging specific information
from text using their own unique architectural design and its
impact to the process of sentiment analysis is fascinating. The
detailed findings with employed models are as follow:

1) The best performingmodel among the ones we proposed
in terms of precision, recall, F1 Score and accuracy in non-
pretrained category is Transformer-BiLSTM-CNN model.
Using the combination of transformer layer providing self-
attention, BiLSTM layer helping leverage sequential infor-
mation and CNN layer capturing additional features using

its many filters provide better accuracy than other exploited
models.

2) The choice of word embedding has a profound impact
on accuracy of models where different word embeddings can
impact the final performance of the same model. Though we
have used the word embeddings of same dimension, the dif-
ference in architectural design used in calculating these word
embeddings during pre-training phases can cause accuracy to
vary by 3%.

3) The word embedding giving the best accuracy in almost
all the models is Word2Vec, with GloVe coming second with
almost the same performance. FastText embedding though
providing word embedding even for out of vocabulary words
by using its character-based n-gram model performed the
worst with almost all the models.

4) Also using the combination of different word embed-
dings by using them as channels in CNN model had varied
impact. With a few of the models, the use of combination of
word embedding gave better result than the best performing
single word embedding and with a few it performed slightly
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TABLE 6. Comprehensive results of different models with different word embeddings compared on Precision, Recall, F1 Score and Accuracy.

worse than the best performing word embedding. Further,
utilization of Rand embeddings achieved lesser accuracy as
compared to other exploited embeddings. This is due to arbi-
trary initialization of word embeddings by Rand embeddings.

5) The addition of BiLSTM layer when used in back of
CNN layer or in combination as both front and back layer
of CNN model had no additional impact on performance of
the core CNN layer, which on its own has a good accuracy.
In both the models the accuracy decreased in comparison to
the CNN layer in our implementations.

6) The use of transformer layer positively impacted the
sentiment classification task. The use of transformer layer as
an input layer to CNN increased its performance by leaps and
bounces. We also used two transformer layers, which further
increased the accuracy during our experimentation. Adding

additional transformer layer after the first two layers had no
impact in improvement of the accuracy. This can be attributed
to the need for more training data with increase in transformer
layers.

7) The model architectures such as, BERT and BMT-
NET, etc. that have pre-trained language models as major
component achieves better results as compared to the best
performing model presented in this work. This is due to their
size that is, having a large number of encoder transformer
layers as compared to the models exploited in this work and
the scale of pre-training on large corpus they have received.

C. COMPARISON WITH RELATED WORK
We have compared the performance of our proposed models
with other state-of-the-art models proposed in recent years
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TABLE 7. Comparison of accuracy of our models compared to others on SST-2 dataset.

with best performing architectural implementation of their
models. We have used the results from our model with the
best performing word embedding combination. The results
of compared accuracy are presented in Table 7. The reason
of the higher performance with the state-of-the-art mod-
els is due to their large architectures and pre-training on
large corpus consisting of text from varying domains and
languages.

V. CONCLUSION
We have performed comparison between different deep
learning models by using combination of varied neural net-
work layers. Implementing different architectures to focus
on specific aspect of natural language processing problem
and the subsequent application in textual sentiment analysis.
The impact of most common word embeddings used widely
in research papers on the models have been studied and

found Word2Vec embedding performs best in all the cases.
The combination of word embedding as channels to CNN
model had slight impact on the accuracy of model but the
result deviated for better in some model and caused accuracy
to decrease in other. Our proposed model, Transformer-
BiLSTM-CNN gives comparable accuracy to other model of
its size by achieving a value of 89.04%. BERT, ELMo, and
other models built on their architecture have been pre-trained
on massive corpus and are bigger than our model when
measured against trainable parameters thereby, resulting in
accuracy differences. The Transformer-BilSTM-CNN per-
forming best in this work has only 6M parameters when
compared to BERTbase having 110M parameters and ELMo’s
(original) having 93.6M parameters. The proposed
Transformer-BiLSTM-CNN model with a larger number of
encoder transformer layers and pre-training on a large corpus
can produce better accuracy results.
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Furthermore, in context to our experimentations, the BiL-
STM layer when used solely with CNN model did not
perform as per our expectations, both CNN-BiLSTM and
BiLSTM-CNN-BiLSTM had no visible impact on accuracy
as it increased for some embedding while decreasing in other
word embedding, in both cases with no high margin. The
comparative analysis by using different embeddings can be
beneficial to other researchers when choosing embeddings
for their models. The proposed models can have an impact
in booming field of natural language processing in general
and textual sentiment analysis in particular. The accuracy
achieved by proposed model can help industries relying
specifically on sentiment analysis models of smaller size than
other large pre-trained language models for tasks such as
filtering content on platform can provide better recommen-
dations to users suiting their business needs with minimal
computational resources utilization.
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