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ABSTRACT Violence, in any form, is a disgrace to our civilized world. Nevertheless, even in modern
times, violence is an integral part of our society and causes the deaths of many innocent lives. One of the
conventional means of violence is using a firearm. Firearm-related deaths are currently a global phenomenon.
It is a threat to society and a challenge to law enforcement agencies. A significant portion of such crimes
happen in semi-urban areas or cities. Governments and private organizations use CCTV-based surveillance
extensively today for prevention and monitoring. However, human-based monitoring requires a significant
amount of person-hours as a resource and is prone to mistakes. On the other hand, automated smart
surveillance for violent activities is more suitable for scale and reliability. The paper’s main focus is to
showcase that deep learning-based techniques can be used in combination to detect firearms (particularly
guns). This paper uses different detection techniques, such as Faster Region-Based Convolutional Neural
Networks (Faster RCNN) and the latest EfficientDet-based architectures for detecting guns and human faces.
An ensemble (stacked) scheme has improved the detection performance to identify human faces and guns
at the post-processing level using Non-Maximum Suppression, Non-Maximum Weighted, and Weighted
Box Fusion techniques. This paper has empirically discussed the comparative results of various detection
techniques and their ensembles. It helps the police gather quick intelligence about the incident and take
preventive measures at the earliest. Also, the same technique can be used to identify social media videos for
gun-based content detection. Here, the Weighted Box Fusion-based Ensemble Detection Scheme provides
mean average precisions 77.02%, 16.40%, 29.73% for the mAP0.5, mAP0.75 and mAP[0.500.95], respectively.
The results achieve the best performance among all the experimented alternatives. The model has been
rigorously tested with unknown test images andmovie clips. The obtained ensemble schemes are satisfactory
and consistently improve over primary models.

INDEX TERMS Computer vision, deep learning, ensemble, firearms, smart cities.

I. INTRODUCTION
The world is witnessing a COVID-19 pandemic, which is
causing thousands of deaths outside of national borders [1],
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[2]. People give little attention to other dominant reasons for
death in our society. Road accidents and murders are two very
prominent causes of the untimely deaths of innocent lives
every year [3], [4], [5]. In the 19th century, guns played a cru-
cial role in the American Civil War and subsequently became
part of the regular infantry and law enforcement agencies of

VOLUME 11, 2023
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 37515

https://orcid.org/0000-0003-0125-4830
https://orcid.org/0000-0002-9481-9054
https://orcid.org/0000-0002-6506-9207
https://orcid.org/0000-0002-9826-2759
https://orcid.org/0000-0002-3162-2211


R. Chatterjee et al.: Deep Learning-Based Efficient Firearms Monitoring Technique for Building Secure Smart Cities

many countries. However, a gun is also used by the rioters and
criminals for their own gain or to terrorize the commoners
[6], [7]. People associate gun violence with mass shootings
following World War II [8]. In 2015, a total of 36,252 U.S.
citizens were killed from gun violence [9]. It continues to be
a peril for the United States national health; thus, it becomes
a major threat to public health. A massive 1.4 million people
were killed worldwide by gun violence between 2012 and
2016 [10]. Some of the most prominent mass shootings in
history are: the 1987 Hoddle Street Massacre [11] in Hod-
dle Street, Clifton Hill, Melbourne; the 2019 Christchurch
mosque shootings in Christchurch [12], which resulted in
deaths; the 2017 Quebec City mosque shooting [13] in Que-
bec City; The deadliest mass shooting by a lone individual
in modern history occurred in Europe with the 2011 Norway
attacks [14] in Norway, in which 92 people were killed. Mass
shootings are also a grim reality in Israel. In the 1972 LodAir-
port Massacre [15], which killed 26 and injured 80, In India,
gun violence has been gaining momentum in recent years.
One of the most infamous incidents is the 26/11 Mumbai
[16] attacks, which killed 58 people and injured 104 others
at the Chhatrapati Shivaji Maharaj Terminus and Taj Hotel in
Mumbai, India.

A. RESEARCH GAP
If in a single incident, there is more than one victim
due to firearms (gun violence), it is considered as a mass
shooting. Mass shootings can be defined in various ways.
However, as per FBI (U.S.) defines a ‘‘mass murder’’
as ‘‘four or more murdered during an event with 36 no
cooling-off period between the murders.’’ Again in US Public
Law 112–265112th Congress (2013), it is passed that the
phrase ‘‘mass killings’’ suggests three or more killings in a
single incident in a place of public use [17]. Nevertheless,
one can define a mass shooting as three or more people being
killed or wounded in a single place for a specific period,
excluding the shooters. Mass shootings at public places such
as schools, university campuses, hotels, and workplaces are
modern-day phenomena. Persons under the influence of alco-
hol, drugs, or a specific ideology perpetrate this type of
heinous crime. Detecting people with guns in public places
is really a challenge.

B. CONTRIBUTION
Smart surveillance is an indispensable part of smart cities.
It makes a city more secure, and thus, the smart city becomes
socially and economically sustainable. From aminor burglary
to the assassination, different types of guns have been used.
24× 7 human monitoring [18], [19] for all the buildings and
public/private properties is not feasible due to skilled human
resource constraints. It is also not a cost-effective approach.
Therefore, an automated deep learning-based firearms detec-
tion technique is efficient for on-site monitoring in building
secure and sustainable smart cities. Besides, face detection
also helps the authority know about the perpetrator or the

persons around the gunner for police intelligence. A CCTV-
based automated face and gunmonitoring system is one of the
smart infrastructures in the future of sustainable smart cities.

This paper has proposed an ensemble detection strat-
egy for human faces and guns (revolver, pistol, handgun,
etc.) in a given image (or video frame). We have used
Faster Region-based Convolutional Neural Networks (here
on, FRCNN) [20] architecture with ResNet50 [21], [22], [23]
and VGG16 [24] as backbones. Also, the EfficientDet [25]
architecture with EfficientNet-B0 [26] as the backbone has
been implemented for a comparison. Different combinations
of detectors have been explored in stacked ensemble config-
uration after the models have been built as a post-processing
phase for detection. Three distinct types of combining tech-
niques have been employed. Non-Maximum Suppression
(NMS), Non-Maximum Weighted (NMW), and Weighted
Box Fusion (WBF) are used to obtain the final bounding box
for an object from all the overlapping boxes. Multiple boxes
are generated due to multiple detectors for the same image.
The novelty of our work is to empirically demonstrate that the
ensemble of Faster RCNN and the latest EfficientDet archi-
tectures provide an improved object detection scheme using
the same trained models as the performance of the individual
model. In the paper’s title, the term efficient indicates that the
detection results can be improved with the existing trained
models without further training in the proposed scheme.

The paper has aimed to contribute as follows:
⋆ Automated detection of human faces and different types

of guns together in the wild
⋆ Introducing a deep learning-based framework to

improve the performance of object detection through
ensemble

⋆ Thus, securing smart cities using intelligent surveillance

C. ORGANIZATION
The paper is divided into six sections. The related studies
have been discussed in Section II. In Section III, the pro-
posed ensemble scheme has been described. The follow-
ing Section IV tells about the dataset and the experimental
preparations. The results are explained in Section V. Finally,
we conclude the paper in Section VI.

II. RELATED WORKS
In the real world, people often use deep learning techniques
like image segmentation, classification, and detection to find
answers. There is a lot of literature about different deep
learning methods for recognizing human faces. Few research
works have been done about deep learning-based gun detec-
tion along with face recognition. In this section, we have
discussed about some of the research works that focus on
guns.

The authors of [27] say that their model breaks the gun
(or other weapon) down into its parts and shows how they all
work together. Now, a straightforward deep neural network
can find the weapon with ease. The final product has been
produced by combining all of its results. The AR-15 is the
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sole type of rifle that is the subject of the study. Once more,
they have not given a peer comparison of their semantic
neural network model. In [28], the authors have utilized
the transfer learning technique with a Convolutional Neural
Network pre-trained model for gun detection utilizing X-ray
luggage imaging. Transfer learning is advantageous since it
performs well even with insufficient training data. In order to
fine-tune the current issue, the pre-trained model must first be
constructed with adequate data samples and then reused with
the same weights. As the baggage is treated as a static back-
ground, the work is constrained. In other words, rather than
being formed in the wild, the classification model is created
in a controlled setting. The authors of [29] have developed a
Faster RCNN for gun (pistol) identification based onVGG16.
The main goal is to sound an alert if the model spots guns five
times in a row in the film.Although they used several datasets,
they did not compare the various detection methods.

Two well-known detection architectures for distinguishing
between several sorts of weapons (not just one type of gun)
have been employed in this research. The post-processing
methods like NMS, NMW, and WBF are used to build
improved detection models. Even though the model param-
eters have not been trained or changed any further, the results
show that the ensemble techniques are better than the individ-
ual architectures. As a result, the suggested ensemble tech-
nique produces better detection performance while saving
time.

III. PROPOSED ENSEMBLE SCHEME FOR OBJECT
DETECTION
A. FASTER REGION-BASED CONVOLUTIONAL NEURAL
NETWORKS
Faster RCNN (FRCNN) consists of two steps. The first step
is called a Region Proposal Network (RPN) [30] which intro-
duces candidate object bounding boxes. RPN is the replace-
ment for the previously used selective searchmethod. In other
words, RPN identifies region boxes (commonly known as
anchors) and proposes the boxes that most likely cover the
objects. The second step extracts features through RoI pool-
ing from each candidate box. RoI Pooling divides the input
feature map into a fixed-sized corresponding region and then
applies Max-Pooling to every region. Thus, the output of RoI
pooling always has the same dimensions, regardless of the
size of the input. Subsequently, it executes the classification
and bounding box regression jointly using Eq. 1. FRCNNpro-
vides faster inference by sharing the convolutional features of
both the RPN and the Fast RCNN. The mechanism helps the
unified network find possible objects in a given image.

L(Pi, ti) =
1
Ncls

i∑
Lcls(Pi,P∗i )︸ ︷︷ ︸

object / no object

+λ
1
Nreg

i∑
P∗i Lreg(ti, t

∗
i )︸ ︷︷ ︸

box regressor

(1)

Pi is the predicted probability, P∗i indicates 1 for positive
anchor and 0 for negative anchor, Ncls is the number of

anchors in the mini-batch, λ is positive constant (here, 1.0),
Nreg is the number of total anchors (RPN ,≈ 300), ti and t∗i
suggest the predicted and the ground truth bounding boxes,
respectively.

B. EfficientDet
Another object detection strategy we used in this work was
EfficientDet. EfficentNet-B0 has been used as the backbone
network in EfficientDet. This network is made up of two
major components: (a) Bidirectional Feature Pyramid Net-
work (BiFPN), which allows bidirectional fast multi-scale
feature fusion citewu2020single. (b) A new compound scal-
ing method jointly scales up [31] backbone, feature network,
the box/class network, and the resolution. The BiFPN is used
as the feature network. The object class and box network
weights are shared across all levels of features. The back-
bone network EfficientNet gives a remarkable performance
in image classification by jointly scaling up all dimensions
of network width, depth, and input resolution. We have used
the EfficientNet-B0 variant of the model as it has the lowest
number of trainable parameters. This object detection method
has been combined with the scaling up of themethod by using
the coefficient φ (phi) to jointly scale up to all dimensions
of the backbone network, the BiFPN network, the class/box
network, and resolution.

C. MEAN AVERAGE PRECISION
Intersection over Union (IoU) is a Jaccard Index-basedmetric
for evaluating the intersection area between two bounding
boxes. It uses the actual bounding box (ground truth) and a
predicted bounding box. It measures whether the detection of
an object is valid (true positive) or not (false positive). Real
Positive (TP) indicates a correct detectionwhere IoU is higher
than and equals (≥) the given threshold. Similarly, the False
Positive (FP) suggests an incorrect detectionwhere IoU is less
than (<) the threshold value. The common practice is to set
the threshold to 50% or 75% or an average range of 50−95%
(with 5 step size).

For the readers who are new to this field, it is essential to
note that the mAP0.5 [32] is calculated using the IoU@0.5,
indicating the intersection area between the predicted and
actual (ground truth) bounding boxes is 0.5 or above. It is
easy to realize using a diagram (see Fig. 1). The green-colored
background box is the ground truth (the annotated object),
and the red-colored bounding box corresponds to the pre-
dicted one.

FIGURE 1. Intersection over Union (IoU).
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The Mean Average Precision (mAP) [33], [34] is the arith-
metic mean of the average precision (AP) [35] values for n
number of classes (that is, object type). It is given as Eq. 2.

mAP =
1
n

∑
n

APn (2)

D. NON-MAXIMUM SUPPRESSION
Suppose multiple detection techniques have been applied to
a single image. The possibility exists that multiple overlap-
ping bounding boxes are generated for the same object in
a given image. NMS is an efficient solution to address the
said issue. It works as long as the Jaccard overlap between
any two predicted bounding boxes exceeds a given thresh-
old; those boxes are considered the detections for the same
object. The one box with higher confidence becomes the final
prediction. It provides only the largest bounding box, which
adequately covers the object [36], [37] while ignoring all the
non-maximum boxes.

E. NON-MAXIMUM WEIGHTED
NMS discards the low confidence bounding boxes. Some
times these boxes contain latent information regarding an
object. Such low confidence boxes can improve the overall
coverage of the object and give better detection than greedy
NMS. It is explained with an example in [38]. Authors have
argued that if two boxes have similar confidences, obtaining
the average box is more effective than considering the maxi-
mum one.

F. WEIGHTED BOXES FUSION
Weighted Box Fusion is an ensembling technique to combine
the predicted bounding boxes from different object detection
models. Authors [39] have shown thatWBF boosts the perfor-
mance in detection. Unlike the NMS variants,WBF considers
predictions from all the boxes. Similarly, NMW does not
consider information about how many predicted boxes are in
a group. NMW also uses the IoU value to compute weighted
boxes. These are a few drawbacks on the NMW side. As it
uses all the box information, not excluding a few predicted
boxes, it even gives a better-predicted box from all or most
inaccurate bounding boxes.

G. ENSEMBLE DETECTION SCHEME
In our ensemble (object) detection scheme, the training archi-
tecture of a detector is given images that have been labeled
with the ground truth. FRCNN and EfficientDet have been
implemented as the primary object detectors. Each detector
can use a variety of deep image classifiers as a backbone.
Some of the popular backbone algorithms are VGG16 and
ResNet50. However, so far, EfficientDet uses the Efficient-
Net family of classifiers as its backbone. In this paper, pre-
trained ImagNet weights [40], [41] are used to tune our own
backbone classifiers. Another important concept in object
detection is the region proposal. In simple words, how does
a learning architecture understand that the possible object of

interest resides in an image/frame? Based on the literature,
we have used the Region Proposal Network (RPN) and Bidi-
rectional Feature Pyramid Network (BiFPN) for proposing
such regions of interest (ROIs) in FRCNN and EfficientDet,
respectively.

In Algorithm 1, a greedy ensemble detection scheme
has been described using pseudo-code. The implementations
have been done for the different detection models separately.
Once the training is complete, the final models are used to
infer the image for object detection. Bounding box combin-
ing techniques (NMS, NMW, and WBF) have been applied
before the mAP computation to avoid multiple overlapping
detections of the same object. The primary models are imple-
mented in every possible combination to evaluate the net
mAP from the test image set (see Algorithm 2). We use the
concept of power_set , where the size of the set is calculated
based on the total number of primary detection models. In our
case, the primary models are 3, and the correct size of the
power_set is 7. However, the actual possible combinations are
only 4: {ResNet50, EffDet}, {VGG16, EffDet}, {VGG16,
ResNet50}, and {VGG16, ResNet50, EffDet}. The remain-
ing are redundant among the first three combinations. In our
study, all the primary detectors and all the valid ensemble
combinations are explained with their results. Based on the
highest obtained mAP value, a set of models is selected for
the final ensemble scheme. Both of the given algorithms are
simple and self-explanatory.

Once the trained model has been generated, it is used to
infer new unknown test images for evaluating the model’s
performance. The quality of a model is examined based on
‘‘Intersection over Union’’ (IoU) and its admissible thresh-
old value (usually it sets to 0.5). However, IoU@0.75 and
IoU@[0.5 : 0.95] have also been evaluated to find a trained
model’s robustness. In IoU@[0.5 : 0.95], the mean average
precision (mAP) is repeatedly calculated from IoU@0.5 to
IoU@0.95 with a 0.5 step size. Then, the average has been
considered a robust performance metric.

IV. DATASET PREPARATION AND EXPERIMENTAL SETUP
A. DATASET
The dataset of 3698 images with 4703 annotated objects has
been prepared for human face and gun detection.1 The major
images have been taken from the Internet Movie Firearms
Database [42] and the WIDER FACE dataset [43]. The
dataset contains images ranging in resolution from 1851 ×
2190 to 259×194. However, the raw input images are resized
to 224×224 before being fed to a detection model. It contains
mostly JPEG formatted images, but a few PNG-formatted
images are also present. All non-JPEG images are trans-
formed accordingly. There are various types of images in
the prepared dataset; some have many faces and gun objects,
some have many faces, but single gun objects, and some
contain either faces or gun objects.

1Face and Gun Dataset:https://github.com/cserajdeep/Face-and-Gun-
Dataset
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FIGURE 2. Proposed NMS/NMW/WBF-based ensemble detection scheme for an improved object identification.

Algorithm 1 Greedy Ensemble Object Detection (ENSD)
1: Start

# (n: # of trained detection models)
2: Inputs : mi, i = 1, 2, . . . , n

ImgSet, test image-set
# ensemble

Output : ENSD, set of the selected models
3: M ← {m1,m2, . . . ,mn} and net_mAP← 0
4: ensemble← {} and best_mAP← 0
5: discards← {}

# exclude the null element
6: power_set ← P(M )− {∅}

# -1 due to the null element
7: set_size← sizeof (M ) and iter ← 2set_size − 1
8: for t := 1 to iter do
9: mod_set ← power_set(t)
10: if mod_set /∈ discards then

# calculating the mean average precision
11: net_mAP← compute_mAP(mod_set, ImgSet)
12: if net_mAP > best_mAP then
13: best_mAP← net_mAP
14: ensemble← mod_set
15: else
16: discards← mod_set
17: end if
18: end if
19: end for
20: ENSD← ensemble
21: return ENSD

B. IMAGE PRE-PROCESSING
Some of the prepared dataset images are in PNG format,
which has 4 channels (RGB, and Alpha). The PNG-formatted

Algorithm 2 compute_mAP(mod_set, ImgSet)
1: Inputs : imgi, ∈ ImgSet

smj ∈ mod_set
Output : net_mAP

2: total_mods← length(mod_set)
3: boxes← {}
4: for t := 1 to total_mods do

# the model detects the bounding boxes for an ob-
# ject

5: boxes← inference(img∀i, smt ) ∪ boxes
6: end for

# provides one final box from all overlapping boxes
7: final_boxes← NMS_or_NMW_or_WBF(boxes)
8: net_mAP← mAP(final_boxes, ground_truth_boxes)
9: return net_mAP

images have been converted to 3 channels JPG formatted
images. Besides, we have discarded the gray input images
from training. The data augmenter is used for horizontal
flips, vertical flips, and 90◦ rotation of the input images. The
Microsoft open-source Visual Object Tagging Tool2 (VoTT)
has been used for image annotation.

C. EXPERIMENTAL SETUP
The models are trained and validated using 2000 epochs and
200 steps per epoch to build them.3 On average, it takes
two and a half days in our system (system configuration
discussed below). Total 84 separate images have been used
for evaluating the average detection time and calculating

2VoTT:https://github.com/microsoft/vott
3All models have been built using Tensorflow https://www.tensorflow.org

and Keras https://keras.io/
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mAP4 for the objects. The overall mAPs are also computed
for each of the detection models, that are, FRCNN5 (VGG16
andResnet-50) and EfficientDet-B0.6 The codes aremodified
based on our requirements. A stacked ensemble technique
has been employed to combine the detection outcomes of
multiple detectors. As each detector gives us faces and guns
for the same image, combining multiple bounding boxes is a
problem. NMS7 is used to retain the largest bounding box for
an object, and NMW/WBF8 are used to obtain the weighted
averaged bounding box from all the predicted boxes. A sum-
mary of the details has been given in Table 1 (where ENSD-#
indicates the ensemble detection scheme).

TABLE 1. Configuration of different object detection schemes.

Furthermore, the proposed scheme of detection have been
validated on a few Hollywood movie clips taken from famous
action movies. It is observed that the proposed ensemble is
also working well on these videos.

D. SYSTEM CONFIGURATION
The work has been implemented using Python 3.6 and
Tensorflow-GPU 1.14 on an Intel(R) Core(TM) i7− 9750H
CPU (9th Gen.) 2.60GHz, 16GB RAM and 6 GB NVIDIA
GeForce RTX 2060with 64 bitsWindows 10Home operating
system.

Multiple types of detectors are used in ensemble either
using hard NMS or NMW or WBF at the post-processing
step. A visualization of the proposed NMS/NMW/WBF-
based ensemble (object) detection has been shown in Fig. 2.

V. RESULTS DISCUSSION AND ANALYSIS
As discussed in section III-G, different object detection tech-
niques have been implemented and compared based on the
mAP. Furthermore, the mAPs are computed at 0.5, 0.75, and
[0.5 : 0.95] to evaluate the model’s performance.

A. EVALUATION OF ENSEMBLE MODELS
The primary model have taken a significant time to achieve
best results (see Table 2). A comparison of the results
based on the calculated mAP (%) is given in Table 3. The

4mAP:https://github.com/Cartucho/mAP
5FRCNN:https://github.com/kbardool/keras-frcnn
6EfficientDet:https://github.com/xuannianz/EfficientDet
7NMS:https://github.com/bruceyang2012/nms_python
8NMW/WBF:https://github.com/ZFTurbo/Weighted-Boxes-Fusion

results suggest that the ensemble detection schemes out-
perform all three primary models based on mAP metrics.
Another observation is that post-detection combining tech-
niques play an important role in the final identification of
an object. The obtained mAP0.50 values are 77.02, 71.97,
63.59 and 62.11 for the ENSD-2+WBF, ENSD-3+NMW,
ENSD-1+NMS, and primary models, respectively. The per-
formance of all the used object detection techniques is poor
at mAP0.75; the possible reason could be less training. The
results of mAP[0.5:0.95] is similar to the findings at mAP0.50.
However, the overall results indicate a positive and consis-
tent trend for the proposed ensemble detection schemes. The
best of the best performances have been obtained with the
ENSD-2 and WBF combination. It provides us with 77.02,
15.49 and 29.73 mean average precision values at mAP0.50,
mAP0.75 and mAP[0.5:0.95]. The results give us the following
observations:

WBF ≻ NMW ≻ NMS ≻ Primary Models

TABLE 2. Training time taken by the primary models.

TABLE 3. Comparative mAP (%) results obtained using different object
detection schemes (higher is good).

The class-wise (that is, face and gun) performances at
mAP0.5 for the said best-performing detectors for NMS,
NMW, and WBF are shown in Fig. 3 (a)-(i). The average
precision plots for face class have been shown in Fig. 3 (a), (d)
and (g). Similarly, the average precision plots for gun class
have been depicted in Fig. 3 (b), (e) and (h). Again, the
overall results for each best performing ensemble detectors
are given in Fig. 3 (c), (f), and (i) for ENSD-1+NMS,
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FIGURE 3. Comparative analysis of best performing ensembles [model | ensemble | metric] on mean Average Precision (mAP0.5).

ENSD3+NMW and ENSD-2+WBF, respectively. The per-
formance of the proposed scheme has been well established,
as the ENSD-2+WBF achieves a mAP of 77.02 over the best
performing mAP of 62.11 of the primary model, FRCNN
ResNet50 (other used alternatives). The study is also val-
idated at mAP0.75 and mAP[0.5:0.95]. The improvements in
mAPs are 14.91, 3.91 and 6.99.

B. EVALUATION OF BOUNDING BOX ENSEMBLE
Usually, if the decision classes are numerical, the
majority-voting or weighted average is suitable for combin-
ing the ensemble outputs. As in our case, the output itself
is objects within an image; the methods mentioned earlier
do not fit. Even if the majority-voting strategy for object
identification has been implemented, it is difficult to detect
the appropriate bounding boxes with the highest coverage
area. Therefore, NMS, NMW, and WBF are used to retain
a single box from multiple bounding boxes around an object
at post-processing. The use of NMS at processing is not new.

However, the ensemble of FRCNN and EffcientDet object
detection architectures with NMWandWBF combining tech-
niques is the novelty of this paper, specifically in this domain.
Some test case images before and after the implementation
of ensemble combining techniques are shown in Fig. 4. The
Fig. 4 (a), (c), (e), and (g) are the test images obtained after
use of the ensemble detection scheme. It shows the ground
truth (annotated) boxes in blue and the predicted boxes in
red. Similarly, Fig. 4 (b), (d), (f), and (h) are the final images
with the final bounding boxes are in green, yellow, and
pink from NMS, NMW and, WBF, respectively. However,
the blue-colored ground truth bounding box is also added
for easy understanding. The images are given in two sets;
otherwise, the clarity of visualizing the comparison may be
diluted.

C. EXPERIMENT BASED ON REAL-WORLD MOVIE FRAMES
In this paper, multiple relevant examples have been examined
with our proposed ensemble detection scheme. The proposed
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FIGURE 4. Visualization of some test images with the ground truth (blue)
and predicted boxes (red); same images with final bounding boxes
obtained from NMS (green) / NMW (yellow) / WBF (pink) (subset of the
84 test images used in computing the mAP).

approach has been validated in different Hollywood action
movie clips. The Avengers9 (2012), Collateral10 (2004),
Mission Impossible11 (1996) and Deadpool12 (2016) movie
clips are taken from the YouTube. Some frames are shown
in Fig 5 (a)-(d) before applying the ensemble technique for
combining both the detections. From the example frames, it is
clear that in reality, if one detector fails to identify objects, the
possibility of detection increases using an ensemble approach

9The Avengers (2012):https://www.youtube.com/watch?v=HWUsqlUejts
(2:49–2:52 mins.)

10Collateral (2004):https://www.youtube.com/watch?v=EMS4lYA-hEo
11Internet Movie Firearms Database (Mission Impossible,

1996):http://www.imfdb.org/wiki/Mission:_Impossible_(1996)
12Deadpool (2016):https://www.youtube.com/watch?v=tLmStxxzhkI

of multiple types of detectors. Multiple uses of the same
detectors in the fixed experimental configurationmay provide
similar outcomes; thus, using multiple types of detectors to
bring diversity in the detection process. It is observed that
the trained FRCNN ResNet50 model provides better face
detection outcomes, and EffDet-B0 performs well in gun
detection based on our experimental setup (here, only two
detectors have been shown to avoid congestion based on
multiple overlapping boxes). The purpose of this depiction
is to realize the benefit of an ensemble detection scheme.

FIGURE 5. Combining of FRCNN ResNet50 and EffDet-B0 for ensemble
detection scheme-1 (ENSD-1).

D. EVALUATION BASED ON FRAMES PER SECONDS
The Frames Per Second (FPS) have been computed for all
the detectors used in this paper. The obtained FPS are 14, 3,
10 for the EffDet-B0, FRCNN-based ResNet50, and VGG16.
The test time for the ensemble detection schemes is some
of the time taken by its detectors. Thus, the computed FPS
is 3, 2, 6, and 3 for ensemble detectors ENSD-1, ENSD-2,
ENSD-3, and ENSD-4, respectively. There is a trade-off
between the mAP and the FPS. In Fig. 6, one can find the
FPS plots for all seven used detectors as green bars.

E. EVALUATION OF TEST TIME
Furthermore, the test time has been computed for three pri-
mary models and four ensemble models using the total 84 test
images. Particularly, the test time values for ensemble models
exclude the time taken by a combining technique (that is,
NMS, NMW, and WBF) as their contribution is in millisec-
onds (< 20 ms.). The obtained results are shown in the same
dual plots Fig. 6 using orange bars. The test time of EffDet-
B0 for a single image is better (0.06 sec.) than the ensemble
scheme ENSD-3 (0.17 sec.).
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FIGURE 6. Frames per second (FPS) and Test Time (sec/img) obtained
from different used detectors (Table 3).

The proposed work has shown empirical superiority over
non-ensemble methods. However, we feel that some of the
points need to be addressed in the continuation, which will
be the next work. Some of those issues are:

⋆ Dataset preparation, such as different types of image
augmentation, has not been examined

⋆ Detection of objects (faces and guns) in a low-light
scenario is not tested.

⋆ Currently, the frame rates are not very encouraging

VI. CONCLUSION
In this paper, rigorous empirical results show how a deep
learning-based framework can be used to find faces and
guns. It has been seen that the WBF-based ensemble object
detection scheme makes it easier to find faces and guns. But
the FRCNN architecture makes a model file that is 108 MB
in size, while EffDet-B0 only makes a 16 MB model file.
So, using EffDet with different sized EfficientNets as the
backbone of the lightweight ensemble could be helpful.
Again, FRCNN affects the FPS values in ensembles. It can
be addressed by using a primary detection architecture with a
faster frame rate. Even if the individual models are weak, their
ensemble performs better due to the inherent diversity. The
work can augment CCTV-based monitoring and transform it
into an intelligent surveillance system. The prime aim of the
work is to make society safer for our family and friends.

In the future, the work can be deployed for use in real-
time testing. There is scope for research on its reliability and
scalability in the real world. This can also be combined with
other violent and non-violent activities as well as detection of
other weapons (such as knives, swords, etc.) to make a more
robust intelligent surveillance mechanism. Thus, we can help
society become safer.
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