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ABSTRACT This paper introduces an elderly exercise evaluation system. To determine the quality of a
performed exercise, the authors propose a novel system to generate and use Spatio-Temporal Polychromatic
Trajectory (STPT) images. Usually, the elder people need to perform some exercises or take physiotherapy
in order to stay healthy both physically and mentally. It becomes difficult to evaluate the quality of their
exercise routine without the aid of a trained physiotherapist. The system aims to overcome this problem by
allowing elders to record their exercise videos using an easy-to-use Graphical User Interface and evaluate
the results. A dataset of 109 subjects performing four types of shoulder exercises several times was created.
The videos are labelled as correct or incorrect and an STPT image is generated from each video. Using our
newly introduced method, the movement of the elder person is projected into an image which can be input to
a Convolutional Neural Network (CNN). The dataset is further augmented to increase accuracy. Using our
proposed method, the best model achieved an F1 Score over 90% in three of the four exercises. The CNN is
trained based on these clips and the models are added to the backend of the interface. The proposed system
requires only an ordinary camera and a computer with an entry level GPU allowing it to be deployed at a
large scale.

INDEX TERMS Elderly assistance, exercise quality evaluation, deep learning, spatio-temporal polychro-
matic trajectory.

I. INTRODUCTION
The number of people aged 60 or above, more commonly
referred to as senior citizens, is on the rise globally. Currently,
they consist of around 9.3% of the world population [1].
World Health Organization projects that the elderly popu-
lation will rise to 22 percent by 2050 [2]. Senior citizens
become weaker as they age, and their body strength deterio-
rates swiftly if they do not maintain a proper exercise routine.
It becomes necessary for a caregiver to look after them or
aid them in certain tasks. As the number of elderly persons
is increasing, it will be more problematic to find people to
assist them. If they perform exercise regularly, it will aid

The associate editor coordinating the review of this manuscript and

approving it for publication was Senthil Kumar .

them both physically andmentally.Many of them also require
physiotherapy tomaintain their vigour. However, it is difficult
for them to evaluate if they have performed the exercise or
taken physiotherapy correctly.

Usually, a trained physiotherapist is required to evaluate
the quality of an exercise routine. To do this, the elderly
person will have to visit a physiotherapy centre and pay a
fee. He/She also has to take the hassle of commuting which
is difficult at this age. If the person wants to hire a physio-
therapist at home, that also comes with a huge cost. Also,
it is not guaranteed that there will be a sufficient number of
physiotherapists to cater to the needs of all the elderly per-
sons in a particular area. The problem of evaluating exercise
performance without the presence of a trained professional
needs to be resolved. This can be achieved by training
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an intelligent system which can provide a basic form of
detection. The system should be affordable and able to be
manufactured at scale. As seen in the work [3], a home device
can be very useful to elders. If we develop a home device to
monitor and evaluate the exercise of elderly people, it will
greatly benefit them.

Intelligent systems consist of technologies such as the
Internet of Things [4] (IoT), Artificial Intelligence [5] and
Computer Vision [6]. This work aims to deploy a system
that can combine these technologies and deploy a device
capable of detecting the quality of the exercise. The proposed
system requires just an ordinary camera (e.g. webcam, phone
camera) and a computer with minimal GPU acceleration.
To create such a detector, a good number of sample videos of
elderly persons exercising need to be collected first. For activ-
ity recognition, the body’s skeletal joints need to be detected
first. From the movement of the joints, it would be possible
to look further into the quality of the performed exercise.
In the proposedmethod, the relevant keypoints of the body are
detected, and a Spatio-Temporal Polychromatic Trajectory
(STPT) is plotted using the points. For example, if someone
moves their hand from a downward position to extending it
on one side and later to the top, a semicircular motion is
seen in the image. The system can be trained to differen-
tiate between correct and incorrect exercises. The proposed
method uses Convolutional Neural Network (CNN) [7] to
differentiate between these STPT images, thus turning this
into a Computer Vision problem. The system also contains
a graphical interface, enabling the elderly person to easily
select which exercise he/she wants to perform and follow on-
screen instructions. The software will take his video footage,
extract keypoints, generate the STPT image and evaluate his
exercise allowing the elderly person to evaluate his exercise
without putting much effort.

The main contributions of this work are:

• Determination of suitable exercises for elders
There are many types of exercises. Usually, physiothera-
pists suggest four general shoulder exercises, which are
easy to perform by an elderly person and have less risk
of injury.

• Creating a dataset for correct and incorrect exercises
To the best of our knowledge, there is no dataset for
the mentioned shoulder exercises that evaluates the exer-
cise’s quality. Thus, a dataset was constructed from
scratch, which can be used for further research in this
area.

• Training an intelligent system to distinguish the type
of exercise
Using the STPTs, a Convolutional Neural Network
(CNN) is trained to detect if the performed exercise is
correct or incorrect.

• Creating an application using the trained model
For ease of usage, the trained model is deployed with
an interface that can be operated easily to perform the
exercise and receive the results.

The rest of the paper is organized as follows - Section II dis-
cusses the existing works and the motivation for the proposed
system. Then the methodology of the proposed system is dis-
cussed in Section III. The results are discussed in Section IV.
Finally, Section V concludes the paper with a comprehensive
discussion and future scopes.

II. LITERATURE REVIEW
Elderly people become weak as they age. Physical activity
can contribute both to physical and mental health and keep
them strong. It can also prevent many diseases and make their
daily life better. However, it is tough for elderly people to
evaluate whether they have performed their exercises prop-
erly. This is why activity recognition is required to evaluate
whether an exercise is correct or incorrect. Some of the
related works are discussed in this section.

In the work [8], Zhi et al. developed a computer vision
system that automatically detects compensatory motions by
users of robotic stroke rehabilitation therapy. They worked
with nine stroke survivors and ten healthy patients. They
worked on three compensatory motions - Shoulder elevation,
Trunk rotation and Lean forward. Their approach requires a
depth camera (Microsoft Kinect) for detection purposes.

Lee et al. propose an automatedmethod [9] to access stroke
rehabilitation exercises both qualitatively and quantitatively.
They also used a Kinect sensor to take the joint positions and
extract features such as angle, trajectory, speed, acceleration
etc. Then these features are used by binary classifiers to
detect the movement quality and generate a performance
score. These were evaluated later by professional therapists.
However, these approaches are specially designed for stroke
rehabilitation patients but not for exercises performed by a
general elderly person.

Chen andYang developed a Pose Trainer [10]. The trainer’s
job is divided into two stages. The first one detects the body
pose of the person correctly, and the next task determines
how well the poses are. OpenPose [11] is used to detect
the body pose. The OpenPose model returns 18 keypoints
of the body & a corresponding confidence score, and then
the list of keypoints is fed into the machine learning model
to estimate the pose. The model tells how good the pose is.
For demonstration purposes, they fed a trimmed video clip
into the model and got the result correctly. A normalization
process is introduced to remove the distance from camera
ambiguity. Their posture evaluation is designed for exercises
that are more common for younger people. Also, in their
second approach, they worked with time-series data using
dynamic time warping (DTW). This is prone to noisy key-
points.

The detailed explanation of Dynamic Time Warping
(DTW) can be found in [12]. In this book, many algorithms
and applications are mentioned that are obtained from DTW.
The scopes and modeling are also presented which corre-
spond to motion retrieval. All of the body keypoints are not
equally important in making the decision in action recogni-
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TABLE 1. Comparison between various research.

tion. In this paper [13], the authors used feature weighting
in conjunction with DTW to determine which joint is most
important in which action. DTW is used to measure the
difference in features returned by two models.

The paper [14] focuses on recognizing specific actions
such as waving, punching and clapping using an exemplar-
based sequential signal-layered approach that utilizes
Dynamic Time Warping (DTW). To improve recognition
rates, a depth camera is used to track body parts and recover
joint information in 3D real-world coordinates. This paper
[15] proposes a method for recognizing human actions using
3D skeletal models. They used a feature called CF, based
on relative angles between body parts, which is refined by
OBRF (Observational Reduction Feature) and TVRF (Time
Variance Reduction Feature). This study [16] describes a
method for recognizing actions using skeletal data trained
from depth images. The proposed approach treats motion
sequences as multi-dimensional time series and uses the
Dynamic TimeWarping (DTW)metric to map the time series
to a vector space. In order to categorize human activities
utilizing wearable sensors on both actual data and syn-
thetic data, this research [17] developed a template selec-
tion strategy based on Dynamic Time Warping (DTW). The
author of this work [18] put up a technique for identifying
human activity based on the self-similarities of activities and
dynamic time warping (DTW). The proposed approach first
calculates self-similarities between adjacent action sequence
frames, chooses a reference sequence that perfectly captures
the action’s essential shape and motion, applies DTW to
compare each reference sequence to the test sequence, and
finally uses DTW as an action recognition feature. The study
[19] suggested a technique for identifying human activity
that combined Dynamic time warping and Laban movement
analysis (LMA). In this paper [20], the authors have used
Convolutional Neural Networks (CNN) alongside Support
Vector Machine (SVM) on the time series data for exercise
performance evaluation.

Based on the works discussed, it can be observed that there
are many approaches to recognizing motion and assessing
the quality of exercises or detecting compensation. However,
there seems to be no dataset that specifically assesses the
quality of exercise performed by elderly persons. Also, some
of the works [8], [9] depend on an external sensor like Kinect.
Our goal was to make the system widely available; this
would be possible by ensuring the system would work on
entry-level webcams or cheap IP cameras. As long as the
video has a resolution of at least 1280×720 pixels, sufficient

data will be available for processing. This setting is now
supported in most types of cameras found in the market.
Furthermore, it was decided to use Openpose [11] similar to
Pose Trainer [9]. After taking the keypoint data from Open-
pose, the system will generate our proposed Spatio-Temporal
Polychromatic Trajectory (STPT) images. Instead of using
time series data, we explore this alternate method of training
a CNN model using our newly introduced STPT images.
This allows for augmentation of the existing dataset and
is more robust to noisy keypoints. A comparison of the
above-mentioned works is shown in Table 1.

The proposedmethod is discussed in detail in the following
section.

III. METHODOLOGY
Older people need to do regular physical exercise to stay fit.
Some of them try to perform exercises but are unable to evalu-
ate their results. The proposed system can take their exercise
videos as input and detect if it is correct or incorrect. The
main challenge was to select exercises appropriate for older
persons. A dataset comprising exercise videos with perfect
and imperfect postures was created. As seen in Figure 1, from
the frames of these videos in 1(a), the body keypoints needed
to be extracted 1(b). We propose a novel system to gener-
ate Spatio-Temporal Polychromatic Trajectory (STPT) 1(c)
image from these frames. The images are put through the
detection network 1(d) to determine the exercise quality 1(e).
The steps are:
A) Representation of body key point data
B) Exercise selection & data collection
C) Process of creating Spatio-Temporal Polychromatic Tra-

jectory
D) Analyzing Spatio-Temporal Polychromatic Trajectory

for different exercises
E) User interface for exercise feedback

A. REPRESENTATION OF BODY KEY POINT DATA
A convenient way is required to make the computer under-
stand the change of body positions in each frame of the input
video. The first approach that came to mind is feeding the
video frames as images into a Convolution Neural Network.
But in this case, as multiple frames need to be input at once to
understand the sequential data, the input matrix will be huge
and computationally expensive. The body positions need to
be expressed using less memory. As a result, a model named
OpenPose [11] is used, which can be considered the state-
of-the-art approach for real-time human pose estimation. The
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FIGURE 1. Pipeline for processing a video.

FIGURE 2. Keypoints for Body_25.

code base is well-documented and open-sourced on Github.
Openpose is originally written in C++ and Caffe. It creates a
skeleton representation by detecting keypoints of the body in
an image.

The Body_25 output format by OpenPose [11] was
selected for this task. In this format, there are 25 different
body keypoints. Figure 2 shows the different body parts with
their assigned ID in Body_25. They are described in Table 2.

This output format is used in the proposed system, which
enables pose detection. Some examples are given in Figure 3
of running Openpose on the images obtained from both our
video feed and from online to demonstrate its capability on
complex backgrounds and varying lighting conditions.

B. EXERCISE SELECTION AND DATA COLLECTION
The authors visited The Physical Therapy and Rehabilitation
Centre (PTRC) in Uttara, Dhaka and Dhaka City Physiother-
apy Hospital in Jigatola, Dhaka, to determine which exercise

TABLE 2. Body_25 output format.

FIGURE 3. Openpose results on various lighting and environments.

routines would be most suitable for elderly people. After dis-
cussing with various physiotherapists, four shoulder-related
exercise routines were selected:

1) Arm flexion and extension
Steps:
a) Person extends hand forward
b) Raises hand 180 degrees upward
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FIGURE 4. Demonstration of Arm flexion and extension exercise.

FIGURE 5. Demonstration of Arm abduction and adduction exercise.

c) Retracts back down
d) Repeats steps a-c three times

2) Arm abduction and adduction
Steps:
a) Person extends hand sideways parallel to the ground
b) Raises hand 180 degrees upward
c) Retracts back down
d) Repeats steps a-c three times

3) Arm lateral and medial rotation
Steps:
a) Person sets the forearm forward parallel to the ground
b) Rotates hand 45 degrees to the side
c) Retracts back in the same way
d) Repeats steps a-c three times

4) Arm circumduction
Steps:
a) Person rotates the hand 360 degrees keeping it straight

and perpendicular to the ground
b) Repeats step a three times

The physiotherapists demonstrated these four types of
exercises as seen in Figures 4, 5, 6 & 7 and instructed how
to perform them correctly. They also showed the possible
incorrect ways an elderly person might do these exercises.

FIGURE 6. Demonstration of Arm lateral and medial rotation exercise.

FIGURE 7. Demonstration of Arm circumduction exercise.

TABLE 3. Age category of subjects.

Along with the examples demonstrated by them, similar
exercises performed by 109 other subjects were recorded.
As it is rare to find lots of people aged 60 or above who
are willing to perform exercises, middle-aged men and young
boys were also requested to do these exercise steps. The
number of people in each age category is seen in Table 3.
All of the subjects of the dataset are males. They provided
their consent to have their recorded video used in our dataset.
Many females were contacted as well. However, they were
hesitant to perform exercises in front of the camera due to
social norms. Since we could not obtain their consent, we did
not include them in our dataset. The length of the videos
ranges from 1 to 19 seconds. These clips are categorized as
‘‘Correct’’ or ‘‘Incorrect’’. In our practical experience, old
people contributedmore to the incorrect clips; further proving
our motivation.

A snapshot of the dataset is provided in Figure 8.

C. PROCESS OF CREATING SPATIO-TEMPORAL
POLYCHROMATIC TRAJECTORY
After capturing the videos, all of them were organized,
trimmed and labelled correctly. They are all converted to
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FIGURE 8. Exercise performed by various subjects.

the dimensions 1280 × 720 to achieve consistency. Then
the videos are fed into Openpose [11]. Openpose analyzes
each video frame and outputs the body key point positions
(pixel value on X-axis and Y-axis) into a JSON (JavaScript
Object Notation) file. The number of JSON files for each
video depends on its duration (number of frames).

After getting all of the JSON files from Openpose [11], the
important keypoints of the video were placed in an image cre-
ating a Spatio-Temporal Polychromatic Trajectory (STPT).
The body keypoints were used to extract features that would
be helpful for the detection of quality. Though Openpose
returns 25 body keypoints, it can be observed that only the
keypoints of the head, neck, mid-hip, shoulders, elbows and
wrists are enough for arm-related movements. The shoulder
exercises are performed mainly by the body’s upper portion,
and the lower portion does not move. So only these points are
used to evaluate the exercises.

When a person performs the exercise, his limbs create
a series of motions. In the case of exercises related to the
arms, the arm has to be moved from starting point to the
ending point following specific guidelines. When it moves,
the key point also moves in each frame. Since each exer-
cise has a different set of movements for the body joints,
the motion of the keypoints perfectly reflects the task of
the exercise. The proposed method aims to draw the move-
ments of limbs and use this as a learning technique for the
neural network to detect the exercise quality perfectly. For

example, the movements of joint 1 are drawn in Figure 12.
From the first frame, the location of the joint is received.
In the second frame, the new location of the same joint is
received and so forth. After getting the keypoints frame-by-
frame of a specific joint, a curve can be drawn from the
movement.

More information about the movement can be provided
to the network by incorporating direction. However, if the
curve consists of one colour, it is difficult to interpret the
direction of the movement, as seen in Figure 9(a). Curves 1
and 2 both seem similar. The curves can be made polychro-
matic by defining different colours for the arm moving in
the bottom-right direction (Curve 1) and top-left direction
(Curve 2) as seen in (b). The top-left corner of the screen
is denoted by (0,0) so that the positive x-direction is to
the right, and the positive y-direction is at the bottom. The
four possible cases are demonstrated in Table 4 with their
respective colours. Instead of a single coloured line, this
provides a better intuition in the image of how the motion has
occurred. Thus polychromatic trajectories help the network
better understand the quality of the movement.

It can be observed from Figure 10(a), the subject started his
movement of joint 1 from (x0, y0). According to the instruc-
tions, the hand should remain straight and within the same
plane throughout the exercise. When the hand is horizontal
position with respect to the ground, the position of joint 1 is
indicated as (x1, y1). As the origin(0,0) is at top left corner,
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FIGURE 9. Difference between monochromatic and polychromatic
trajectory.

TABLE 4. Direction colour chart.

here: x0 > x1, x = x1−x0 = negative. y0 > y1, y = y1−y0 =

negative. According to Table 4, if x = negative, y = negative;
then colour = yellow and direction = top-left.
In Figure 10(b), the starting point is (x0, y0) which is the

horizontal position with respect to the ground. The ending
position is (x1, y1). Here: x0 < x1, x = x1 − x0 = positive.
y0 > y1, y = y1−y0 = negative. According to Table 4, if x =

positive, y = negative; then colour = green and direction =

top-right.
In some specific exercises, stopping the hand in a particular

location ismandatory. It is also required to recognize that only
the wrist and elbow joints are moving. The remaining joints
should be standstill. However, it is not possible to determine
the halting points by using single-coloured trajectories. In our
trajectory generation algorithm,we determined the halt points
accurately and plotted those points with a separate distinctive
colour (blue). In Figure 11, the monochromatic trajectories
look similar, although there were some stopping positions
within the trajectory. But on the right side, it can be noticed
that the halt points are detected correctly and coloured blue.
And there is a colour changing from yellow to green because
the colours change with the direction, for instance, transition-
ing from top-left to top-right.

The process followed by the system is given below:

i) Creates a blank black image
ii) Draws a line on the image using two adjacent points

returned by Openpose from the exercise video. The
colour of the line depends on the direction of the move-
ment.

iii) If a key point stays around the same area for a series of
frames then marks that point with a blue circle.

D. ANALYZING SPATIO-TEMPORAL POLYCHROMATIC
TRAJECTORY FOR DIFFERENT EXERCISES
As different exercises have different series of motions, these
exercises will generate different-looking STPTs. For the

‘‘Arm lateral and medial rotation’’ exercise, joint 1 is allowed
to move. The forearm should be kept straight. Joint 2 is
allowed to move as well for the other exercises. The hand
should remain straight for those. It is imperative to keep the
other body parts still. When the person is able to maintain this
and perform the exercise while keeping a camera in front of
him, his STPT image corresponds to the correct samples. But
if he/she does not maintain the guideline properly, the STPT
images have irregular and arbitrary shapes, as seen in the
incorrect samples. In those images, many randommovements
of the hand and body can be seen, which are prohibited for
exercise. (The STPT images demonstrated below have been
cropped to highlight the regions of interest.)

1) ARM FLEXION AND EXTENSION
In this exercise, the hand moves in the forward direction of
the body. Figure 12 is showing two movement lines coloured
by yellow (top-left and top direction) and green (top-right
direction) which is the first part of the exercise. The still
points are blue dots where the hand (keypoints of wrist, elbow
and shoulder) remained in the same area for some time.

Sample STPT images of the exercise can be seen in
Figures 13 and 14. In the correct samples, there is a vertical
line from the starting point to the ending point, while in the
incorrect samples, there are deviations.

2) ARM ABDUCTION AND ADDUCTION
In this exercise it can be observed from Figure 15 that there
are two movement curves coloured by yellow (top-left direc-
tion) and green (top-right direction). The keypoints marked
with blue dots remained still for some time. Figure 15(c)
represents the end of the first stage of this exercise as the
hand reaches the top. From the image samples demonstrated
in Figures 16 and 17, it can be seen if the hand is not properly
moved sideways, the image exhibits irregular lines and abrupt
patterns.

3) ARM LATERAL AND MEDIAL ROTATION
This exercise mostly concerns the movement of the forearm.
Figure 18 shows three movement lines. In Figure 18(b) it is
coloured yellow (top-left direction). Figure 18(c) is coloured
orange (bottom-left direction) and finally Figure 18(d) is
shown in green (top-right direction). As seen in Figures 19
and 20, in the correct samples, a vertical line is first created
towards the top, and then a horizontal line forms sideways.
But irregular curving lines are displayed in the incorrect
samples if the movement is not done properly.

4) ARM CIRCUMDUCTION
For the last exercise type, the hand might rotate either from
the front of the person to the back or in the opposite path.
It should be kept straight, and the rotation should maintain
a proper angle perpendicular to the ground at every point,
as observed in Figure 21. A well-shaped oval is generated in
the STPT image for a perfect rotation, as seen in the correct
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FIGURE 10. Demonstration of direction calculation.

FIGURE 11. Demonstration of Stopping points.

samples in Figure 22. Otherwise, the circle will be distorted,
showing incorrect exercise characteristics in Figure 23.
From the discussion, it can be concluded that each STPT

image contains the features of the videos, which will be
beneficial for analyzing the movement of the videos. After
getting all of the images of correct and incorrect exercise
videos, these images were input into a Convolutional Neural
Network (CNN) [7] to extract the features from the image and
classify each clip.

5) TRAINING THE STPT IMAGES USING CNN
After generating the STPT image dataset by using all of
the exercise videos, these images are fed into a CNN to
classify which image is for the correct exercise and which
one is incorrect. The tests were run on the CNN architec-
tures - ResNet50_V2 [21], MobileNetV2 [22] and Efficient-
NetB0 [23].

As the dataset is relatively small and these images still have
a complicated outlook because of the features, they caused

some overfitting in the initial training. Data augmentationwas
applied to solve this problem.

List of augmentations:

1) Horizontal flip:Makes sure the dataset is balanced with
both left and right-hand exercise footage.

2) Random Zoom: Takes into account the various dis-
tances of the user from the camera.

3) Rotation: Mimics the subtle changes in camera angle.

Adding the augmented images to the dataset increased its size
by six-eight times and helped achieve better training results.
The details of the training are discussed in the ‘‘Results
section’’.

E. USER INTERFACE FOR EXERCISE FEEDBACK
After training the models, the next step is to deploy them in
a central system for exercise quality inference. A Graphical
User Interface is created using PyQt5. The screens are dis-
cussed below:

1) MAIN SCREEN
As seen in Figure 24, the four exercises are shown side by
side along with GIF animations of them being performed so
that the elderly person can easily recall what to do in each
exercise. The user can choose which exercise he/she wants to
perform and click on ‘‘Start Exercise’’.

2) EXERCISE INSTRUCTIONS
Each exercise can consist of one or more steps, and
the user is instructed on what to do in the first step.
Figure 25 shows the instruction for ‘‘Arm circumduction’’.
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FIGURE 12. Motion curve shown over subject performing Arm flexion and extension exercise.

FIGURE 13. STPT images of correct samples of Arm flexion and extension exercise.

FIGURE 14. STPT images of incorrect samples of Arm flexion and extension exercise.

After reading the instruction, the user can click ‘‘Start’’.
Then the system performs the steps shown in Figure 26.
It uses the Pyttsx3 library for voice commands. The system

calculates if |yleft-wrist − yleft-wrist|, |x left-shoulder − x left-wrist|
and |xright-shoulder − xright-wrist| are under a threshold value
to determine if the user’s pose is similar to Figure 27. Once
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FIGURE 15. Motion curve shown over subject performing Arm abduction and adduction exercise.

FIGURE 16. STPT images of correct samples of Arm abduction and adduction exercise.

FIGURE 17. STPT images of incorrect samples of Arm abduction and adduction exercise.

this is confirmed, it starts the exercise and then creates
Spatio-Temporal Polychromatic Trajectory (STPT) images.
Finally, it infers the images to detect the exercise quality and
provides feedback.

3) RESULTS SCREEN
If the user performs the exercise well and gets a correct score
above 70% from the model, he/she is congratulated, men-
tioning his/her high score as shown in Figure 28 (a), while if
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FIGURE 18. Motion curve shown over subject performing Arm lateral and medial rotation exercise.

FIGURE 19. STPT images of correct samples of Arm lateral and medial rotation.

FIGURE 20. STPT images of incorrect samples of Arm lateral and medial rotation.

the exercise was not properly performed, it is mentioned that
he/she got a low score and is given tips about how to improve
it in (b).

4) INCORRECT EXERCISE METRICS
To further aid the person in amending his incorrect exercise,
the JSON data of the keyframes are taken and the system uses

these to calculate hand-crafted features to provide the user
feedback. This helps in understanding what issues might be
causing the user to get a low score. Based on these metrics,
the system provides suggestions in the GUI at the end of
the exercise on how to do well on the next try. However,
these hand-crafted features are not defined explicitly in the
STPT image and the calculation does not directly impact the
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FIGURE 21. Motion curve shown over subject performing Arm circumduction exercise.

FIGURE 22. STPT images of correct samples of Arm circumduction exercise.

FIGURE 23. STPT images of incorrect samples of Arm circumduction exercise.

trained model’s evaluation. The incorrect exercise metrics are
analyzed as follows:

For ‘‘Arm flexion and extension’’, ‘‘Arm abduction and
adduction’’ and ‘‘Arm circumduction’’ exercises, the system
checks if the user’s hand was bent by calculating how many

frames were the points of the wrist, elbow and shoulder joints
on the same line. The steps performed by the system are:
1) Takes the values xwrist, ywrist, xelbow, yelbow, xshoulder and

yshoulder.
2) Calculates Areatriangle formed by these points.
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FIGURE 24. Welcome page of Exercise GUI.

FIGURE 25. Instructions on how to perform the first part of an exercise.

FIGURE 26. Exercise instruction steps.

3) Checks if Areatriangle is below the threshold.
4) Calculates steps 1-3 for each hand in each frame and

checks if the number of frames where the hand deviated
is below the threshold.

FIGURE 27. Checking if the user is in position to start exercise.

For the ‘‘Arm abduction and adduction’’ exercise, the sys-
tem checks if the user’s hand is parallel to the ground in
the middle part of the exercise by calculating the difference
in Y-axis values of the hand, elbow and shoulder for those
frames. The steps are:

1) Takes the values ywrist, yelbow and yshoulder.
2) Calculates Total_difference= |ywrist−yelbow| + |yelbow−

yshoulder|
3) Checks if Total_difference is below the threshold.
4) Calculates steps 1-3 for each hand in each frame and

checks if the number of frames where the hand was
parallel to the ground is above the threshold.

Similarly, for the ‘‘Arm lateral and medial rotation’’ exer-
cise, the system also checks if the user’s forearm (not the
entire hand) is parallel to the ground. This is checked for
the whole exercise instead of just the middle part like ‘‘Arm
abduction and adduction’’ exercise. The steps are:

1) Takes the values ywrist and yelbow.
2) Calculates |ywrist − yelbow| and checks if value is below

the threshold.
3) Calculates steps 1 and 2 for each hand in each frame

and checks if the number of frames where the hand was
parallel to the ground is above the threshold.

For the ‘‘Arm lateral and medial rotation’’ exercise, the sys-
tem also checks if the user’s elbow is close to the body
(by checking difference between the midpoint of the elbow
and wrist with the midpoint of the mid hip and neck) and
orthogonal to the ground during the whole exercise. The steps
are:

1) Takes the values xelbow, xshoulder, xneck and xmid hip.
2) Calculates Total_difference = |xwrist − xelbow| +

|
xwrist+xelbow

2 −
xmid hip+xneck

2 |

3) Checks if Total_difference is below the threshold.
4) Calculates steps 1-3 for each hand in each frame and

checks if the number of frames where the forearm devi-
ated is below the threshold.

The threshold values are set empirically. Using these met-
rics, the user is informed if his/her hand was in the proper
position during the exercise.
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FIGURE 28. Results of a correct and incorrect exercise.

IV. RESULTS
Videos of 109 subjects performing different exercises have
been collected and processed to create Spatio-Temporal Poly-
chromatic Trajectories (STPT). These were used to train and
evaluate how accurately the classifier is able to differentiate
between good and bad exercises. The results of exercise
quality detection are discussed in detail below.

The STPT images generated from the keypoints extracted
by Openpose from the videos have a resolution of 1280 ×

720. They were initially resized to 224 × 224 and
fed to the Convolution Neural Network (CNN) classi-
fier. The architectures used for the base model in training
are ResNet50_V2 [21], MobileNetV2 [22] and Efficient-
NetB0 [23]. The top layer was removed, and a global average
pooling layer was added, followed by some dense layers,
dropouts and batch normalization.

Table 5 shows the number of correct and incorrect clips
obtained for each exercise. The STPT images were obtained
from the original clips by running through Openpose and then
they were augmented by randomly performing horizontal
flip, rotation and zoom. For the validation set, 10 correct
and 10 incorrect images were kept aside from the original
dataset. They were augmented to increase the sizes by six
times. For the test set, 20 correct and 20 incorrect images
were set aside with no augmentation. The rest were used for
training. The training set was augmented, and its size was
increased by six or eight times depending on the exercise. The
final number of STPT train images including augmentation
is kept as such so that the quantity of correct and incorrect
images is similar, ensuring a balanced dataset. The number
of images distributed to train, validation and test is shown in
Table 6.

Each of the three different architectures was taken, and the
top layer was removed and modified according to Figure 29
for training on each exercise. A pooling layer and some dense
layers were added after the base architecture. Except for
the last one, the number and hidden units of dense layers
were selected by trial and error until the best possible results
were achieved. Dropouts were after some layers to reduce
overfitting. Table 7 shows the training parameters for each

exercise. Tensorflow 2.6 [24] was used to implement these,
and the training device consists of AMD Ryzen 5900× CPU,
64 GB RAM and NVIDIA RTX 3080 GPU.

After the model was trained, the achieved training, and
validation accuracy is shown in Table 8. It can be seen that the
training accuracy achieved in all four exercises between the
three base architectures is equal or above 90%, reaching up
to 97%. For validation accuracy, the second, third and fourth
exercises ranged from 90% to 93%, while in the first exercise,
94% to 97% was achieved. The best training accuracy was
achieved by ResNet_V2 [21] in all the exercises except for
‘‘Arm abduction and adduction’’, where EfficientNetB0 [23]
performed the best. The validation accuracy is close for each
exercise between the three base architectures.

The models were evaluated with a test set of 20 correct and
20 incorrect STPT images for each exercise. The results are
displayed in Table 9. The formula is provided for each of
the metrics where TP = True Positive, TN = True Negative,
FP = False Positive, FN = False Negative:

Test Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 Score =
2 × Precision × Recall
Precision + Recall

=
2 × TP

2 × TP + FP + FN

In the first exercise and second exercises, the best F1 Score
is achieved by EfficientNetB0 [23] and MobileNetV2 [22].
In the last two exercises, it is achieved by ResNet50_V2
[21]. While in the first, third and fourth exercise, at least
one architecture achieved an F1 Score of over 90%, for the
‘‘Arm abduction and adduction’’ exercise the scores ranged
only from 0.865 to 0.88.
Comparison With Other Works: The results are first com-

pared with ‘‘Pose Trainer: Correcting Exercise Posture using
Pose Estimation’’ [8] as they have similarly extracted the
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TABLE 5. Number of video clips.

TABLE 6. Number of train, validation and test images.

FIGURE 29. Network architectures for a) Arm flexion and extension, b) Arm abduction and adduction exercise, c) Arm lateral and medial rotation and
d) Arm circumduction.

TABLE 7. Network parameters for training.

TABLE 8. Training and validation accuracy.

keypoints using Openpose. Openpose only utilizes a simple
camera and does not require any separate sensor to obtain 2D
body keypoints.

In paper [8], they have detected the quality of four exer-
cises: i) Bicep Curl, ii) Front Raise, iii) Shoulder Shrug, and
iv) Shoulder Press. It should be noted that these exercises do
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TABLE 9. Test results.

TABLE 10. Comparison of other’s work vs proposed method.

not directly match the ones in the proposed method as they
are not suitable for an elderly person. In spite of that, it can be
seen in Table 10 that the achieved results are comparable with
them. They achieved the best Precision, Recall and F1 Score
in the ‘‘Front Raise’’ exercise, in which all are equal to 1.0.
While the worst score was from Shoulder Press, being 0.76,
0.73 and 0.73, respectively. The proposed method achieved
the best test results from the ‘‘Arm circumduction’’ exercise,
which are 1.0, 0.95 and 0.974, respectively. The Precision,
Recall and F1 Scores of the next best exercise are 0.95,
0.95 and 0.95. It can be observed that the lowest result is
from the ‘‘Arm abduction and adduction’’, which has scores
of 0.826, 0.95 and 0.88, respectively. This is still better than
their lowest and close to their ‘‘Shoulder Shrug’’ and ‘‘Bicep
Curl’’ exercises. This shows that while their method might
work well only for the ‘‘Front Raise’’ exercise, the proposed
method generalizes well to all types of exercises.

The results are then compared with ‘‘Learning to Assess
the Quality of Stroke Rehabilitation Exercises’’ [9]. They
have used a separate Kinect sensor which can capture depth
information. They also evaluated exercise quality similar to
the proposed method. The F1 Score of the proposed method
is comparable to their ROM (Range of Motion) as it calcu-
lates the amount of movement around a specific joint. For
their exercise 1, 2 and 3, these scores are 0.9442 ± 0.1019,
0.8367 ± 0.2874 and 0.7854 ± 0.2405 respectively for their

proposed approach as depicted in Table 10. Comparing these
to the proposed method’s highest F1 Scores for each exercise,
it can be seen that the F1 Score for ‘‘Arm lateral and medial
rotation’’ & ‘‘Arm circumduction’’ is close to their best result
as they are 0.95 and 0.974, respectively. Moreover, the lowest
best F1 Score is from ‘‘Arm abduction and adduction’’, which
is 0.88, comparable to their second-highest score and much
higher than their lowest one.

Furthermore, the proposed method can be compared with
‘‘Automatic Detection of Compensation During Robotic
Stroke Rehabilitation Therapy’’ [10]. However, they have
performed classification on compensation type, and in this
work, exercise quality is classified. They have also used
data from Kinect sensors similar to the compared previous
work [9]. They classified using both SVM and RNN and
got the following results for their three compensations LF
(Lean forward), TR (Trunk Rotation), SE (Shoulder eleva-
tion) and NC (No compensation). For healthy groups, it can
be observed in Table 10 that from SVM, they got a weighted
average of Precision, Recall, F1 Score of 0.73, 0.78 and 0.74,
and from RNN, they similarly got 0.74, 0.76 and 0.74. For
the patient groups, they got better results. From SVM they got
0.86, 0.88 and 0.8, and fromRNN, they got 0.87, 0.9 and 0.88.
If these are compared with the proposed method’s results,
in the first, third and fourth exercises, the proposed method
got better results than their best result (RNN Patient Group).

VOLUME 11, 2023 37973



R. Ahmed et al.: STPT: Spatio-Temporal Polychromatic Trajectory Based Elderly Exercise Evaluation System

The Precision, Recall, F1 Scores are 0.90, 0.95 & 0.927; 0.95,
0.95& 0.95 and 1.0, 0.95& 0.974, respectively for these three
exercises. The ‘‘Arm abduction and adduction’’ exercise has
a similar score to their best score with 0.826, 0.95 & 0.88,
respectively.

The proposed method has performed on par or better than
other mentioned methods in most exercises (‘‘Arm flexion
and extension’’, ‘‘Arm lateral and medial rotation’’ & ‘‘Arm
circumduction’’). One of the reasons the proposed method
performs better is that it took on a sequential problem which
is mainly approached using RNNs, and converted it into a
computer vision task. The generated Spatio-Temporal Poly-
chromatic Trajectories (STPT) give the machine a clear idea
of the motion and can be analyzed easily using CNNs. The
data can also be easily augmented, which is more challenging
for sequential datasets. Also, the length of the video, in this
case, becomes less relevant as the whole video is projected
onto an STPT image. The proposed method is observed to
perform better if the dataset is expanded by augmentation.

V. CONCLUSION
This paper demonstrates an automated exercise feedback
system for elders by taking the keypoints from the body in
each frame, generating a newly proposed Spatio-Temporal
Polychromatic Trajectory (STPT) image using the data and
inferencing it through a CNN model [7]. The aim is to plot
the temporal data onto a 2D image to make it easier to classify
the quality of the exercise in the video. We designed the
STPT image to incorporate both the motion trajectory and
the direction, giving a clear overview of the exercise. Some
incorrect exercise metrics were also implemented to provide
essential feedback to the elderly person, and a graphical user
interface was designed to increase the system’s usability.
The goal is to use this system to perform exercises and get
feedback without the help of a doctor or physician, especially
for elderly people. The interface is easy to understand, so they
can learn to use it intuitively. Though four general-purpose
shoulder exercises were demonstrated in this work, the pro-
posed method will incorporate more exercises in the future.
Especially exercises that are prescribed for specific diseases.
There is scope for improvement by investigating methods to
increase the accuracy of exercise routines like ‘‘Arm abduc-
tion and adduction’’ in the future. The system can be deployed
commercially on a large scale for nursing homes or hospitals.
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