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ABSTRACT With the rapid development of deep learning technology, the accuracy of image semantic
segmentation tasks has been greatly improved. However, indoor RGB-D semantic segmentation remains a
challenging problem because of the complexity of indoor environments. The emergence of depth sensors
makes depth information gradually used to improve the effect of semantic segmentation. The splicing of
weights such as between the RGB features and the depth features which are used as the input features of
the neural network can effectively improve the accuracy of the indoor semantic segmentation tasks. Most
previous researches focused on improving the performance of semantic segmentation by adjusting the struc-
ture of convolutional neural network. These researches have either added attention mechanism or performed
data augmentation on input features, but they didn’t make full use of the boundary information and the
texture information of the original RGB image. In this paper, we propose a semantic segmentation algorithm
for RGB-D images based on Non-symmetry and Anti-packing pattern representation Model (NAM). The
core idea of the proposed algorithm is to take the channel-wise concatenation of pre-segmentation labels
provided by the traditional hierarchical image segmentation and RGB-D features as the input of the neural
network so as to guide the semantic segmentation tasks. The extensive experiments are conducted on the
popular indoor RGB-D semantic segmentation datasets. When compared with the state-of-art algorithms, the
experimental results presented in this paper show that our proposed method has improved the performance
of image semantic segmentation networks on several popular neural network architectures.

INDEX TERMS Deep learning, hierarchical image segmentation, image representation, NAM, RGB-D, and
semantic segmentation.

I. INTRODUCTION

Semantic segmentation plays a significant role in computer
vision research. It refers to identifying images at the pixel
level, that is marking the object category to which each pixel
in the image belongs. At present, semantic segmentation has
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been widely used in intelligent tasks such as auto-driving,
robots perception, and medical image diagnosis [1], [2], [3],
[4], [5]. In recent years, the image segmentation methods
based on deep learning have developed rapidly. Since Shel-
hamer et al. [6] proposed the Fully Convolutional Neural net-
works (FCNs), the Convolutional Neural Networks (CNNs)
have achieved impressive results in semantic segmentation
tasks. Thus, they are widely applied in the field of semantic
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FIGURE 1. Semantic segmentation task of indoor scenes. (a) RGB raw image; (b) depth image; (c) HHA-encoded image; (d) NAMLab

regions labels with 60th layers; (e) semantic segmentation labels.

segmentation. The researchers have proposed some famous
neural network backbones such as AlexNet [7], VGGNet [8],
and ResNet [9].

Semantic scene perception and understanding are two cru-
cial tasks for mobile robots operating in various environ-
ments. However, the semantic segmentation of indoor scenes
remains a challenging problem due to the complexity of
indoor environments. For example, the changes in indoor
lighting and occlusion between objects can easily cause a
large number of pixels to be misclassified, thus affecting the
final semantic segmentation result. With the widespread use
of the depth sensors [10], the availability of the RGB-D data
has driven the advances in RGB-D semantic segmentation.
The RGB features describe the appearance of the information
such as the object color and the brightness, while the depth
features contain information related to the distance to the
surface of the objects in the viewpoint scene. In recent years,
some studies [11], [12], [13] combined the color information
and the depth information as the input of the convolutional
neural networks, hence they achieved good segmentation
results.

In the indoor semantic segmentation researches, many
studies in recent years have focused on mining the com-
plementary information of the RGB color features and the
depth features in the space and the shape, but these researches
have ignored the inherent boundary features and the texture
features of the indoor objects. Hence, they have failed to fully
mine the complementary information between the texture, the
shape and the color features in the original RGB image. How-
ever, a hierarchical image segmentation framework based
on Non-symmetry and Anti-packing pattern representation
Model (NAM) was proposed to divide an original image into
layers with different regions according to various features of
the image [14].

In the light of the above problem, by combining the RGB
color features and the depth features, we propose a novel
semantic segmentation algorithm for RGB-D images based
on Non-symmetry and Anti-packing pattern representation
model called NAMLab. The proposed algorithm firstly makes
the image pixels merge into NAMLab blocks quickly and effi-
ciently by defining the color difference of two pixels based on
the Euclidean distance in Lab color space. Secondly, the algo-
rithm defines the dissimilarity between two NAMLab-based
regions and iteratively executing NAMLab-based merging
algorithm of adjacent regions into larger ones to progressively
generate a segmentation dendrogram. Finally, the hierarchical
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segmentation labels are extracted from the dendrogram.
Moreover, in our proposed algorithm, the labels are added
to the multi-channel input of the convolutional neural net-
work. The hierarchical block labels generated by the NAM-
Lab algorithm provide multi-layer boundary features of
the objects in the image, which can effectively guide the
semantic segmentation task. This strategy improves the
performance of semantic segmentation tasks by adding
channel-level features to the input of the neural network,
which can be easily applied to most convolutional neural
networks.

Fig.1 explains the semantic segmentation task of indoor
scenes, from which the depth information ignores the inherent
boundary features and the shape features of the objects them-
selves, while the proposed NAM region labels notice more
details.

To verify the efficiency of our proposed technique, a thor-
ough analysis has been conducted on the RGB-D image
semantic segmentation benchmark NYUDv2 [15]. Mean-
while, we apply the proposed strategy to five popular seman-
tic segmentation architectures. The main innovations of this
paper are reflected in the following aspects:

Firstly, we propose a semantic segmentation strategy
guided by NAM features to deal with indoor RGB-D semantic
segmentation task.

Secondly, the NAM hierarchical features, the RGB fea-
tures, and the depth features are channel-wise concatenated as
the input of the neural network. By combining the advantages
of the traditional image segmentation method with the advan-
tages of the deep learning-based image semantic segmenta-
tion method, the performance of semantic segmentation tasks
has been improved.

Finally, the experimental results presented show that the
strategy proposed in this paper can effectively improve the
performance of semantic segmentation tasks and also show
better segmentation results on the popular RGB-D image
datasets. In addition, the proposed strategy can be easily
applied to different semantic segmentation networks.

The rest of the paper is organized as follows. Section II
presents the related works about the image semantic segmen-
tation and hierarchical image segmentation. In section III,
a novel semantic segmentation algorithm for RGB-D images
based on NAMLab model is described in details. Section IV
presents the experimental results of our algorithm compared
with the state-of-the-art algorithms. The conclusion and the
possible future work are presented in section V.
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Il. RELATED WORKS

A. IMAGE SEMANTIC SEGMENTATION BASED ON
CONVOLUTIONAL NEURAL NETWORK

Since Shelhamer et al. [6] proposed the FCN, the convolu-
tional neural networks have been widely used in the tasks
of semantic segmentation. The FCN replaces the fully con-
nected layer in the classification network with a convolu-
tional layer, hence the FCN can input an original image
with any size, and then generate an output of the corre-
sponding size through up-sampling. However, the convolu-
tion and pooling operations of the CNN greatly reduce the
resolution and the size of the original image, resulting in
loss of details. In response to this problem, Liu et al. [16]
proposed the ParseNet, which improved the FCN by adding
the context modules to obtain global information. Also, based
on the FCN, Ronneberger et al. [17] proposed the U-Net.
The U-shaped network structure down-samples four times
in the encoder, and up-samples four times accordingly in
the decoder. In the same stage, it adopts a skip connection
structure instead of direct supervision on high-level semantic
features. The high-level semantic feature map is restored
to the resolution of the original image, thereby simultane-
ously acquiring the contextual information and the location
information. Zhao et al. [18] proposed the Pyramid Scene
Parsing Network (PSPNet), which uses a feature extractor
with a dilated network strategy to extract the patterns from
the input images and aggregate the contextual information
from different regions. In the field of image semantic segmen-
tation, one of the most famous frameworks is the DeepLab
series. The DeepLab [19] used the atrous convolution kernels
to avoid the information loss caused by max-pooling and
down-sampling in the Deep Convolutional Neural Network
(DCNN). It adopted the Conditional Random Field (CRF)
to improve the model’s ability of capturing the fine details.
Then, the DeepLab V2 [20] used the Atrous Spatial Pyramid
Pooling (ASPP), which in turn used multiple atrous con-
volutions with different sampling rates to integrate multi-
scale features. Also, the ResNet was replaced with VGG16
in the DeepLab V2 and multiple astrous convolution kernels
of different sampling rates were used to extract features. The
DeepLab V3 [21] removed the CRF, improved the ASPP
module, and reviewed atrous convolution. It expanded the
receptive field to extract multi-scale information under the
cascade module and the pyramid pooling framework. The
DeepLab V34 [22] further extended DeepLab V3 by adopt-
ing the Xception model in the semantic segmentation task
and using the Spatial Pyramid Pooling (SPP) module in the
encoder-decoder structure. The encoder gradually reduced
the feature map to extract rich semantic information, and the
decoder restored it.

B. HIERARCHICAL IMAGE SEGMENTATION

Compared with the image segmentation methods based on
deep learning, the traditional image segmentation methods
payed more attention to mining the color difference between
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sub-regions, the complementary information, and the hier-
archical information between the texture and the shape fea-
tures. In fact, the traditional image segmentation methods can
effectively make up for the shortcomings of deep learning
methods. There is now broad agreement that the perfor-
mance of deep learning based segmentation algorithms is
plateauing, especially in certain application domains such as
medical image analysis [23]. To advance to the next level
of performance, the authors in [23] thought that there is a
need to further explore the combination of the CNN-based
image segmentation models with the prominent ““classical”
model-based image segmentation methods. The integration
of the CNNs with the graphical models has been studied, but
the integration with active contours, graph cuts, and other
segmentation models was fairly recent and deserved further
work [23].

The popular Mean-Shift algorithm (MShift) [24], the
Graph-based Image Segmentation algorithm (GBIS) [25] and
the Multiscale Normalized Cut algorithm (MNCut) [26] were
actually looking for an optimal segmentation of a given
image. Although many new image segmentation algorithms
have been proposed, how to effectively segment an image into
regions that are ‘““meaningful” to the human visual perception
and ensure that the segmented regions are consistent at differ-
ent resolutions is still a very challenging task up to now.

Most of the previous traditional image segmentation meth-
ods can only generate a single segmentation result. How-
ever, some researchers believe that multi-layer segmentation
results with different target segmentation numbers may be
able to better segment images. Syu et al. [27] put forward
a hierarchical segmentation framework based on iterative
contraction and merging. They stated that an algorithm that
can only generate unique segmentation result may not be a
suitable approach. Arbeldez et al. [28] put forward a gPb-
OWT-UCM algorithm for hierarchical image segmentation.
The algorithm first calculated the possibility of each pixel
as a boundary through gPb. Then, the OWT transformed the
gPb result into multiple closed regions. Finally, the UCM
converted the above regions set into a hierarchical tree.

Inspired by the idea of the NAMLab and the ‘“global-
first” invariant perceptual theory, Zheng et al. [14] proposed
a totally different framework for hierarchical image segmen-
tation as they did not need to use the definition of the affinity
value which was usually used in the energy functions and
the graph Laplacian matrices. Also, they put forward a fast
NAMLab-based algorithm for hierarchical image segmen-
tation which, however, was also a traditional segmentation
method.

C. IMAGE SEMANTIC SEGMENTATION BASED ON FUSION
OF DEPTH FEATURES AND RGB FEATURES

With the wide application of depth sensors, researchers
can easily obtain the depth information in the scene. The
research on RGB-D images has also made great progress.
In the current RGB-D image semantic segmentation tasks,
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the researchers have devoted themselves to three types of
methods. The first type is to propose a strategy to fuse the
depth features and the RGB features. The second type is
to design a dedicated network architecture for the RGB-D
data [13], [29]. And the third type is to design the structure
of augmenting or replacing convolutional layers [30], [31].
However, our proposed strategy in this paper belongs to the
first category.

As for the first category, Couprie et al. [32] proposed a
pre-fusion method, which was a channel-level stitching of the
RGB features and the depth features of the image as the input
of the convolutional neural network. Gupta et al. [33] pro-
posed an encoding method which converted a single-channel
depth image to three-channel images by extracting Horizontal
disparity, Height above ground, and the Angle of the pixel’s
local surface normal (HHA). The fusion could better guide
indoor semantic segmentation task. The FuseNet [34] and the
RedNet [35] fused the deep features into the RGB encoders,
which followed the intuition that using the complementary
depth information could further enhance the semantically
richer RGB features.

As for the second category, Jiang et al. [35] proposed a
gate fusion method that fused multi-level features from the
backbone stage. Fooladgar and Kasaei [29] proposed an effi-
cient encoder-decoder model with an attention-based fusion
block to integrate the interaction between the feature maps of
the depth mode and the RGB mode. Hu et al. [13] proposed
an attention complementary network to selectively collect the
features from the RGB and the depth branches.

As for the third category, Chen et al. [36] proposed the
depth-aware convolutions based on the handcrafted Gaussian
functions to weight pixels by exploiting the depth similar-
ity between them. Cao et al. [37] designed a shape-aware
convolutional layer that can replace the ordinary convolu-
tional layer in semantic segmentation, making the network
pay more attention to shape information when necessary and
improving the performance of the RGB-D semantic segmen-
tation tasks.

Ill. NAM-BASED SEMANTIC SEGMENTATION
ALGORITHM FOR RGB-D IMAGES

In this section, we briefly describe the NAM method. Then,
the hierarchical image features based on the NAM are pre-
sented. Finally, a NAM-based semantic segmentation algo-
rithm for RGB-D images is put forward.

A. DESCRIPTION OF THE NAM

The Non-symmetry and Anti-packing pattern representation
Model (NAM) [38], [39] is an anti-packing problem. The idea
of the NAM can be briefly described as follows: Giving a
packed pattern and n predefined sub-patterns with different
shapes, pick up these n sub-patterns from the packed pattern,
then represent the packed pattern with the combination of
these sub-patterns.
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The idea of the NAM can be described as follows: Giving
a packed pattern and predefined sub-patterns with different
shapes, pick up these sub-patterns from the packed pattern,
then represent the packed pattern with the combination of
these sub-patterns. The following are an abstract description
of the NAM. Suppose the original pattern is I', the recon-
struction pattern is I'’. Then, the NAM is a transform model
from I to I'’. The procedure of the transform can be written
as follows:

' =T7() ()

where T(-) is a transform or encoding function. The proce-
dure of encoding can be obtained by the following expression:

I = UL piv.AlA = (a1, a2, ....am}) +€(d)  (2)

where T' is the reconstruction pattern; P = py, p2, ..., py is
a set of some predefined sub-patterns; # is the number of sub-
pattern types; p; € Pis the j sub-pattern (1 < j < n); vis the
value of pj; and A = {ay, az, ..., ap;} is a parameter set of
the sub-pattern p;(1 < j < n). If the types of two sub-patterns
are different, the numbers and the meanings of parameters in
A are different.

B. HIERARCHICAL IMAGE FEATURES BASED ON THE NAM
According to the human visual characteristics, in order
to represent color images in perceptual uniformity, the
NAMLab-based feature representation incorporated more
robust local and global characteristics of images [14]. The
proposed feature representation approach embraced the color,
the spatial, the size, and the texture features to improve its
processing ability in dealing with different image instances.
The merging rule of NAMLab-based regions includes three
modules, namely, the representation module, the merging
module, and the removal module.

In the presentation module, the idea of the model is to
represent the blocks of the input image by the mode of
asymmetric inverse layout. An image is scanned line by
line through raster scanning, and the distances between the
adjacent pixels are judged according to the Lab color and
the Gouraud formulas in order to expand the region, so that
the original image is divided into one initial NAMLab rectan-
gular region. Finally, the block map two-dimensional vector
is used to record the NAMLab rectangular region number
corresponding to each pixel, and its Lab feature mean and
variance are also recorded.

In the merging module, for two adjacent NAMLab regions,
when the difference between the mean values and the variance
of the two Lab features and are less than two certain thresh-
olds respectively, these two NAMLab blocks can be merged.
The general process is as follows: Scan each NAMLab block
in a raster way. For the current NAMLab block, first scan
the NAMLab blocks of all adjacent pixels from the bottom
to the top starting from the left side of the western border.
If the NAMLab block to which the current adjacent pixel
belongs is different from the current NAMLab block, then it
is judged whether to merge the two NAMLab blocks judging
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by whether the dissimilarities between the NAMLab-based
region is more than a certain thresholds, which will be
described later. Then, scan all adjacent pixels from left to right
starting from the northern boundary. If the NAMLab block
to which the current adjacent pixel belongs is different from
the current NAMLab block, it is judged whether to merge the
two NAMLab blocks according to the dissimilarities between
the NAMLab-based region. This scanning is repeated until all
adjacent pixels starting from the northern boundary have been
processed.

During the merging process of the NAMLab blocks, there
are some small residual regions whose color mean and vari-
ance are quite different from the color mean and variance of
their adjacent rejoins so that they cannot be merged. There-
fore, we customize a threshold for the size of the region.
When the size of the current region is smaller than the thresh-
old, the current region will be merged into a region with the
least difference among all the neighboring regions.

By taking the region obtained by the above method as
the bottom node, the adjacent regions can be merged into a
larger region, thereby gradually forming a dendrogram for
hierarchical segmentation. Finally, the hierarchical segmen-
tation results can be obtained. Fig.3 shows the entire flow
of hierarchical image segmentation based on the NAMLab.
The different colors in each segmentation map represent the
different regions. The original image passes through the rep-
resentation module, the merge module, the removal module,
and the scanning module. Finally, the layered image features
with different region numbers, such as 10, 20, 30, 40, 50 and
60 are output on the last column of Fig.3 from the top to the
bottom, respectively.

To measure the dissimilarities between the NAMLab-based
region i and region j, some formulas should be defined first
and as they are described below. The dissimilarity measure of
the region size between two regions is defined as follows:
nin;

Sy =

3
ni + n;
where n; and n; denote the total number of the pixels in region
i and region j, respectively.
The dissimilarity measure of the texture feature between
two regions is defined as follows:

Tij = |lwi — wjll2 4

where wid; and wid; represent the texture feature vectors of
region i and region j, which are obtained according to the
theory of Weber Local Descriptor [40].

The dissimilarity measure of the color feature between two
regions is defined as follows:

Mij = |lci — ¢jll2 &)

where ¢; and ¢; are the average LAB color of region i and
region j, respectively.

To define the dissimilarity measure between the averaged
color difference across the border of two regions, a 3 x 3 local
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window over the border region in the image is applied.

2 2 llep —cqll2

pEbr; qebr;
ij =
NP‘I

(6)

where br; denotes the areas which are the intersections of
region i and the border area, so p € br; and g € br; denote
regions on the two sides of the border.

For a pixel p;, which represents a pixel in region i, check an
5 x 5 local window wy, at p; and find the most common index
in it, denoted as I,,;. The dissimilarity measure of the spatial
intertwining between two regions is defined as follows:

Iij = min Zw (Ipi’j) ’ Z v (I‘]j’ l) O
Di 4qi

where the function v (-) is defined as:

1, ifx =y,

Yx,y) = [ ®)

0, otherwise.

The formula D;; describes the dissimilarity between the
NAMLab-based region i and region j, which defines a more
informative and comprehensive dissimilarity between the two
regions i and j as follows:

((XM,‘j + ,BTl'j + )/B,'j)
Regarding the selection of parameters «, B, and y, they
are the weights of color features, texture features, and edge
features, respectively, in the task of measuring the differences
between two NAMLab regions, While A is the correction fac-
tor for the measure of the spatial intertwining. Their selection
is based on experimental experience, where the optimal val-
ues are found by continuously adjusting the values of the four

parameters according to the effect of image segmentation.
Specifically, ¥=1.0, 8=1.97, y=1.97, A=67.0.

Dj; = Sij X 9

C. NAM-BASED SEMANTIC SEGMENTATION STRATEGY
FOR RGBD IMAGES

With the popularity of the depth sensor, the researchers
are increasingly using the depth features of the images to
guide the semantic segmentation tasks. On the basis of depth
images, Gupta et al. [33] proposed an HHA encoding method
that used three channels of each pixel to encode the depth
image which are: The horizontal disparity, the height above
ground, and the Angle of the pixel’s local surface normal.

Fig.2 shows the RGB raw image, the depth image, the
HHA feature image, and the NAMLab hierarchical feature
image.

Different from the network structure specially designed
for the RGB-D semantic segmentation, the strategy based on
the NAMLab hierarchical feature guidance proposed in this
paper is a more general method, thus it can be easily applied
to the input of most convolutional neural networks, and be not
limited to the RGB-D semantic segmentation tasks.
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FIGURE 2. Original image and its three feature images. (a) an original RGB image; (b) its depth image; (c) its HHA depth image; (d) its

NAMLab hierarchical segmentation image.

Representation
Module

Mergence
Module

Removal
Module

Scanning
Module

H

FIGURE 3. The entire flow of hierarchical image segmentation based on the NAMLab.

Fig.4 describes the entire strategy. In order to take advan-
tage of the high-level backbones in semantic segmentation,
we need to concatenate on the RGB raw image, the depth
image, and the NAMLab hierarchical feature image in the
channel dimension to be the input of the convolutional neural
network. The depth image may be a Depth image or an HHA
image and the network architecture takes FCN as an example.
The symbol C indicates channel-level concatenation and the
symbol OR indicates that the input depth information is either
the HHA feature or the Depth feature.

IV. EXPERIMENTS

In this paper, the proposed strategy is implemented on the
open-source deep learning framework called Pytorch. Except
for the Baseline experiments refer to the experimental data
of other researchers, all our experiments are carried out in
the same hardware and software environment. The GPU uses
a NVIDIA TITAN Xp. The CPU is Inter(R) Xeon®CPU
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E5-2680 v4 @ 2.40GHz. The capacity of the memory is
16GB. To verify the effectiveness of the proposed method,
we evaluate our method on a popular RGB-D indoor image
dataset NYUDv2 [15] and conduct ablation experiments.
The NYUDV2 dataset contains 1449 indoor RGB-D images
where 795 images are used for training and 654 images
are used for testing. All the pixels of the images, for both
training and testing, in this dataset are labeled as 13 classes
(i.e., NYUDvV2-13) and 40 classes (i.e., NYUDv2-40),
respectively.

Our experimental results are evaluated with the following
protocol and metrics. For the sake of explanation, we remark
the following notation details [41]: Assuming a total of k +
1 classes (from Lg to Ly including a void class or background)
and p;; is the amount of pixels of class i inferred to belong to
classj.

The Pixel Acc(PA) represents the predicted correct pixel
value as a percentage of the total pixel value and it is defined
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| Conv Backbone Stage

Conv Segmentation
Stage

NAMSEGS

NAMLab
Algorithm

Depth

HHA

Prediction Ground
(Output) truth

FIGURE 4. Overall structure of RGB-D image semantic segmentation strategy based on the NAM feature guidance. The network architect takes FCN as

example.
as follows:
k
Z Dii
i=0
PA = T (10)
> 2P
i=0j=0

The Mean Acc(MPA) represents the average of the sum of
the pixel accuracies of all classes and it is defined as follows:

k
1 i
MPA = —— 11
k+1Zk b
=03 pij
Jj=0

The Mean loU(MIoU) represents the average of the ratios
between the intersection and the union of all classes predic-
tions and the ground truth and it is defined as follows:

k
1 ..
MIoU=k+1Z - p: (12)
=0 2 pij+ 2 pji — i
j=0 j=0

Finally, the Fw IoU(FWIoU) is an improved mean over
the raw Mean IoU, which weights each class importance
depending on its appearance frequency, and it is defined as
follows:

k
1 k Z PijPii
Jj=0
FWIoU = — z p - (13)
> 2 pi =0 3 pi+ 2 pji — pii
i=0,=0 j=0 j=0

We initialize the backbone using ResNet [9] and
ResNeXt [42] models pre-trained on ImageNet [39]. The
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DeepLabV3+ is used as the main semantic segmentation
network architecture as the baseline method. For all the
baseline methods, the inputs are both channel-wise concate-
nation of the RGB raw images and the HHA depth images.
Compared with the baseline methods, we only change the
feature type of the inputs (i.e. the channel-wise concatenation
of the NAMLab hierarchical features with the original image
and the depth image) without making any change to other
settings, thus guaranteeing that the performance improve-
ment obtained is due to our proposed method, and not due
to other factors. Besides, unless otherwise noted, strategies
such as MultiScale-Flip (MS-F), Conditional Random Field
CRF [19] or data augmentation are not employed in all our
experiments.

On the NYUDv2-40 dataset, we have also conducted
experiments on multiple popular semantic segmentation
network architectures, such as DeepLabV3+, DeepLabV3,
UNet, PSPNet and FPN. The backbone adopts the ResNet101
model pre-trained on ImageNet. On the same dataset, we have
also conducted ablation experiments where the network
architecture is DeepLabV3+, and the backbone remains the
ResNet101 model pre-trained on ImageNet.

A. NAM-BASED SEMANTIC SEGMENTATION STRATEGY
FOR RGBD IMAGES

The results of the baseline methods and our method using
different backbones on NYUDv2-13 are shown in Tab.1. The
architecture adopted is DeepLabV3+-. In the Tab. 1, NAM-
6 means that we have performed channel-wise concatenation
of six layers of the NAMLab hierarchical features, the RGB
original images and the HHA depth images, then we have
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TABLE 1. Performance comparison with baselines on NYUDv2-13 dataset.

Back Settines Pixel Mean Mean Fw
bone g Acc Acc ToU IoU

ResNet Baseline 80 72.5 60.8 67.6
50 NAM-6 80.2 73 61.2 678

+ 0.2 0.5 0.4 0.2
ResNet Baseline 80 73.4 61.3 67.6
101  NAM-6 81 74.2 62.7 69

+ 1 0.8 1.4 1.4

ResNext Baseline 81.8 73.9 63.2 70.1
101 NAM-6 81.7 75.3 63.6 699
+ -0.1 14 0.4 -0.2

TABLE 2. Performance comparison with baselines on NYUDv2-40 dataset.

Pixel Mean Mean Fw
Backbone Settings Acc Acc ToU ToU

ResNet Baseline 73.1 5777 456 59.2
50 NAM-1 733 578 453 594

+ 0.2 0.1 -0.3 0.2
NAM-6 73,5 584 457 59.6

+ 0.4 0.7 0.1 0.4
ResNet Baseline 734 589 459 59.7
101 NAM-1 75 60.7 479 61.5

+ 1.6 1.8 2 1.8

NAM-6 744 597 473 60.8

+ 1 0.8 14 1.1

ResNext Baseline 74.7 61.5 489 61.5
101 NAM-1 754 61.1 487 62.1

+ 0.7 -04  -02 0.6
NAM-6 753 614 489 619
+ 0.6 -0.1 0 0.4

input them into the semantic segmentation network. The six
layers consist of the 10th, the 20th, the 30th, the 40th, the 50th
and the 60th layer. It can be seen from Tab.1. that our strategy
outperforms the baseline methods in general on different
backbones.

The results of the baseline methods and our method using
different backbones on NYUDv2-40 are shown in Tab.2.
In this table, the meaning of NAM-6 is the same as in Tab. 1,
while NAM-1 means that we have performed channel-level
concatenation of the 60th layer NAMLab hierarchical fea-
tures, the RGB images, and the HHA depth images, which
are taken as the input of the semantic segmentation network.
It can be seen that our strategy achieves some improvement
in general.

Conducting the experiments on the same NYUDv2-40
dataset, without modification or augmentation, it can be seen
from Tab.3 that our strategy achieves better results for all four
metrics in general.

B. EXPERIMENTS ON DIFFERENT ARCHITECTURES

Our proposed strategy is applied to the input stage of a seman-
tic segmentation network, so it can be easily applied to most
convolutional neural networks. Our method is also evaluated

against a few representative semantic segmentation architec-
tures such as DeepLabV3-+, DeepLabV3, UNet, PSPNet, and
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TABLE 3. Performance comparison with other methods on NYUDv2-40
dataset.

Method Pixel Acc Mean Acc Mean IoU Fw IoU
FCN [6] 0.654 0.461 0.34 0.495
LSD-GF [43] 0.719 0.607 0.459 0.593
MMAF-Net [29] 72.2 0.592 0.448 -
RedNet [35] 0.813 0.603 0.478 -

RDF-152 [44] 0.815 0.601 0.477 -
CFN-152 [45] 0.813 0.603 0.481 -

TupleInfoNCE [46] - - 0.481 -
ACNet [13] - - 0.483 -
D-CNN [30] - 0.611 0.484 -

MKE [47] - - 0.488 -
OURS 0.753 0.614 0.489 0.619

TABLE 4. Performance comparison on different architecture on the
NYUDv2-40 dataset.

Archi- ) Pixel Mean Mean Fw
tecture Settings  Acc Acc IoU IoU

Deep Baseline 73.4 58.9 459 59.7
labV3+ NAM-6 744 59.7 47.3 60.8
+ 1 0.8 14 1.1
Deep Baseline  73.3 57.3 45.1 59.2
labV3 NAM-6  74.7 60.2 47.5 61.1
+ 14 2.9 24 1.9
Baseline  70.9 54.7 42.1 57.7
UNet NAM-6 72.8 56.9 44.2 59.1
+ 1.9 22 2.1 14
Baseline 72.8 56.8 44.2 58.9
NAM-6 70.7 53.5 41.3 56.5
+ 2.1 -3.3 -2.9 2.4
Baseline 72.8 57.3 44.7 59.1
FPN NAM-6 73.5 57.9 453 59.9
+ 0.7 0.6 0.6 0.8

PSPNet

TABLE 5. Ablation study of the proposed strategy on the NYUDv2-40
dataset.

Pixel Mean Mean Fw

Settings Acc  Acc  ToU ToU
a. RGB 0.718 0.569 0.439 0.573
b. RGB+Depth 0.728 0.589 0.449 0.577
c¢. RGB+HHA 0.734 0.589 0.459 0.597

d. RGB + Depth
+NAM-1
e.RGB + HHA

+ NAM-1
f. RGB + Depth
+ NAM-6

g. RGB + HHA
+ NAM.6 0744 0597 0473 0.608

0.735 0.583 0455 0.596

0.75 0.607 0.479 0.615

0.731 0.573 0.442 0.594

FPN. The experimental results are shown in Tab.4 in order to
determine whether it is generalizable or not.

It can be seen from Tab.4 that our strategy also achieved
performance improvements on all architectures except for
PSPNet.

C. ABLATION EXPERIMENTS

We have conducted ablation experiments to verify the effects
of NAM-6 and NAM-1 features when stitching with different
Depth and HHA images. As it can be seen from Tab.5,
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when the architecture is DeepLabV3+ and the backbone is
ResNet101, both NAM-1 and NAM-6 settings can improve
the performance of the semantic segmentation tasks no matter
the Depth images or the HHA images are concatenated as the
inputs. The RGB, the Depth and the HHA presented as the
sittings in Tab.5 represents the feature type added to the input
of the network.

V. CONCLUSION

There is now broad agreement that the performance of
deep learning based segmentation algorithms is plateauing,
especially in certain application domains such as medical
image analysis. To advance to the next level of performance,
we have further explored the combination of the CNN-based
image segmentation models with the prominent ““classical”
NAMLab-based image segmentation method which was pub-
lished recently. The core idea of the proposed algorithm is to
take the channel-wise concatenation of the pre-segmentation
labels provided by the traditional hierarchical image segmen-
tation and the RGB-D features as the input of the neural
network so as to guide the semantic segmentation tasks.
In this paper, extensive experiments are conducted on the pop-
ular indoor RGB-D semantic segmentation datasets. When
compared with the state-of-art algorithms, the experimen-
tal results presented in this paper show that our proposed
method improves the performance of the image semantic
segmentation networks on several popular neural network
architectures.

However, there is still room for further improvement of
the performance of the RGB-D indoor semantic segmentation
model. In the future, we plan to design a unique and effective
network architecture for extracting complementary informa-
tion among the NAM layered features, or complementary
information of the NAM features, the RGB features, and
the Depth features. We believe that this work will further
optimize the model for semantic segmentation tasks.
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