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ABSTRACT In this paper, a pipelined frequency-modulated continuous-wave (FMCW) radar baseband
processor applied to real-time applications is proposed and implemented in 40-nm CMOS technology.
The FMCW radar signal processing time is analyzed according to the system specifications. On the basis
of the theoretical analysis and systematic considerations, a pipelined baseband architecture with internal
single-port static random access memory (SRAM) is employed. The baseband processor is mainly composed
of two-dimensional fast Fourier transform (2D-FFT), two-dimensional constant false alarm rate (2D-CFAR),
digital beam-forming (DBF), and memory control modules. The 2D-FFT module is structured with a
pipelined scheme and avoids the waste of data transferring time between modules. The 2D-CFAR module
is programmable for different applications. The designed address control is proposed to depose the edge
cells. The processor occupies a core chip area of 3.353 mm ×3.353 mm and has been tested on the personal
computer (PC) and field programmable gate array (FPGA) platform. The power consumption and processing
time are also analyzed and compared with other works. The processor consumes 55.65 mW, including
SRAMs. The processing time is 12.67 ms with the maximum window size and 256 targets when operating
at 125 MHz. This time is estimated based on the assumption that each chirp lasts for 0.04096 ms, and data
input takes 10.48 ms. Within this period, the range FFT is completed. The Doppler FFT, 2D-CFAR with the
maximum window size, and DBF with 256 targets require 0.80 ms, 1.16 ms, and 0.23 ms respectively.

INDEX TERMS Baseband processor, CFAR, DBF, FFT, FMCW radar.

I. INTRODUCTION
Currently, autonomous driving technology has been paid
sufficient attention by both academic and industrial research
communities. It is critical for autonomous vehicles to per-
ceive the surrounding environment and other moving enti-
ties to protect vulnerable road users. Autonomous vehicles
acquire a semantic understanding of the scenes through var-
ious sensors to avoid unnecessary evasive/emergency brake
maneuvers for harmless objects. The Radar sensor is regarded
to be one of the key components in autonomous driving,
owing to its robustness to low-light conditions and severe
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weather. The millimeter-wave (MMW) radar with linear fre-
quency modulated continuous wave (LFMCW) has become
a prevailing trend in autonomous driving applications since
it has the capability of distinguishing multiple targets due
to high range resolution and extracting the object’s motion
characteristics for classification.

Most of the radar algorithms are often implemented on
software or FPGA platforms, whose processing time is con-
strained by the universal processor resources and has high
power consumption [1], [2], [3]. In the FMCW radar system,
an FMCW waveform is transmitted from the transceiver, and
the echo waveform, which is reflected from the illuminated
targets, is converted into an intermediate frequency (IF)
signal by utilizing a mixer with the transmitted template
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waveform [4], [5]. By implementing digital signal processing
on the IF signal, the location and velocity of the object can be
detected [6]. The proper architecture and data flow need to be
explored for real-time application. The FFT module, which
is a widely-used signal processing tool, is used to perform
the signal analysis [7]. At the same time, maintaining a low
false alarm probability is an essential goal in the FMCW
radar system. CFAR processor utilizes an adaptive threshold
to detect the target within the clutter noise. Cell-averaging
CFAR (CA-CFAR) is the most commonly used algorithm
in a homogeneous environment, and many modified CFAR
algorithms are proposed to adapt to different environments.
However, most of them increase the hardware complexity and
processing time [8].

The radar signal processor implemented on FPGA brings
forward a prototype that focuses on real-time processing [9].
A miniaturized FMCW radar system is developed to imple-
ment short-range detection based on a high-performance DSP
chip [10]. A miniature FMCW SAR system is implemented,
which can realize real-time processing in 2.18 s [11]. The
work realizes a processing architecture that can utilize the
hardware resources fully and decreases the processing time
for over 60 ms [12]. However, FGPA and DSP based process-
ing time still limit its applications. Thus, it is quite necessary
to develop a novel high-speed real-time processor.

The 2D target detection scheme in [13] utilizes two
single-channel FMCW radars to calculate the 2D target pro-
file. This solution can realize multi-track detection, but has
high requirements for device and space adjustments. To real-
ize multi-target 3D detection, the FMCW digital signal pro-
cessor contains range-Doppler FFT, a peak detection module,
and a direction detection module [14]. However, the partition
of different functions and the connection with the required
specifications have not been clearly stated.

FFT for multi-channel FMCW radar systems must be effi-
cient and have high throughput [15]. A flexible computing
unit optimized for FFT has been proposed in [16]. Con-
ventional FFT processors mostly focus on the bit reversal
circuit and the algorithm [17], [18], [19]. In the FMCW radar
processor, the whole processing time should be less than the
chirp interval in the front end, which is largely dependent
on the speed of FFT data transmission and processing. FFT
processor occupies the biggest area in the whole system
as well, which poses extra demand for area-saving for this
module.

A design of one-dimensional CFAR circuit is introduced
in [20]. However, it is not suitable for two-dimensional matrix
detection. 2D-CFAR has been proposed in [21] and it has a
fixed window to realize fast processing. In order to adapt to
different detection environments, flexible CFAR detection is
needed.

ASIC implementation of the range, speed, and direction
detection in one processor can consume less power and
achieve higher speed, which is a potential trend for future
radar systems. Taking the whole system’s parameters and

FIGURE 1. IF signal after front-end processing.

conventional computation capability into consideration, the
entire FMCW baseband processor composed of 2D-FFT, 2D-
CFAR, DBF, and internal memory is proposed and imple-
mented on an integrated chip in this article. FFT data flow is
designed according to the proposed architecture. In order to
fit different situations, the CFAR detection unit in this paper
has a programmable window size and can realize pipelined
processing. The detection of direction of arrival (DOA) by
processing the FFT phase is limited by the number of anten-
nas [22]. It is assumed that one transmitting antenna and four
receiving antennas are utilized in this paper. In order to avoid
multiplier units, digital beam forming based on the Cordic
algorithm is adopted.

This paper describes the design and implementation of a
CMOS-based FMCW radar processor, with a focus on system
considerations and chip development. Section II discusses the
algorithms and the system considerations, and proposes the
system architecture. Section III describes the detailed circuit
implementation on the chip. Section IV presents the chip
measurement results.

II. BASEBAND PROCESSOR CONSIDERATIONS AND
ARCHITECTURE
Fig. 1 shows the FMCW front-end processing scheme. In the
FMCW radar system, the transceiver generates a chirp wave-
form with a wide bandwidth to acquire high-range resolution.
The echoed frequency modulated wave is transformed to
IF signal by FMCW front-end [23]. The IF signals contain
the range, velocity, and angle information and are processed
by the baseband processor after the ADC sampling. After
passing through the mixer and filter operators, the IF signal
can be represented as:

SIF (t) =
ARF × ALO

2
× {cos [2π (fRF − fLO) t + (ϕRF − ϕLO)]}

=
ARF × ALO

2
[cos (2π fIF t + 1ϕ)] (1)

where ARF , fRF and ϕRF denote the amplitude, frequency, and
phase of the received signal respectively. ALO, fLO and ϕLO
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are the amplitude, frequency and phase of the transmitted
waveform, fIF is the beat frequency related with the range
of the observed targets and 1ϕ is the phase difference. The
range of the target can be calculated according to the IF signal
frequency as:

R =
fIF · c
2S

(2)

where R denotes the range of the object, S the slope of the
chirp, and c the speed of the electromagnetic wave. Thus, FFT
can be utilized to extract the range from the beat frequency.

The movement of the object will cause a different time
difference in two consecutive received chirp signals, and
thus can be represented both by the frequency and phase
difference of IF signals. Although the frequency of the IF
signal includes the velocity information, velocity estimation
based on the IF spectrum is not feasible because of its low
precision. The frequency difference is1f = 2S1d/c and the
phase difference is 18 = 4π1d/λ, where 1d is the object
displacement between two chirps and λ is the wave length.
Taking 76-77 GHz FMCW radar for example, if the object
moves 1mm in a second and a chirp lasts for 50 µs, there
would be a 267 Hz frequency difference, which is difficult to
recognize due to 0.013 cycle in a 50µs sweep time. However,
the phase difference would be π . Thus, the velocity can be
calculated as:

V =
λ18

4πTc
(3)

where Tc denotes the time between two chirps. The phase
difference can be obtained by distinguishing the peak of
Doppler FFT.

There are some important specifications for FMCW radar,
which are decided by the front end and should be taken into
consideration when designing the processor. For the sake of
description, 76-77 GHz FMCW radar with Tc = 50 µs is
specified. The maximum detectable range is limited by the
ADC and the chirp. According to [24], the maximum range
decided bywaveforms can be represented as c·Tc/2 = 7.5 km
However, the ADC sampling rate also limits the detectable
range asFsc/2S = FscTc/2B = 18.75m, takingFs = 5MHz
for example. Thus, the ADC sampling rate and pulse width
should be specified according to the maximum detectable
range.

The maximum detectable velocity is determined by the
interval between the chirps (Tc) and the minimum discernible
distance is determined by the frame length (Tf ) as

vmax =
λ

4Tc
(4)

vres =
λ

2Tf
(5)

In the FMCW system, one key challenge to realizing
real-time processing is arranging the soft-core and hard-core
processing with the limitation in the front-end transceiver.
The object range information can be extracted in one chirp.
However, the Doppler FFT must be implemented on multiple

FIGURE 2. CFAR detection window.

FIGURE 3. Receiving signals from an angle.

chirps to realize velocity estimation. Thus, the dataset with
multiple chirps is required to be stored before the 2D FFT
operation. Six single-port static SRAMs are used in this
design. The whole transmission time is Tf , which means the
signal processing time must be less than Tf to refresh the
data. Tf is decided by the velocity resolution and bandwidth
as mentioned above. Taking the 76-77 GHz FMCW radar
system for example, the transmission time is 50 ms with
0.04m/s velocity resolution. Thus, the whole processingmust
be implemented in 50 ms.

To detect the power peak after FFT, the CFAR algorithm is
used, as shown in Fig. 2. In this work, 2D-CFAR is utilized to
process the 2D FFT matrices. 2D-CFAR aims to maintain the
alarming rate by recognizing the peak in the 2D-FFT matri-
ces. The cell under test (CUT) is compared with the window
sum to evaluate the amplitude. Guard units are designed to
avoid the influence of the target shape. CA-CFAR is applied
in this proposed system to adapt to general applications, It
sums the window units as a comparison with CUT and is
suitable for a homogeneous environment.

In this article, one antenna is used for transmitting, while
four antennas are used for receiving, as shown in Fig. 3.
The interspace of the receiving antennas d is 0.002 m in the
figure (half of the wavelength in 76-77 GHz radar). In this
work, DBF is utilized to estimate the angle by extracting
the corresponding phases of the detected target across four
receivers.

The data processing flow is shown in Fig. 4. To perform
high-speed processing and satisfy the refresh time, a specific
pipelined FMCW radar baseband processor architecture is
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FIGURE 4. Baseband processor data flow.

FIGURE 5. Baseband processor architecture.

proposed. The baseband processor performs FFT on IF sig-
nals to obtain the range-chirp spectrum. The spectrum is then
Fourier transformed again to obtain the Doppler spectrum.
The 2D-FFT matrices are stored in the SRAMs. 2D-CFAR is
implemented to acquire the distance and velocity of the target
in the spectrum matrix. The data of four channels streaming
into the baseband are sampled and need to be processed and
stored separately in four single-port SRAMs. The targets are
recognized in the four SRAMs and the addresses are read into
the DBF module to measure the angles.

The baseband architecture is shown in Fig. 5. Since the use
of single-port SRAMs, the data stored can not be accessed
simultaneously. The data processing speed is limited by the
four SRAMs. To realize pipelined data flow, the proposed
architecture is memory-based. The data of four channels after
range FFT is stored in four SRAMs and the Doppler FFT
data replacing them after the 2D-FFT is completed to save
half of the storage. A valid signal is sent to the 2D-CFAR
module to start the processing. The 2D-CFAR module is
composed of seven 1D-CFAR modules. It reads data from
the four FFT SRAMs and stores the addresses of objects in
a separate CFAR SRAM. Then DBF can access the CFAR
SRAM to get the location of the targets. The angle can be

calculated by processing the data from the FFT SRAMs of
the targeted location. This architecture optimizes memory
usage and allows for efficient real-time processing of the data
stream.

With the internal SRAMs, the baseband processor inte-
grates the entire data processing part and can accomplish the
process within the RF refreshing time of 50 ms to realize real-
time processing.

III. CHIP IMPLEMENTATION
A. TWO DIMENSIONAL FAST FOURIER TRANSFORM
The concise overview of the 2D-FFT circuit is shown in
Fig. 6. The 2D-FFT module can be divided into two parts:
the FFT controller and the FFT calculator. The FFT con-
troller communicates with other modules and implements the
address mapping to realize radix-2 FFT. The 10 bits of data
from ADC are windowed by Hamming window (ham0 to
ham255) and multiplied according to the pipelined data flow.
The Hamming window function coefficients are stored in the
registers for quick and frequent access. The ADDR_TRA in
the figure represents the address transform part and realizes
the FFT address mapping only by connecting wires, which
consumes a smaller area and has less latency. The avg_ram0
to avg_ram3 of 32 bits are the average values of the four
2D-FFT matrices by summing up all the data and truncating.
They are transmitted to the 2D-CFAR module to compensate
for the edge cell. Meanwhile, the clock-gating technique is
utilized in this design to reduce power consumption. For
instance, the operation registers in the multipliers for win-
dowing are clock-gated by input enabling signal from ADC
in the range FFT control module.

Fig. 7 shows thememory access schedule. As there are four
SRAMs utilized for storing the FFT data, the FFT operation
needs to be carried out on four matrices. The four SRAMs
can only be read or written by one module at a time, thus
the read-and-write operation can be a parallel process. The
pipelined schedule in the 2D-FFT controller saves a lot of
time in memory accessing operations.

The FFT calculator is shown in Fig. 8. The twiddle factors
are stored in the registers. The FFT calculator is composed
of 128 butterfly units in the proposed system. In this article,
there are 256 points sampled for the range FFT and 128 chirps
for Doppler FFT. To calculate 256-point FFT, 8 stages with
128 butterfly calculator units are needed. The proposed but-
terfly unit is implemented with 4 real multipliers utilizing
the Booth algorithm. Since the FFT block operates on a
fixed-point number with a word length of 48 bits (24 bits real
part and 24 bits imaginary part), the multiplier input widths
are 24 bits and 12 bits, and the output widths are 36 bits. The
output of every butterfly unit has a length of 37 bits and is
truncated to 24 bits using themethod of rounding toward zero.
At the last stage, the output data of 24 bits are truncated to
16 bits for the real part and imaginary part respectively. The
address map module is reused and fits different stages. The
register file stores the original data fromADCand is refreshed
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FIGURE 6. FFT Implementation circuit.

FIGURE 7. FFT timing schedule.

FIGURE 8. FFT calculator and register file.

after every stage. Thus the registers used are 7/8 fewer than
traditional module reuse.

B. TWO DIMENSIONAL CONSTANT FALSE ALARM RATE
2D-CFAR module realizes peak recognition by summing up
the magnitude of each cell and making comparisons. It reads
32 bits of data from the four SRAMs respectively, which

TABLE 1. CFAR window calculating.

FIGURE 9. 1D-CFAR circuit.

include 16 bits of the imaginary part and 16 bits of the real
part. Two 16 × 16 multipliers are utilized to calculate the
squared magnitude for every channel. Then the summed data
is input into the responding processing flow. There are data
from four channels. In the 2D-CFAR module, the squared
magnitudes of four channels are summed up. Thus the cell
under test is also squared and scaled according to the window
size before comparison. To be suitable for different shapes
of objects and to have high reliability, the 2D-CFAR module
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TABLE 2. Programmable 2D-CFAR setting.

in the proposed processor is composed of seven 1D-CFAR
calculators.’’

The 1D-CFAR processor is shown in Fig. 9. The 1D-CFAR
architecture is arranged on the basis of memory accessing and
realizes the pipelined processing. As shown in Table 1, the
sum of the back window and front window in a row can be
expressed by the preceding results and the specific units. l is
the length of a row in the window and g is the guard length.
Thus the pipelined data flow can be realized by utilizing the
delayed output.

There are countless application scenarios for FMCW radar.
To be applied in different environments, the 2D-CFAR pro-
cessing must take into account the size of the object and the
noise level. The 2D-CFAR processor proposed in this system
has several settings applying to different situations, which are
shown in Table 2. The threshold coefficient k can be adjusted
from 2 to 256, with 16 being the default value for normal
situations.

The programmable CFAR circuit is shown in Fig. 10.
To realize the flexible 2D-CFAR, seven 1D-CFAR mod-
ules are designed for the maximum window size. Only half
of the control signals are represented in the figure due
to the symmetry of the window. Among them, sel_0 to
sel_3 are the enable signals for different 1D-CFAR units,
l_0 to l_3 the length of the row, g_0 to g_3 the num-
ber the guard units and en_0 to en_3 control the calcula-
tion of the center unit. Since the background length l and
guard length g can be selected, seven 1D-CFAR modules
can form different detection settings as represented above.
The 2D-CFAR window size can be set by enabling different
1D-CFAR modules. The guard window size can be set by
changing the guard length in 1D-CFAR modules.

The reading control circuit is shown in Fig. 11. In the
figure, cnt_read_0 to cnt_read_2 are the 1D-CFAR reading
control signals, and cnt_read the reading enable signals for
the 1D-CFAR units. The different bits in the cnt_read enable
the address counter and reading schedule in different 1D-
CFAR units. Thus, the data can be accessed in sequence in
different modes.

When it comes to the reading address regulation, the start
addresses for the starting rows in the window and the void
addresses are managed, as shown in Fig. 12. Among the sig-
nals, cnt_begin_0 to cnt_begin_3 are the starting addresses

FIGURE 10. The circuit implements different modes.

for the first row to the fourth row of the window, and
zero_num_4 to zero_num_6 the disabled counting numbers
for the fifth row to the seventh row of the window. The first
few rows of the window are empty when the process starts.
The reading address is enabled when the counting ends and
starts from the appointed number for different rows. Thus the
ram access schedule is managed. The data is transferred to
the specific 1D-CFAR module by sequence according to the
designed counter to fit the window size and thus the pipelined
processing is realized with the window moving. To improve
accuracy, the empty unit is filled up with the average value in
the SRAM as the average noise level.

The result of the 2D-CFARmodule is the location of targets
in the 2D-FFT matrices, which has a word length of 16 bits.
The target’s location is written into the 1024 × 16 SRAM,
where 1024 targets can be stored for most.

C. DIGITAL BEAM FORMING
DBF module is designed to obtain the angle of the object.
It reads the target address of 16 bits from the CFAR SRAM
and finds the original data from FFT SRAMs. With the four
receiving antennas in the system, the angle can be calculated
by processing the phase difference.

ω =
2πd sin θ

λ
(6)

θϵ
[
−

π

2
,
π

2

]
⇒ ωϵ[−π, π] (7)

With compensations in phase corresponding to the angle,
the sum of the four signals S reaches its maximum.

ω0 ={ω |max{|S|}}

=

{
ω |max

{∣∣∣S1+S2 · ejω+S3 · ej2ω+S4 · ej3ω
∣∣∣}}

(8)
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FIGURE 11. The memory access circuit.

The multiplier is a basic unit with a large area and power
consumption in a digital chip and can be avoided by adopting
the Cordic algorithm in DBF. As shown in Fig. 13, the
phase compensation from P1 to Pn is realized by iterations.
The angle moved in each iteration corresponds to binary
displacement as illustrated in the equation. Thus it is easier
to be implemented in circuits and avoid multipliers.{

I2= I1cos θ1−Q1sin θ1=cos θ1 (I1−Q1tan θ1)

Q2=Q1cos θ1+I1sin θ1=cos θ1 (Q1+I1tan θ1)
(9)

tan θi = 2−i (10)

As shown in the equations. the multiplication in DBF can
be implemented by shifting and adding.

In = I1 cos θ − Q1 sin θ

=
∏

θi
cosθi

(
In−1 − Qn−1 × 2−i

)
Qn = Q1 cos θ + I1 sin θ

=
∏

θi
cosθi

(
Qn−1 + In−1 × 2−i

) (11)

After the valid signal from the 2D-CFARmodule, the DBF
module reads the 16 bits location data in the CFAR SRAM.

FIGURE 12. The reading address controller.

FIGURE 13. Cordic algorithm.

By reading the 32 bits of data (16 bits real part and 16 bits
imaginary part) in these addresses from the four FFT SRAMs,
the angle can be calculated. The DBF module is composed of
a DBF controller and DBF calculators. The DBF controller
manages the data stream and directs it to different calculators
to realize pipeline processing. The calculator calculates the
equation and obtains the amplitude both by CORDIC rota-
tion. And the angle of 8 bits corresponding to the maximum
amplitude is selected and stored in the DBF SRAM with a
size of 1024×8.

The circuit avoids the usage of multiplier units and thus
needs a smaller area and less power, as shown in Fig. 14. For
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FIGURE 14. DBF implementation circuit.

FIGURE 15. Area of different parts.

traditional DBF design with the same resolution, there are
540(180 × 3) multiplier units to meet the same processing
speed, which is much bigger.

IV. MEASUREMENT RESULTS
The proposed FMCW radar processor is implemented on
40-nm CMOS with a 1.1 V and a 3.3 V voltage supply. The
die size is 3.353mm×3.353mm. The area distribution of this
processor is shown in Fig. 15. 2D-FFT block occupies 65% of
the area, which is the biggest module in this design. The six
SRAMs account for 24% of the processor’s area, followed by
2D-CFAR occupying 7% and DBF occupying 4%. The top-
level and connections are excluded from the analysis due to
their relatively small area.

There are 208 IO pads in total, including 151 signal pads,
16 1.1 V power ground pairs, 12 3.3 V power ground pairs,
and a power on control (POC) pad. There are more signal
pads than necessary due to testing purposes. The power con-
sumption operating on 125 MHz is 55.65 mW, including
four 16384×32 SRAMs for 2D-FFT, a 1024×16 SRAM for
2D-CFAR, and a 1024×8 SRAM for DBF.

The testing platform is shown in Fig. 16, with the layout
of the chip. While we were not able to perform online testing
with a real front-end, we tested the processor with extensive

FIGURE 16. Testing platform.

simulations. A 76-77 GHz FMCW radar front-end is sim-
ulated in MATLAB to mimic the real world. By utilizing
the tools in MATLAB, the data is validated at critical points
according to the theory. Meanwhile, the chirp duration is
also taken into consideration as we discussed in Section II.
It should be noted that the results obtained from these simu-
lations may have some limitations compared to testing with a
real front-end. However, these simulations provide valuable
insights into the processor’s performance and serve as a solid
foundation for future research and development. To verify the
design and test the chip, the Xilinx VCU118 Board is utilized
to manage the data transmission. Several targets with speci-
fied ranges and velocities are simulated in a homogeneous
environment with Gauss noise. After the front-end simulation
in MATLAB, the processed data is serially transmitted to the
FPGA by the UART interface at 115200 bps and stored in
the FPGA. By clicking the button on the FPGA, the data
stored is transmitted to the chip through an FMC connector.
FPGA also provides the 125 MHz system clock through the
FMC connector. We reserved several pads for notifying and
controlling purposes in the chip. Hence, there will be a light
on after each processing and before clicking the buttons on
the PCB. By clicking the sending button on the PCB after
processing, the chip transfers the output data to the FIFO in
FPGA. FPGA sends the data to the PC through UART. Also,
the input pads of modes and CFAR threshold coefficients are
reserved in this chip. The switches in the PCB are connected
to these pads to control the modes and coefficients.

The data are tested with different modes on the platform.
A set of results are shown in Fig. 17. and the chip outputs
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FIGURE 17. (a)13 targets were detected with mode 3, CFAR coefficient of
16. (b)13 targets were detected with mode 5, CFAR coefficient of 16. (c)13
targets were detected with mode 6, CFAR coefficient of 16.

simulated in the homogeneous background are plotted. It can
be seen that all targets can be detected with these modes.
There are more detection results for one target for mode 5 and
mode 6 due to the larger window sizes. With larger window

FIGURE 18. Detection performance in different backgrounds.

TABLE 3. Performance comparison.

size andmore guard units, the outer shape of the target (which
occupies more than one cell) is also detected as a target. This
requires future processing as clustering.

The detection performances are compared in Fig. 18. The
signal noise ratio (SNR) is the ratio of target signal power to
noise power. The detection performance is defined as the ratio
of detected targets to real targets with a false alarm rate under
0.001. Mode 3, mode 5, and mode 6 have the best detection
performance for their guard units, especially when detecting
large-scale targets. Mode 1 has the lowest detection rate for
missing large-scale targets. However, it still has the advan-
tage of distinguishing adjacent objects. Meanwhile, smaller
window sizes decrease power consumption by enabling fewer
1D-CFAR units. Thus, with appropriate settings, the proces-
sor can be applied to different circumstances.

The presented processor in this article realizes the low-
power real-time design compared with FPGA or software
implementation, as shown in Table 3. The processing time of
this work is 12.67 ms from the first data input to the last DBF
output. This time is calculated based on the assumption that
every chirp lasts for 0.04096 ms and the time for inputting
data is 10.48 ms. The range FFT can be completed in the
period. The Doppler FFT, 2D-CFAR with maximum window
size, and DBF with 256 targets consume 0.80 ms, 1.16 ms,
and 0.23 ms respectively. While the input streaming time is
constrained by the front end and the range FFT processing
can be fully covered by the sampling processing time, the
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time required for pure digital processing is 2.19 ms. With this
faster digital processor, the whole FMCW system can realize
real-time processing and refresh in high demand. Meanwhile,
the ASIC design in this work has less power consumption
and a smaller size compared with other works. It could be a
superiority in portable and lightweight radar systems.

V. CONCLUSION
The pipelined FMCW baseband processor architecture is
proposed and implemented in 40-nm CMOS for real-time
low-power applications. The novel processor architecture
with internal SRAM can realize the pipelined data flow.
The 2D-FFT implementation realizes pipeline processing by
designed scheduling with memory on-chip and consumes less
area by recycling the register files. Pipelined 2D-CFAR is
designed to fit different situations. With the designed control-
ling circuit and memory accessing schedule, the window size
can be adjusted to different circumstances. DBF can calculate
the angle with the data transmitted from CFAR SRAM and
FFT SRAMs. The power and processing time are drastically
decreased comparedwith former processors which aremostly
implemented on FPGA. This is a new commitment to radar
ASIC tomeet the increasingly high-speed low-power require-
ments.
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