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ABSTRACT Software bug localization is an important step in the software maintenance process. Automatic
bug localization can reduce the time consumed in the process of localization. Some techniques are applied
in the bug localization process, but those techniques suffer from limitations in time and accuracy. This
paper proposes a phase-based bug localization approach to overcome these limitations. The approach is
composed of three main phases which are raw data preparation, package classification, and source code
recommendation. The main input to our approach is a bug report and the source code of the past versions
for the target system of interest. From the bug report, various information is utilized: the summary, the
description, the stack traces, and the fixed source code files. The raw data preparation phase is used to
restructure those inputs. The package classification phase aims to locate the package that would include the
source code to be modified as a first step, hence reducing the time needed to locate the source code file due to
the lexical mismatch between those files and the bug report data. Bidirectional Encoder Representations from
Transformers (BERT), which is a sentence embedding technique, is utilized in the package classification and
source code recommendation phases. The experimental results show that our approach outperforms existing
approaches according to TOP-N rank and Mean Reciprocal Rank (MRR) evaluation metrics.

INDEX TERMS Bug localization, bidirectional encoder representations from transformers (BERT).

I. INTRODUCTION
Themain software processes of building the software are soft-
ware specification, software design, implementation, soft-
ware validation, and software evolution [1]. The software
evolution phase involves accommodating new requirements
as well as fixing the found bugs. Such phase is the longest
phase of the software lifecycle and consumes up to 70%
of its time. Bug localization is one of the most important
tasks in software evolution. Bug localization is the process of
finding a bug or error that appeared in the software during
operation. Locating the bug manually is an expensive and
time consuming process. [2].

Many automatic bug localization techniques are applied to
find the bugs in the software. Different software artifacts are
utilized to localize bugs as the source code, past bug reports,
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and test cases. The bug report is a document that illustrates
the bugs that appeared in the software [3]. The bug report
consists of the bug summary, description, stack traces and bug
metadata like who reports the bug and who solved it. Some
techniques utilize bug report’s text directly in order to find
the location of the bug using information retrieval techniques
[4], [5], [6], [7]. Such techniques utilized similarity measures
between bug reports text and different source code files. The
calculated similarity scores for source code files are sorted in
descending order to find the most related source code file to
the bug report. Other techniques utilize machine learning to
find bugs by feeding the information of past solved bugs for
training the model [8], [9], [10], [11], [12], [13].

The above mentioned techniques suffer from three main
limitations: (1) lack of bug localization artifacts (2) con-
text mismatch, and (3) increased time to locate the bug
in large code bases. We discuss those limitations as
follows.
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Limitation 1: (lack of bug localization artifacts), several
techniques utilize old bug reports to locate the bug. Such
techniques would not work if the analyzed project is a new
one that does not contain any historical bug reports.
Limitation 2: (context mismatch), Information retrieval

techniques only consider the text of the source code files
to calculate the similarity measures, without considering the
context of the analyzed text during the analysis. Such con-
text would improve the classification accuracy if considered.
For example, consider source code file1 contains the tokens
[‘‘bind’’, ‘‘hello’’, ‘‘setVisible’’. . . ], and source code file2
contains the tokens [‘‘applet’’, ‘‘setVisible’’, ‘‘aspect’’ . . . ].
Consider that a bug report text contains [‘‘find’’, ‘‘bug’’,
‘‘setVisible’’ . . . ]. If only text similarity is applied depending
on an applied technique, the result may be only reference file
1 as the buggy source code file. However the source code file
2 may be the result. The context stated here is the source code
file and the word ‘‘setVisible’’ that appeared in two different
contexts which may result in misclassification.
Limitation 3: (bug localization time), some information

retrieval techniques [4] that use similarity measures between
the new bug reports text and all source code files text, take a
significant time for applying the similarity. For example, JDT
software project dataset contains more than 8000 source code
files. If we want to apply a text similarity technique [14], the
search time between the new bug report and all source code
files will be on the 8000 source code files. So the time to
search the bug would be large, and needs to be reduced.

To overcome the mentioned limitations of past techniques,
a phase-based approach is proposed. The approach consists
of three main phases. Raw data preparation phase is used
for the preparing different software artifacts such as bug
report text and source code files. Additionally, overcoming
Limitation 1 by combining the source code files text and
old bug reports text if available for a specific source code
package. Also if the old bug reports are not available, only the
available source code files could be used for locating the bugs.
Package classification which utilizes BERT [15] addresses
Limitation 3 by recommending only a software package of a
software. The recommendation phase reduces the search time
to find the buggy source code file by narrowing the space of
search. Source code files recommendation phase outputs the
specific buggy source code file by putting into consideration
the context of source code files text thus overcoming Limita-
tion 2.

The main contributions of the paper are summarized as
follows:

1) Improved bug localization technique that works for
projects that do not have historical bug reports through
a novel bug localization approach.

2) Introducing a package classification phase to pro-
duce the recommended package, in order to overcome
the time problem. The package classification phase
reduces the search space by recommending the buggy
package. The recommended package consists of defi-

FIGURE 1. The Phase-Based Bug localization Proposed Approach
Architecture.

nite source code files and not all the source code files
of the project.

3) We evaluate the performance of our phase-based bug
localization approach on two different datasets in terms
of accuracy and the needed time for bug localization.
Our approach achieves an enhancement considering
time and accuracy.

The rest of the paper will be divided as follows: Section II
describes the proposed approach. Section III presents the
experiments and evaluations that were applied to verify the
proposed approach. Section IV presents the threats to validity.
Section V shows the related work, and Section VI concludes
the paper.

II. THE PROPOSED APPROACH
In this section, the proposed Phase-based bug Localization
(PBL) approach will be presented. As shown in Figure 1,
the approach consists of three main phases: (1) raw data
preparation, (2) package classification, and (3) source code
files recommendation for fixing.

The raw data preparation phase involves preparing the arti-
facts of the project of interest for analysis. For any project, the
following artifacts are given as an input to the data preparation
phase: (a) the old resolved bug reports, (b) the source code of
that project along with its packages’ structure, and (c) the new
bug reports that need to be localized and fixed. Such software
artifacts would be extracted from some bug tracking system
and version control system for the software. The output of the
raw data preparation phase is a structured and organized form
of bug reports and source code files for further processing.

The package classification phase is a classifier that has
been trained on different features. The output of this phase
will be a recommended package of the software project that
contains the bug. Such step is needed to reduce the time
needed to localize the buggy source code files, by first local-
izing the buggy packages. The time complexity is reduced
since the result is a recommended package that would most
probably contain the bug. That phase helps the next phase
of source code files recommendation in narrowing the search
space of source code files to search in.
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The source code files recommendation works on recom-
mended package and stack traces for the input bug report if
available to recommend files that contain bugs.

To formulate the problem, the symbol NBR is used to
denote the new bug report. Also, the symbol RSF refers
to a ranked list of source code files that resulted from our
approach. Each software project will be denoted with SP
and it consists of a list of software packages PSP ∈ SP.
Therefore PSP= {psp1, psp2. . .pspp} where P is the number
of software packages. Additionally, a list of source code files
will get the notation PSF ∈ PSP ∈SP, then PSF = {psf1,
psf2. . .psfF} where F is the number of source code files. Each
source code file consists of terms PSFT which indicates the
classes’ names, methods, variables and comments. Another
notation which is BRR to indicate a list of old bug reports
extracted from the project bug repository. Furthermore the
BRR consists of old bug reports, BRR = {obr1, obr2... obrR}
where R is the number of bug reports in the system. The
unstructured natural text that located in the bug report like bug
summary or bug description will be represented with BRTN
∈ NBR for text in new bug report and BRTO for text in the old
bug report. STR will represent the stack trace located in a bug
report either a new or old bug report.

Hence our problem will be formulated as finding a list of
ranked source code files RSF for a given new bug report NBR
which contains text NBR and probably a stack trace STR
given a list of packages PSP for software, PSF source code
files with its terms PSFT. In addition to that a list of old bug
reports BRR with its text BRTO.
Within the following subsections, we will explain each

phase in more details.

A. RAW DATA PREPARATION
In this phase, all inputs to the approach (bug reports and
Source code files) will be gathered and preprocessed as
shown in Figure 2. The first task is the bug report data extrac-
tion and preparations which takes old bug reports as input
from the bug tracking system on which the bug reports are
published. The second task is the source code files extraction
and preparation, by taking the source code files with their
different versions from the version control systems as input
to put them in a structured form. Afterwards, text processing
and text combination task is performed to produce structured
bug reports and structured source code files. Such structured
information would be the input to the package recommenda-
tion phase. We explain each of those three tasks.

1) BUG REPORTS EXTRACTION AND PREPARATION
Structured and unstructured text information is extracted
from the bug report. Project name, project version, data
report time, bug report status, and assignee are all structured
metadata for the bug report that are already available within
specific fields within the bug reports. Figure 3 presents a real
bug report extracted from Eclipse bug tracking system for
JDT software project. The bug report description is not in an
organized form but it is a mix between English text, source

FIGURE 2. Raw Data Preparation Phase.

FIGURE 3. A real bug report from JDT project.

code and stack traces. The structured form will separate
the English text from the stack traces and from the source
code. Such step is needed because each item from the bug
report will have special preprocessing for the bug localization
process. The unstructured data appears in the bug summary
and the bug description. This type of textual data written in
the English natural language needs to be in an organized and
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TABLE 1. Example of a bug report applying separation by infozilla.

separated form. The bug description may consist of different
types of information like English text, stack traces, and source
code files. Such information can all be mixed as one unit
of text without any separation within the input bug report.
For example, Figure 3 shows an example for such kind of
bug reports. The bug description within the bug report in
Figure 3, starting from ‘‘in junit.awtui.TestRunner. . . ’’ till
‘‘. . . (SelectionAnalyzer.java:73)’’ is composed of three parts:
natural text, stack traces, and source code, but those parts are
currently one unit of text. Therefore, additional processing
is needed to separate such data into three separate parts:
text, stack traces, and source code as shown in Table 1. The
infozilla tool [16] is applied in our approach to perform the
bug report text separation task. Moreover, the stack traces is
extracted from the new bug report to be used as an input for
the source code classification phase to minimize the search
space. However, the stack traces of the old bug reports com-
bined with description English text will be used with old bug
report data as a one unit. The reason behind separation is that
each separated item will have special further processing to
help in finding the bug.

2) SOURCE CODE EXTRACTION AND PREPARATION
First, different software packages and their source code files
with different versions are extracted from the version control
system of the software project. The preparation phase is then
applied by going through different files and putting them in an
organized form. The organized form of each source code file
is composed of the project name, file name, project version,
file path, files’ main package, commit number, and source
code text. After that source code items extraction subtask will

take the source code file text as a one unit. Then the output
will be the (classes name, method names, identifiers, and
code comments) in separated form. The combination subtask
will modify the structured form of the old bug reports and
source code files by adding the file and package referred to
the source code or old bug report.

3) TEXT PREPROCESSING AND COMBINATION
After applying the bug reports and source code extraction
and preparation tasks, that applied by both the bug reports
and the source code files are transformed into a structured
form. Further preprocessing is needed for these files. First,
the text in the bug report passes through natural language
processing steps like (Tokenization, Stop words removal, and
Stemming) [17]. As a result of this step, we have a bag of
words for the bug reports and also source code files. Another
subtask is applied here to the source text items which is
programming terms splitting. If we have a method name
called ‘‘addTwoNumbers’’ it will be divided into [‘‘add’’,
‘‘Two’’, ‘‘Numbers’’]. This step will enhance the process of
text retrieval or matching similarities. Additionally, this sub
task will be applied to source code items and comments.

B. PACKAGE CLASSIFICATION PHASE
The output of this phase will mainly be the software package
that contains the bug. Such a phase is applied to reduce
the needed time for source code files recommendation, and
improve the accuracy of the recommended files as well.
To reduce the needed time to recommend the source code files
that contain the bug, we need to reduce the number of source
code files on which the text similarity would be computed.
For instance, one text similarity approach [18] had to apply
text similarity to more than 8000 files within the JDT dataset
in order to locate the source code files to be fixed. To reduce
such number of files, our approach will start by recommend-
ing one source code package, where such package would
have the source code file to be fixed among its files. After
locating the recommended package, the text similarity would
be applied only to the source code files within that package.
For example, if our approach recommends the package ‘‘AST
view’’ within the JDT dataset, we would need to run the text
similarity analysis only on the 7 files present within such
package, instead of the 8000 files present within the JDT
dataset. Our approach is expected to improve the accuracy
of recommendation. Some source code files or methods may
take the same name in different packages, hence limiting the
search within the recommended package, will discard such
files from the similarity matching, and hence increase the
accuracy of source code files recommendation.

Another important advantage of the proposed approach is
the ability to work under different circumstances. When the
input data for a software project is just source code files,
our approach will work. In addition, the presence of old bug
reports are also treated with our approach. Source code files
and bug reports represents input training record to classify a
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package first in this phase. Therefore, if the old bug reports
is not available, the approach will find the buggy source code
files by the utilization of available source code files that are
labelled with its package.

The package classification phase as shown in Figure 4
consists of three main tasks: pre-processing the data for the
BERT model, applying the BERT model, and fine tuning the
BERT model.
BERT is a bidirectional encoder representation of different

transformers [15]. The main operation of BERT comes from
learning the context of information. All the prepared struc-
tured data from the previous phase is fed into the BERT pre-
processing phase to prepare the needed format for the BERT
model. Such format includes a feature list. After running the
BERT model, real number vector will be received, and input
into the BERT fine tuning phase. The output of such phase
will be a trained model for the recommending the software
package. Such trained model can then receive a new bug
report as an input, and recommend the package including that
bug report. Wewill discuss each of the above mentioned tasks
in the following subsections.

1) BERT PREPROCESSING
BERT preprocessing task will consist of three main subtasks.
Which is data labelling, tokenization and padding, and finally
numbering as shown in Figure 4.
The Data Labelling subtask will label each training record

with its software package. The training records will be in
different forms: old structured bug reports, structured source
code files. To enhance the process of training, the old struc-
tured bug reports will be concatenated to their solved source
code files, and will be treated as training records as well.
Such concatenation will help the training model to capture
different contexts of bug reports terms that appear in different
source code files. Each concatenation will be counted as a
training record labeled with the classified software package.
Moreover, each source code file in different versions of the
project will be fed the training model labeled also with its
package.
Tokenization and Padding subtask is applied to each of

labelled records from the data labelling subtask. The BERT
tokenizer [18] will first split the data into small chunks. The
padding step is enforced by imposing the size of any input
training record to a fixed size for all records.
Numbering subtask is applied using the vocabulary of the

training data. Each term on the training data will be have a
unique id. Thus, the terms of each record will be converted
into numbers to be the input for the BERT model.

2) BERT MODEL PROCESS
The bert model architecture consists of about 12 layers that
consist of self-attention mechanisms [19]. The role of self- FIGURE 4. Package Classification Phase.
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FIGURE 5. Source code recommendation Phase.

attention is to enhance each token embedding input by getting
different contexts for each token.

Although the directions between different layers of bert
is an indication of the consideration of the bert to different
bidirectional contexts of each term. The output of the model
will be a 768 dimension vector for each token in each training
record which represents the sentence embedding.

3) BERT FINE TUNING
The sentence embedding of the bug reports and source code
files attached with its package classification will be the input
of the fine tuning task. The training data will enter another
layer which is the feed-forward neural networks [20] with
the softmax function. Each training record will enter the
network with its labeled package. Accordingly, the trained
output model will be utilized by entering a structured new
bug report sentence embedding to classify the new bug report
to a specific software package for the next phase.

C. SOURCE CODE RECOMMENDATION PHASE
After the package classification is finished, we got the rec-
ommended package that will contain the bug. If the new bug
report contains a stack trace, the files in this stack trace will be
taken into consideration as well. Figure 5 shows the steps in
this phase. Subsequently, the recommended package source
files and past related bugs to the specific packagewill be input
into this task. Moreover, a text similarity technique which is
sentence BERT [21] will take the new bug report structured
text to get the most similar source code file and if attached
with old bugs. The output of the source code recommendation
phase will be a list of source code files sorted in descending
order according to their similarity to new bug report that
needs to be fixed.

Sentence embedding’s usage is important for the sentence
encoding of the input text. In this task, another fine-tuning
using BERT applied here for direct text similarity. The text
similarity is applied between the new bug report text and
all files related to the software package recommended by
the previous phase. According to [21] sentence BERT is
applied to fine-tune BERT architecture for semantic similar-
ity. As in Figure 5, the input from the source code files and
related data from the software package will be entered into
the pre-trained BERT. The input will be a pair of records
to train the BERT for getting similarities between them.
After that, the model will be trained with the text for the
embedding.

The Next Step is utilizing the max pooling layer that is
located on top of the BERT layer. The role of pooling is
to combine each token vector for an input record. Besides,
it gives a fixed sentence for the two output sentences. After
the two sentences are vectorized, the similarity between these
two vectors will be calculated using cosine similarity which
is applied as a metric to get the angle [22] between the new
bug report and all source code files and data related to a
specific package. So the highest score of these results will
represent the nearest source code file to the new bug report
data.

III. EXPERIMENTS AND EVALUATION
A. RESEARCH QUESTIONS
To evaluate the performance of our Phase-based bug local-
ization approach, the following four research question will
be addressed:

RQ1 What is the effect of our approach on bug localiza-
tion?

RQ2 Can the utilization of stack traces affect our approach
results?

RQ3 Does the package recommendation phase affect the
bug localization time and accuracy?

RQ4 Does our approach outperform state-of-the-art bug
localization approaches?

B. EXPERIMENTAL DATASET
The datasets used for our experiments are JDT1 and Eclipse
platform UI2 dataset which are well known benchmarks
for bug localization. The bug localization. JDT stands for
Java Development Tools for Eclipse which is an open-source
project written in Java language constructed in 2001. Eclipse
platform UI contains a set of frameworks in addition to
common services for Eclipse. For both datasets, all their
source code files across different versions were extracted
from Git version control system. Moreover, the projects’
bug reports are available on the BUGZILLA bug tracking
system. The JDT dataset bug reports that are collected consist
of 6274 bug reports and more than 8000 source code files
with 17 main packages across more than 12 versions. The
Eclipse platform UI dataset consists of more than 6400 bug
reports andmore than 3400 source code files acrossmore than
14 versions.
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C. EXPERIMENT DESIGN AND PROCEDURE
To answer our research questions, we had to pick a dataset
that has the needed inputs for our approach: old bug reports
from the bug tracking system, and different versions of source
code files from version control systems with their packages.

To answer our research questions, we will apply our
approach to the JDT and Eclipse datasets mentioned above.
For each dataset, we will use 90% of the dataset as training
data, and the other 10% as testing data. Hence, some of the
previously fixed bugs will be used to assess if our approach
will properly recommend their relevant source code files that
need to be fixed.

To assess the accuracy of the approach across all the
research questions, each dataset will be divided 10 folds
cross-validation as applied in some past experiments [23],
[24]. The 10 folds will be divided into 9 folds for training
and one is assumed to be unfixed for testing. This process
will be repeated 10 times as each time one of the 10 folds
would be used for testing., and the remaining folds would be
for training. After that, the average of the results of all folds
is calculated for Top-1, 5, 10, 20 measures.

For RQ1, our approach will be applied to the two datasets.
For RQ2, we will apply our approach twice: once with stack
traces, and once without stack traces, and compare their accu-
racy. For RQ3, we will apply our approach twice; once while
using the package recommendation phase, and once without
using the package recommendation phase, and compare their
accuracy and time. For RQ4, we will compare our approach’s
results against other state-of-the-art approaches that utilized
the same dataset, and used the same metrics that we report.

D. EXPERIMENTS EVALUATION METRICS
The experiment performance will be measured using three
important evaluationmetrics [24]which are TOP-N andMRR
as applied by [23].

TOP-N rankmetric counts the number of tested bug reports
where at least one of the source code files appears in the top-
ranked (1 or 5 or 10) files. So, we consider that the tested bug
will be successfully localized if at least one of the retrieved
source code files is one of the files that were actually fixed
within that bug. The true counts for all tested bug reports
are counted. Then the true counts will be divided by the total
number of bug reports. Therefore, the high the score the high
performance of our approach.

Mean Reciprocal Rank (MRR) calculates the inverse posi-
tion of the source files that contains the bug. The importance
of that metric is to measure the retrieved ranked list quality.
Equation (1) represents how the MRR is calculated where the
symbol Q stands for the bug reports set and ranki indicates the
position of the retrieved files.

MRR =
1
Q

Q∑
iD0

1
ranki

(1)

Precision metric is the ratio of correctly predicted positive
classes to all items that predicted to be positive as stated

FIGURE 6. Accuracy results of Top-N rank among 10 folds for JDT Dataset
for applying our approach.

FIGURE 7. Accuracy results of Top-N rank among 10 folds for Eclipse
Platform Dataset for applying our approach.

in equation 2. Precision tells us how correct is our model,
or precise positive predictions. The metric will be utilized
only for package classification experiment.

TP
TP + FP

(2)

E. EXPERIMENTS RESULTS AND DISCUSSION
Answer to RQ1:What is the effect of our approach on the
bug localization?

We applied our approach to the JDT and Eclipse Platform
datasets to measure the bug localization performance. The
MRR got an average of 0.29 for JDT dataset and 0.27 for
Eclipse Platform. Figures 6 and 7 present the Top-N results
for each fold to JDT and Eclipse Platform datasets. As stated
above that each fold from the 10 folds will be used for testing
and the remaining folds for training. Each fold is presented on
x-axis and the accuracy results for each fold according to the
Top 1, Top 5, Top 10, and Top 20 metrics are presented on the
y-axis. Figures 6 and 7 indicate that the results are near among
the 10 files, whih implies that our approach’s performance is
stable for both datasets.

Answer to RQ2: Can the utilization of stack traces
affect our approach results?

We applied our approach while utilizing stack traces data
on both JDT and Eclipse platform datasets. Within Figures 8
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FIGURE 8. Accuracy results of Top-N rank among 10 folds for JDT Dataset
for applying our approach using stack traces.

FIGURE 9. Accuracy results of Top-N rank among 10 folds for JDT Dataset
for applying our approach using stack traces.

and 9, the results of the experiment according to top-n rank
for each fold are presented, where each fold is presented on
x-axis and the accuracy results for each fold according to the
Top 1, Top 5, Top 10, and Top 20 metrics are presented on the
y-axis. MRR also achieved a result of 0.33 and 0.31 for JDT
and Eclipse Platform respectively.

To assess whether using stack traces would improve the
accuracy or not, we applied our approach without using stack
traces on both datasets, and compared those results with our
previous results when we were utilizing stack traces. Figures
10 and 11 show the difference in results while utilizing stack
traces versus while not utilizing them. The results indicate
that using stack traces enhanced the accuracy for both datasets
across the Top n ranks and MRR metrics.

Answer to RQ3: Does the package recommendation
phase affect bug localization time and accuracy?

To answer this question, we have to test the effect of soft-
ware package recommendation phase we compared the time
and accuracy of our approach while applying the package
recommendation phase, versus without applying that phase.
Considering the time aspect: Figure 12 shows a bar chart

representing the time taken by our approach while applying
the package recommendation phase, compared to the time
taken by our approach without that phase to locate a list of
buggy files. Figure 12 explicitly shows the importance and
positive effect of utilizing the package recommendation phase
in our approach considering time aspect.

FIGURE 10. Comparing Results between not utilizing stack traces and
utilizing it for JDT Dataset.

FIGURE 11. Comparing Results between not utilizing stack traces and
utilizing it for Eclipse Platform Dataset.

FIGURE 12. Time results according to utilizing package recommendation
phase versus not utilizing.

Considering the accuracy aspect: Figure 13 and Figure 14
show the accuracy results when removing the package recom-
mendation phase for both JDT and Eclipse Platform among to
10 folds Top-1, Top-5, Top10, and Top-20 among the 10 Folds
for JDT and Eclipse platform datasets.

We compare the accuracy when applying the package rec-
ommendation phase versus when removing that phase within
Figures 15 and 16 for the JDT and Eclipse Platform datasets
respectively. Figure 15 shows that values among Top-1, 5,
10, 20 are (0.19, 0.39, 0.49, 0.54 and 0.31) decreased by
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FIGURE 13. Accuracy results for Top-N rank among 10 folds without using
package classification for JDT dataset.

FIGURE 14. Accuracy results for Top-N rank among 10 folds without using
package classification for Eclipse Platform Dataset.

FIGURE 15. Comparing accuracy results using package recommendation
versus not utilizing according to Top-N rank among 10 folds according to
Eclipse Platform.

approximately 0.01 for removing package recommendation
phase versus not removing. However the MRR remains the
same which implies that the not utilizing package recom-
mendation phase affected our approach negatively. Figure 16
presents the results applied on JDT dataset, and the results
show that Top 1 (0.25) accuracy measure decreased by 0.02,
Top 5(0.49) and MRR remains the same. The conducted
experiments imply that utilizing the package recommenda-

FIGURE 16. Comparing results between accuracy results using package
recommendation versus not utilizing according to Top-N rank among
10 folds according to JDT.

tion phase has a great role in improving the time of our
approach, and does not hinder the performance. Also, to the
best of our knowledge, no other research works on the layer
of package classification.

Answer to RQ4: Does our approach outperform other
bug localization approaches?

To evaluate our approach’s effectiveness, we have to eval-
uate our work according to two important aspects which are
time and accuracy against state-of-the-art bug localization
approaches. However some of such approaches report the
time and accuracy and some of them report accuracy only as
follows:

(1) BugLocator [4]: An information retrieval technique
used to localize bugs using rVSM for source code and
bug reports representation.

(2) NP@hypheCNN [10]: A machine learning technique
that utilizes feature from bug reports and source code
files. Additionally, a convolution neural networks used
for localizing bugs.

(3) STMLocator+ [23]: A supervised topic modelling
approach is proposed. The terms in bug reports and
source code files is utilized. Also long source code files
are phenomena are considered.

(4) cFlow [25]: An approach that learns the features of
source codes and bug reports using graph neural net-
works. A flow based procedure is applied to get the
program structure for further learning.

(5) Fast Change [26]:An approach is applied to find the
lexical gap between bug reports and source code files

(6) JINGO [27]: An approach that utilizes topic modelling
to match co change information in source code files
with bug reports by emphasizing topic spaces.

ConsideringTop-5 evaluationmetric, our approach outper-
forms all of the above mentioned state of the art approaches
that present this evaluation metric which are 5 approaches.
Figure 17 shows a comparison between our approach, and
the above mentioned approaches in terms of the Top-5 rank,
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FIGURE 17. Top-5 comparing results between our approach and other
state of the art approaches.

FIGURE 18. Top-10 comparing results between our approach and other
state of the art approaches.

FIGURE 19. MRR comparing results between our approach and other
state of the art approaches.

where our approach outperforms all those approaches in that
metric.

Considering the Top-10 evaluation metric, Figure 18 com-
pares our approach, and the above mentioned approaches in
terms of the Top-10 rank. Figure 18 shows that our phase
based approach outperforms three of the approaches. Addi-
tionally, our approach got 0.57 and cFlow got 0.77. However
cFlow applied their approach on only 5016 bug report from
6274 in JDT dataset.

FIGURE 20. Time compared results between our approach and other
state of the art approach.

Considering MRR evaluation metric, our approach out-
performs all of the mentioned state of the art techniques
that utilize this evaluation metric. Figure 19 shows that our
phase based approach outperforms three of the approaches
by improving BugLocator (0.24) by 10%, NP-CNN (0.23)
by 11% and Jingo (0.32) by 2%. Additionally, our approach
got 0.34 and cFlow got 0.55. However cFlow applied their
approach on only 5016 bug report from 6274 in JDT
dataset.

Considering the Time evaluation metric, our work exceeds
STMLocator [23] as such technique present the time to find
a buggy source code file contains the buggy file. Figure 20
shows that our work recommends the buggy source code file
within 50.4 milliseconds for JDT dataset, whereas STMLo-
cator locates the buggy file within 800 milliseconds hence,
our approach achieved a time reduction of around reduction
of time of about 750 milliseconds.

IV. THREATS TO VALIDITY
In our approach, we apply our work on benchmark datasets
as JDT and Eclipse Platform. However, the JDT and Eclipse
Platform is an open-source project written in Java language.
Hence, we do not know how our approach results would
hold for projects written in different programming languages,
specifically non object oriented ones. However, our approach
steps could generalize across other programming languages
that utilizes the same object oriented concepts and the same
structural relationships of the Java programming language.

Additional threats to validity is the effect on the number of
source code files within a specific package, on the package
recommendation phase. In some projects, the software pack-
ages could contain source code files with different counts.
For instance, one package could contain 600 files, while
another package could contain 30 files. Such variance could
result in an unbalanced dataset for training. Subsequently, the
performance of our approach may be affected.

Another threat to validity is our reliance on the MRR and
Top N ranks only. However, we picked those metrics due to
their wide usage across various state-of-the-art approaches in
the literature. However, other metrics should be considered in
our future work
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V. RELATED WORK
A. INFORMATION RETRIEVAL APPROACHES
A proposed technique called FineLocator [6] aims to pre-
dict bugs at the method level. Their work depends on the
syntax trees of the source code. Hence the bug reports and
source code artifacts were utilized. A Technique called BLIA
indicates bug localziation using integrated analysis [5]. Such
technique constructed a score of retrieval of the source code
that contains the bug. However, their score depends on the
similarity measure between the source code and bug reports.

Another approrach called bug locator [4] worked on the
text simlarity between bug report and source code files. Yao-
jing [7] proposed another technique that takes into consider-
ation the history of fixes for each source code file. Also, the
co-occurrence of source code terms with each other among
different source code files is utilized. After that a topic mod-
elling technique applied on different benchmark datasets to
validate their work. Such technique [7] was evaluated using
10 folds cross validation on the JDT, and PDE platforms. Fan
Fang et al [28] attempted to enhance the performance of the
information retrieval technique. Such technique targeted the
bug report text quality to be informative or not. Another inves-
tigation to the combination of different IR technique [29] like
VSM and LSI, the authors concluded that the combination
results in an improvement results. An IR technique called
BoostNShift [30] works with localizing the bug at method
level. The authors trying to insert bug report text as a query
with the source code to retrieve methods that contains bugs.

In [31], the authors produced an approach for localizing the
bugs automatically using ranking. The Cosine similarity is
used to measure the similarity between source code files and
bug reports. Also, the API information is used in addition to
the collaborative filtering enhance the features. Additionally,
the names of classes and the frequency of the bug appearing
considered to be featured. The average accuracy of 70%
achieved all over the top 10 ranked files for 5 benchmark
datasets. However, some of the above-mentioned techniques
suffers from lexical mismatch between bug reports and source
code files which leads to misclassification.

B. MACHINE LEARNING APPROACHES
A proposed tool called Bug2Commit [32] applied the fast
text [33] as a word embedding for retrieval of source code
files, metadata and stack traces are utilized besides the
bug reports. Such technique main difference that approach
achieved a good accuracy for a dataset which is not a bench-
mark but the nature of the software project is different Face-
book application. A mathematical model are created by [34]
based on past work [4]. The main aim of the mathematical
model is to help in enhancing the past technique applied in [4]
accuracy with the new solved bug reports. Moreover reducing
the time of model by 77.7%.

An integrated model [24] is applied between word embed-
ding and deep neural networks to localize bugs. The rVSM
role is to capture the similarity between the source code and

bug reports. Additionally the skip gram word embedding
model is utilized to get the semantic similarity between bug
reports and source code files. The deep neural networks get
these features to get the source code files that contains the
bug. The authors evaluated their work on 5 known benchmark
datasets like SWT, AspectJ, Eclipse and JDT and perform-
ing good results. A technique called smell ware based [35].
The code smells which may be results from design issue or
problem in source code. The code smells is utilized here to
enhance the process of IR based. A proposed approach called
DRAST [36] aims at enhancing the generality of the bug
localization so it can supports different languages. Random
forest and deep learning in addition to a vector space model.
This approach achieves an enhancement according to MRR
and MAP of about 90%.

Another technique called Blesser [37] that get the source
abstract syntax trees and code embedding. They tested their
work on 5 C++ source code projects. A two phase’s model
are used to predict the bugs in the fixed model [13]. The
machine learning approach is applied for the bug reports to
be predictable or not. The bug report summary, metadata,
reporter and bug report description are utilized as features.
Then in phase two, the predicted bug report to be fixed for
the multi-class classification model. The average accuracy
achieved for predicting files is 70 percent.

A system proposed [2] by using a deep learning system
to localize bugs. The text terms of Bug reports are utilized
in addition to the terms of source code files. The works are
evaluated on four datasets (AspectJ, SWT, JDT, and Tomcat)
with enhanced accuracy. A topic modeling approach applied
to localize bugs in JINGO [27] by utilization of bug reports
and source codes. A genetic algorithm is applied in [38] for
enhancement of text retrieval. The algorithm trying to find the
optimal query to retrieve the true results from the source code
files. However, some of above-mentioned techniques would
not work if the software project is a new one that does not
contain any historical bug reports or any source code projects
changes.

VI. CONCLUSION
In this paper, a phase based bug localization is presented to
overcome some appeared limitations in previous techniques.
Raw data preparation phase role is to prepare different arti-
facts like bug reports and source code files for next phases.
Package classification phase utilizes BERT to capture differ-
ent contexts of text in different source code files. Such a phase
recommends the package that is most probably contains the
bug. Finally, the source file recommendation phase produces
the buggy source code files.

Our phase based bug localization improves the bug local-
ization time compared to other state-of-the-art techniques.
Furthermore, the package classification phase narrows the
search space of the code files to search in. Several empirical
evaluations were conducted to assess the accuracy of our
approach, and the effect of the utilized artifacts. The results
show that utilizing the recommendation phase improves the
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accuracy and time for finding bugs. Additionally, the pres-
ence of stack traces artifact shows an enhanced results in the
bug localization process versus not.
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