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ABSTRACT Cloud computing is a potential platform transforming the health sector by allowing clinicians
to monitor patients in real-time using sensor technologies. However, the users tend to transmit sensitive and
classified medical data back and forth to cloud service providers for centralized processing and storage.
This presents opportunities for hackers to steal data, intercept data in transit, and deprive patients and
healthcare providers of private information. Consequently, Security and privacy are the primary concerns
that must be addressed for the healthcare organization to trust and adopt the cloud computing platform.
We present data sanitization and restoration processes to generate the keys from the acquired data and develop
a multi-objective function for the hiding ratio, degree of modification, and information preservation ratio.
We then employed the Bee-Foraging Learning-based Particle Swarm Optimization (BFL-PSO) algorithm
to acquire the optimal key while transferring healthcare data into the cloud to ensure high Security. The
experiment is carried out on the UHDDS dataset. The performance is assessed in terms of Security, delay
time, encryption time, error rate, and convergence speed, with the results contrasted to state-of-the-art works.
The performance study demonstrates that the suggested algorithm has higher Security than cutting-edge
security algorithms.

INDEX TERMS Healthcare, BFL-PSO, sanitization, restoration, cloud storage, degree of modification,
hiding ratio, information preservation ratio.

I. INTRODUCTION
Cloud computing offers distributed database, networking,
storage, data analysis, and Internet of Things (IoT) services
to various stakeholders, enabling them to be more flexible,

The associate editor coordinating the review of this manuscript and

approving it for publication was Nitin Gupta .

faster, and financially benefiting from cheap operating, main-
tenance, and service costs [1]. The cloud distributes storage
and processing among servers and edge devices that provide
self-services, enabling end users and stakeholders to receive
ubiquitous and timely responses [2].

The cloud infrastructure is divided into three categories:
private, public, and hybrid services, depending on the service
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being provided and the requirements of the customers [3].
The remote cloud configuration is for an organization host-
ing data within its own data center, where the organization
is responsible for managing all cloud resources owned [4].
Since that infrastructure owns its private resources with lim-
ited organization-owned transactions, it provides enhanced
security compared to public and hybrid cloud infrastructures.
Albeit using a private cloud solution offers organizations bet-
ter Security and control over their servers, it does necessitate
a considerably higher level of IT experience than utilizing
a public cloud. The public cloud setup is available to all
externally registered companies over the internet, with the
option to use the resources on a pay-per-use basis [5]. Given
the shared communication channel, the public cloud is less
secure but less expensive than the private cloud arrange-
ment. The cloud infrastructure is controlled and maintained
by a large Cloud Service Provider (CSP), responsible for
establishing and encouraging the general public cloud and
its IT resources. The hybrid cloud concept arose from the
blurred distinctions between traditional private and public
clouds, defined by location, ownership, and organizational
requirements [5]. The hybrid cloud configuration combines
the benefits of private and public clouds. The environment
shares critical and non-critical information with the private
and public infrastructure to ensure the appropriate Security
while cutting resource management expertise and equipment
costs [6].

These clouds empower their customers with infrastructure
as a service (Iaas), platform as a service (Paas), and soft-
ware as a service (SaaS) services that are hosted by outside
providers and allowed access to consumers online [7]. The
IaaS provides computing, networking, and data storage capa-
bilities; PaaS offers a programming environment for users
to develop code and run applications; and SaaS enables
customers to run software that demands high processing
over distant servers [8]. Besides the organization’s distinc-
tive requirements, the standard assessment metrics of cloud
infrastructure are Security, cost, flexibility, service latency,
responsiveness, encryption and decryption times, conver-
gence speed, control over infrastructures, and complexity [9].
The healthcare sector is currently facing various financial

challenges, such as managing multiple stakeholders for ser-
vice delivery and an older population; nevertheless, medical
informatics organizations may appreciate the benefits of the
cloud paradigm for transmitting data and applications [10].
Cloud computing has the potential to address these challenges
because medical data administration and analysis are expen-
sive, and there are few appropriate software solutions [11];
consequently, cloud-based applications can bring solutions to
the current problems confronting the healthcare sector [12].
However, even with the anticipated improvements, the rate
of acceptance and efficient application of cloud computing
within the healthcare industry still needs to improve. For
instance, the retail industry has a 57% adoption rate of cloud
computing, but the healthcare sector has a 31% adoption
rate [13].

Security is one of the most significant barriers to adopting
cloud computing within the healthcare system, influencing
data integration, interoperability, real-time patient monitor-
ing, and decision-making sharing among different health-
care physicians [14]. The cloud provides real-time patient
monitoring, and clinicians frequently send sensitive health
monitoring and classified medical data back and forth to
cloud service providers resulting in a convoluted and inse-
cure system that leads to a trade-off between computing
complexity and security [15]. In this work, we presented a
novel multi-objective-based healthcare data transmission in
the cloud environment based on the BFL-PSO algorithm to
meet the security requirements and solve the trade-off prob-
lem. The main three-fold contribution of this work is listed
below.

• We investigated the data sanitization and restoration pro-
cess to generate the keys and devised a multi-objective
function for the hiding ratio, degree of modification, and
information preservation ratio in conjunction with an
optimization algorithm to determine the optimal key for
patient’s real-time monitoring and doctor’s interchange
of sensitive medical data back and forth to the cloud
system.

• We addressed themulti-objective function by employing
the Bee-Foraging Learning-based Particle Swarm Opti-
mization (BFL-PSO) algorithm, which learns the hiding
ratio, degree of modification, and information preser-
vation ratio for the acquisition of the optimal key that
ensures high Security for the transferring the healthcare
data into the cloud system.

• We evaluated the suggested BFL-PSO algorithm against
the cutting-edge Euclidean L3P-based Multi-Objective
Successive Approximation (EMSA) [16], Shark Smell
Optimization (J-SSO) [17], Improved Multi-Objective
Particle Swarm Optimization (IMPSO) [18]. Hashed
Needham Schroeder (HNS) Cost Optimized Deep
Machine Learning (HNS-CODML) [19] security algo-
rithms in terms of Security, delay time, encryption time,
error rate, and convergence speed utilizing the Uniform
Hospital Discharge Data set (UHDDS) [20] dataset.

The remainder of the work is organized as follows: Section II
assesses the relevant results, and their benefits and draw-
backs are enumerated. The system model of the proposed
bee-foraging learning-based particle swarm optimization
algorithm is demonstrated in Section III. the proposed
BFL-PSO approach for the secured healthcare data in the
cloud environment, as well as the multi-objective parameters,
are discussed in Section IV. The findings and comparison
study are discussed in Section V, and finally, Section VI
concludes the work.

II. LITERATURE SURVEY
A Euclidean L3P-based Multi-Objective Successive Approx-
imation (EMSA) algorithm is proposed by Sathya et al. [15]
to conserve eHealth data, including the classification of
health information into private and public categories. They
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encrypted sensitive information with an encryption key and
retained the significant source of the encrypted keys. They
assessed the proposed EMSA using the usefulness, fitness,
and privacy parameters. Their findings revealed improved
privacy for relatively large datasets, but they didn’t consider
the avoidance of all potential assaults.

Ahamad et al. [16] developed a Jaya-based Shark Smell
Optimization (J-SSO) algorithm for the cloud sector, utiliz-
ing a two-step data restoration and sanitization approach to
achieve optimal results. The parameters acquired from the
optimum key are employed to verify health data security.
The suggestedmodel exhibited its potential to solve problems
quickly and yield significant results; nevertheless, a sluggish
convergence rate with low accuracy was observed. Conse-
quently, an optimum output with a high convergence rate and
accuracy have yet to be developed.

Devaraj et al. [17] have described the Firefly (FF)
algorithm and the Improved Multi-Objective Particle Swarm
Optimization (IMPSO) technique to reduce the search space
for improving the acquisition of the optimum key. The search
space is optimized, and the global best solution is chosen
by locating a point and computing the distance to the opti-
mal solution. The response time and resource usage are
increased to facilitate effective selection, which results in data
duplication.

Alzubi et al. [18] proposed the Hashed Needham
Schroeder (HNS) Cost Optimized Deep Machine Learning
(HNS-CODML) approach for secure data transmission. Their
work derives the number of transitions and states from the
classical Finite State Automata network model and employs
Finite State Automata (FSA). The execution time, communi-
cation overhead, and cost estimate the model’s effectiveness;
however, security measures are not considered.

Rani et al. [20] adopted Hybrid Teaching and Learning
Based Optimization (HTLBO) to solve encryption key opti-
mization problems. The block cipher recognizes healthcare
data encrypted by the network’s IoT sensors. The num-
ber of users generates ciphertext data utilizing the Chinese
Remainder Theorem (CRT), and the privacy and accuracy
optimization is strengthened for the number of communicat-
ing users; moreover, the practical application of the work still
needs to be addressed.

A Preferred Reporting Item for Systematic Reviews and
Meta-analyses (PRISMA) technique has been proposed by
Shukla et al. [21] to lower the latency of cloud and IoT. They
exploited fog computing to reduce packet errors and identify
the best path for the packets. They furthermore investigated
the clustering mechanism to determine latency. As a result,
their technique is highly efficient, albeit the emphasis was on
latency rather than other security considerations.

Tamilarasi and Jawahar [22] introduced a novel hybrid
lightweight encryption scheme employing a swarm opti-
mization algorithm (HLE-SO). The lightweight features
integrate HLE-SO with pallier encryption, which reduces
the number of iterations required by the key space modifi-
cations algorithm. Furthermore, the approach encrypts the

data and sends it to the end-user while considering encryp-
tion and decryption metrics while evaluating the suggested
algorithm. As a result, the proposedmethod lowered error and
processing time while boosting encryption time.

Anand et al. [23] have developed compression-then-
encryption-based dual watermarking for healthcare to pre-
serve Electronic Patient Records. The watermark is incor-
porated in the wavelet coefficient for data transmission in
Electronic Patient Records. The redundant discrete wavelet
transform (RDWT) covers the image, allowing it to be
transferred effectively over the network. However, real-
time implementation is challenging and results in significant
complexity.

Mousavi and Ghaffari [24] present a novel Artificial Bee
Colony (ABC) approach to secure irrigation systems by
using Elliptic-Curve Cryptography (ECC) to generate private
keys. The suggested study employs the D-dimensional space
to determine the most suitable solution. Both the private
and public keys are used to securely transmit data over the
communication channel by storing the user’s information.
However, the mechanism for generating secure private keys
needs to be researched, and therefore algorithms for private
key generation are desired.

The cloud’s Security can be gained by virtualized IP, data
protection, controls, and policies; yet, it also has some short-
comings, such as data loss, loss of control and procedures,
complexities, and more. To improve security in transmitting
healthcare data in the cloud environment, resolving these
problems is vital. Table 1 lists the limitations and benefits of
prior works.

III. SYSTEM MODEL OF THE PROPOSED BEE-FORAGING
LEARNING-BASED PARTICLE SWARM OPTIMIZATION
ALGORITHM
Although cloud computing is a rapidly expanding technology,
Security is one of the biggest worries since it must adhere
to stringent security protocols for sensitive data like patient
monitoring and hospital records. Therefore, the cloud system
should ensure the safe transmission and receipt of sensi-
tive data for patient monitoring and healthcare professionals.
Moreover, the cloud grants access permission to a subset
of users, reflecting a lack of data processing for all users
in the cloud environment; to address the access permission
issue, the cloud also supports the data sharing mechanism;
nevertheless, this leads to the data breach problem. The cloud
must establish a strong cyber security layer to ensure the
cloud system’s Security for both patient monitoring data
and healthcare professional data. Therefore, the proposed
work employs data sanitization and restoration techniques
to construct secure keys for data transfer before utilizing
the BFL-PSO to optimally determine the most suitable keys
that enhance the security level for healthcare data, as shown
in Fig. 1. The figure shows how healthcare data is encased
using a two-step sanitization and restoration technique, with
the former allowing the concealment of sensitive monitor-
ing and other confidential data, preventing data breaches by
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TABLE 1. A summary of the limitations of the previous algorithms concerning the cloud security measure in the healthcare system.

unauthorized users. Subsequently, it leverages the BFL-PSO
algorithm to resolve themulti-objective function and learn the
encased ratio, degree ofmodification, and information preser-
vation ratio to acquire the optimal key that guarantees high
Security for transmitting medical data into a cloud system.
The latter mechanism then decrypts the data using optimally
chosen keys for the authorized users, consequently heighten-
ing Security and processing through a two-step sanitization,
restoration, and optimization algorithm.

IV. PROPOSED BFL-PSO APPROACH FOR THE SECURED
HEALTHCARE DATA IN THE CLOUD ENVIRONMENT
This section delves into the mechanism of the proposed
multi-objective function for the cloud-based healthcare sys-
tem, which employs data sanitization, restoration, and the
BFL-PSO algorithms to encapsulate data, pick optimal keys,
and restore data for authorized users.

A. THE UNIFORM HOSPITAL DISCHARGE DATASET
The Uniform Hospital Discharge Dataset (UHDDS) [25]
was utilized to investigate the cloud environment’s secu-
rity through the sanitization and restoration process for the
data-encased and restoration processes, as well as for opti-
mum key selection using the suggested BFL-PSO algorithm.
The UHDDS was a project of the Department of Health,
Education, andWelfare, the forerunner of today’s Department
of Health and Human Services (HHS), and it offered patients

FIGURE 1. Illustration of the system model of the proposed BFL-PSO
approach for enhancing Security in cloud systems for healthcare data.

access to their treatment data, including information on their
Medicare and Medicaid coverage. Additionally, it provides
sensitive information regarding the inpatient’s symptoms and
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reports on the primary treatment procedure, both before and
after the diagnosis.

B. THE SANITIZATION AND RESTORATION MECHANISMS
FOR DATA ENCASING AND RESTORING
The generation of a key matrix commences with binary data
conversion in the cloud system, followed by the XOR opera-
tion to sanitize [26] the binary data that was transformed from
the healthcare dataset, as depicted in the schematic diagram in
Fig. 2. Meanwhile, the suggested BFL-PSO selects the best
key among the generated keys, ensuring high Security and
preventing unauthorized users from accessing the sanitized
data. Next, the generated key and the cloud data are converted
into binary form, and its total binary number is converted into
decimal form for further processing. Following that, Eq. (1)
is used to perform the XOR operation, which leads to the
generation of sanitized data from the original data in addition
to the generated key matrix data. This mechanism conceals
sensitive data, enhancing the Security of the cloud system and
offering data protection. The same XOR process is employed
in the data restorationmechanism for permitted access, which
utilizes the duplicate keys on the encrypted data to reinstate
the encapsulated sensitive data, as shown in Eq. (2).

Fs′ = Fs⊕ K2 (1)

F
∼
s = Fs′ ⊕ K2 (2)

The original data from the cloud is denoted as Fs, and after
sanitization, the data is represented Fs’, with the key gener-
ated after the optimization process labeled as K2. Likewise,
the restored data is indicated as F

∼
s at the restoration end.

C. THE KEY GENERATION MECHANISM
Once the pool of keys has been generated using the saniti-
zation as mentioned above and the restoration mechanism,
the suggested BFL-PSO algorithm is employed to determine
an optimal key that ensures the highest level of Security.
The key generation process entails the transformation into a
new framework utilizing the Kronecker technique. Following
that, the Kth key converts to the K1 matrix with a size of
√
W × Rmax , for instance, when the Kth key size is K =

{6, 8, 1} the resultant K1 matrix can be retrieved as shown
in Eq. (3).

K1 =

6 6 6
8 8 8
1 1 1


√
W×Rmax

(3)

The total number of records transacted is represented by W ,
which results in key duplication, as demonstrated by the rows
in Eq. (3), necessitating a mechanism for determining the
optimal keys. To derive the optimal key denoted byK2 from a
population of keys with duplication, we utilize the BFL-PSO
algorithm, as detailed in the subsequent section.
Lemma 1: If (Kr )∞r=1 is an infinite series of real integers that

conforms to
∑

∞

w=1 Kw = s If something exists and is limited,

FIGURE 2. The data conversion and the sanitization and restoration
processes for the generation of keys and optimal key selection through
the proposed BFL-PSO approach.

then we have all got to 0 < b1 ≤ b2 ≤ b3 ≤ . . . .. and br →

∞ that

lim
r→∞

1
bn

r∑
n=1

bnKw = 0

Proof: Let Ln indicate the important partial amounts. Sum-
marizing using components

lim
r→∞

1
bn

r∑
n=1

bnKw=LK− lim
r→∞

1
bn

r∑
n=1

(bn+1−bn)Ln

Select any ε > 0. Select N now so that itLn is near s for k >

N. This can be done as the series Lnapproaches s. The right
half is then:

LK −
1
bk

N−1∑
n=1

(bn+1 − bn)Ln −
1
bk

k−1∑
n=N

(bn+1 − bk )Ln

= LK −
1
bk

N−1∑
n=1

(bn+1 − bn)Ln

−
bk − bN
bk

s−
1
bk

k−1∑
n=N

(bn+1 − bk )(Ln − s)

Let n now extend to infinite. s receives the first term, and the
third term wipes it out. The second component equals ‘‘0’’
(as the sum is a fixed value). The final component is limited
by ∈ (bk − bN )/bk ≤∈ because the b sequence is growing.

D. THE BEE-FORAGING LEARNING (BFL) MODEL
Since the suggested optimization algorithm is based on the
bee-foraging learning model, we investigate it by employing
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the ABC division-of-labor approaches outlined in [27]. The
model is composed of three main stages: employed learn-
ing, onlooker learning, and scout learning with the personal
location designated by Pb, velocity Vi, and own location Li
portrayed through the particle N initialization procedure.

1) EMPLOYED LEARNING
The employed learning level demonstrates the behavior of
particle swarm optimization as employee bees in the ABC
algorithm, with the location and velocities of each particle
updated depending on the Learning of personal and global
ideal locations denoted by Pb and Gb, respectively. The
following Eq. (4) is used to accomplish the modifications.{

V new
i = l

(
V old
i ,Loldi ,Pbi,Gb

)
Lnewi = Loldi + V new

i
(4)

where the variables Loldi and V old
i represent the location and

velocity of the previous iteration, and the variables Lnewi
and V new

i are the updated or new location, and the velocity,
with l being the upgrading velocity factor that replaces the
local location Lnewi , instead of the global location Gb. More-
over, the remaining particles are updated by incrementing the
counter variable as CN (i) = CN (i) + 1, which leads to the
best position and the reset operation denoted with CN (i) = 0.

2) LEARNING OF ONLOOKER
Taking into account the onlooker bees mentioned in
ABC [28], the particle with the best fitness values is sought
in this onlooker stage; consequently, the best fitness value
of each particle Fbi is determined employing Eq. (5) and the
probability of the ith particlePi being chosen can be computed
according to Eq. (6).

Fit(Li) =

{
1

1+Fbi
Fbi ≥ 0

1 + |Fbi | otherwise
(5)

Pi =
Fit(Li)∑M
i=1 Fit(Li)

(6)

The roulette technique identifies particles based on Pi values
so that the particle with the largest value with the highest Pb
value is regarded as the optimal value. For instance, consid-
ering the jth chosen particle, the new location Lnewj based on
the Pb value can be estimated and then compared to the same
value; if the value is higher than the Pb, the estimated Lnewj
value is substituted. Then, again, the remaining particles are
updated by incrementing the jth counter variable as CN (j) =

CN (j)+1 that leads to the best position and the reset operation
denoted with CN (j) = 0.

3) SCOUT LEARNING
The scout learning stage recognizes particles that fail to
update their Pb value as exhausted until a certain number of
iterations, with the positions, velocity, and Pb values becom-
ing randomly re-initialized when the particles are evicted
from the search space.

E. THE PROPOSED BEE-FORAGING LEARNING ENABLED
PARTICLE SWARM OPTIMIZATION ALGORITHM
The BFL-PSO technique may be used to tackle various opti-
mization problems by optimizing system parameters using
the BFL model as a foundation. Therefore, the proposed
BFL-PSO algorithm employs the BFL model in conjunction
with the concept of biogeography-based Learning PSO to
upgrade the velocity and location through generated Eq. (7).{

V new
i = λ × A.random

(
Pbεi

− loldi
)

Lnewi = Loldi + V new
i

(7)

The inertia weight λ and learning factor A are crucial vari-
ables in the particle swarm optimization process. The inertia
weight regulates the behavior of the particles in the swarm,
enabling them to explore more of the search area. In contrast,
the learning factor regulates the rate at which the particles
update their velocities and locations, enabling them to con-
verge on a solution swiftly. The optimization method may be
modified to find better solutions in less time bymodifying the
values of these parameters. In this instance, λ is the inertia
weight supplied in the range [0, 1], and A is the learning
factor, a uniformly distributed random vector for values in the
[0, 1] range. Finally, the total of all the particles’ personal best
placements is found, which is represented by Pbεi

. Figure 3
depicts the algorithm flowchart of the proposed BPLF-PSO,
performing the following main steps.

1) Initialization: Initialize the particles’ positions, veloc-
ities Vi and personal best pbest placements Li with
random values. Estimate the particles using Eq. (5) and
store the Gbest position. While the criteria are not met,
Apply employed Learning.

2) Movement:Move the particles according to the veloc-
ity vector and update the personal best placements
using Eq. (7).

3) Evaluation: Evaluate the fitness of the current posi-
tions and compare them with the personal best place-
ments. If the new position is better than the old
placements, then pbest = Lnewi otherwise, the remaining
particles are updated with incremental the counter vari-
able as CN (i) = CN (i)+1 that lead to the best position
and the reset operation denoted with CN (i) = 0.

4) Replacement: Replace the personal best placements
with the better fitness value using the Learning of
onlooker from Eq. (5) and Eq. (6) and continue the
process similar from the previous steps till the optimal
solution. Consequently, the Learning of scout is esti-
mated and updated to the best solution.

5) total: Calculate the total of all the particle’s personal
best placements from employed, onlooker, and scout
learning of all stages.

6) Termination: Terminate the algorithm if the total of all
the particles’ personal best placements is equal to Pbεi

.

Lemma 2: The finest particle will eventually arrive at
location Gb.
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FIGURE 3. The flowchart of the proposed bee-foraging Learning enabled
particle swarm optimization algorithm.

Proof: Let b serve as a representation of the particle’s
globally best score. After that, Gbi

1
= Gb. The trajectory of

the particle is evaluated by the theory as,

lim
i→+∞

Vi = L1 =
φ1Gb + φ1Gbϵi

φ1 + φ2
(8)

This is true for each Vi coordinate, so that

lim
i→+∞

Vb,i =
φ1Gb + φ1Gbϵi

φ1 + φ2
= Gbϵ

i
(9)

This outcome is immediately applicable to the BFL-PSO’s
predictable variant. Furthermore, this result can be readily
expanded to the stochastic case using Poli’s most recent
findings because Gbi=Gbϵi. We will now include the other
elements in this outcome.

F. MULTI-OBJECTIVE MODEL FOR OUR PROPOSED CYBER
SECURITY-BASED CLOUD STORAGE FOR THE
HEALTHCARE DATA
This section detailed the multi-objective function for
the hiding ratio, degree of modification, and informa-
tion preservation ratio using the BFL-PSO algorithm. Our
proposed BFL-PSO algorithm fitness function optimizes
the parameters of these four major objectives for the
acquisition of the optimal key that ensures high Secu-
rity for transferring the healthcare data into the cloud
system.

1) HIDING RATION
The ratio of sensitive data to be concealed during the sanitiza-
tion procedure [29] is determined by the hiding ratio, which
is described by Eq. (10).

FD = abs(F1 − F2) (10)

The original data points F1 and F2 are utilized to compute the
difference (distance) and is by the index FD, where the non-
zero FD indices are denoted byM and can be computed using
Eq (11).

H =
M
Ii

(11)

where H is the hiding ratio, and the total number of data
indexes is denoted as Ii, with better performance with a higher
value of H and vice versa.

2) DEGREE OF MODIFICATION
The Euclidean distance between the original and sanitized
data is used to calculate the degree of modification (Q), which
is expressed as a percentage and computed using Eq. (12).

Q = Fs− F
∼
s (12)

3) SOLUTION ENCODING
The generation of keys is contingent on the number of trans-
actions or the size of the data, and the optimization of the
generated key through the sanitization and restoration mech-
anism for the optimal key with an improved security level is
accomplished by incorporating the BFL-PSO algorithm.

4) INFORMATION PRESERVATION RATIO
Information preservation indicates the fraction of non-
sensitive data that is encapsulated throughout the sanitization
process and is defined by the reciprocal value of the informa-
tion loss, as stated in Eq. (13).

PI =
M
TP

(13)

where TP is the total number of indexes that are preserved,
where the higher value of PI results in stronger security
measures and vice versa.

5) FINAL OBJECTIVE FUNCTION
The final objective function, Eq. (14), integrates the hiding
ratio, degree of modification, and preservation ratio to yield
an optimal key from the collection of generated keys.

FO = Q+ (1 − H ) + (1 − PI ) (14)

Here, Q denotes the degree of modification, H indicates the
hiding ratio, and PI denotes the information preservation
ratio.

V. EXPERIMENTAL ANALYSIS
In this section, we contrasted the multi-objective
optimization-based encryption strategy with the diverse
cutting-edge security approaches for improving the Security
of cloud-linked smart healthcare data transmission.
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FIGURE 4. A comparison of the price or best service cost concerning the
EMSA, J-SSO, HNS-COML, IMPSO, and the proposed BFL-PSO algorithms
for healthcare data in cloud system.

A. PERFORMANCE ANALYSIS
Table 2 defines patient clinical information, and Table 3
provides several parametric descriptions based on health
data size, in which parameters such as key size, keywords,
number of rounds, and percentage of cipher security lev-
els vary depending on health data size [30]. The suggested
BFL-PSO-based security algorithm is assessed in terms of
best price or cost and is shown in Fig. 4. The figure shows
that the suggested algorithm outperforms the EMSA, J-SSO,
HNS-CODML, and IMPSO approaches in terms of cost. Cost
comparisons between the EMSA, J-SSO, HNS-CODML,
IMPSO, and the suggested technique indicate costs of 35,
40, 29, 14, and 2 dollars, respectively. As a consequence,
the proposed approach offers more cost-effective advantages
when compared to the other security algorithms.

In Fig. 5, we show the Evaluation of service delay time to
evaluate the suggested technique against the EMSA, J-SSO,
HNS-CODML, and IMPSO approaches. According to the
empirical investigation, the EMSA, J-SSO, HNS-CODML,
IMPSO, and suggested approaches took 8.45 sec, 7.43 sec,
11.67 sec, 6.77 sec, and 3.2 sec, respectively.

The suggested approach, however, has a shorter service
delay time than other currentmethods, such as EMSA, J-SSO,
HNS-CODML, and IMPSO. We also took into account
various situations, such as with and without optimization,
and we recorded certain iterations to measure the response
time, as shown in Fig. 6. The figure shows the response
time for each security solution when 10, 20, 30, 40, and
50 iterations are considered, both with and without opti-
mization. It is noticeable that the suggested BFL-based PSO
algorithm achieves faster convergence than previous meta-
heuristic models. Finally, the availability of BFL-based PSO
optimization findings reduces execution time compared to the
absence of optimization results [19]. Similarly, we analyzed
the encryption times for the various techniques to assess
the effectiveness of the proposed BFL-PSO algorithm and
showed the findings in Fig. 7. The data bit size is essen-
tial in determining the encryption time since it consumes

FIGURE 5. A comparison of the service delay time in seconds with EMSA,
J-SSO, HNS-COML, IMPSO, and the proposed BFL-PSO algorithms for
healthcare data in cloud system.

FIGURE 6. A comparison of the response time in seconds considering the
proposed BFL-PSO algorithms for healthcare data in cloud system.

CPU cycles, which influences the encryption time. As a
result, data bit sizes of 8, 18, 24, and 32 are selected for
the encryption time evaluation. According to the figure, the
suggested approach results in encryption times of 1, 5, 10,
and 19 seconds for varied data volumes, which is signifi-
cantly shorter than current methods such as EMSA, J-SSO,
and HNS-CODML. Similarly, the performance in terms of
decryption time for varied data sizes and results are shown
in Fig. 8. The equivalent data bit sizes of 8, 18, 24, and
32 are used to evaluate the decryption time for each approach.
We obtained decryption times of 1.5, 4.3, 9.9, and 18.78 sec-
onds using the suggested approach for decrypting data of
various sizes, and in comparison to current techniques such
as EMSA, J-SSO, and HNS-CODML, the proposed strategy
results in faster decryption.

The suggested algorithm’s convergence speed [31] with
the number of iterations is also compared to the EMSA,
J-SSOM, and HNS-CODML approaches. The findings are
shown in Fig. 9 for the iterations of 10, 20, 30, 40, and
50 that were taken into consideration. In comparison to
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TABLE 2. Clinical information of patients.

TABLE 3. Parameter description based on the size of health data.

FIGURE 7. A comparison of the encryption time with varying data sizes
according to the EMSA, J-SSO, HNS-COML, and the proposed BFL-PSO
algorithms for healthcare data in cloud system.

the cutting-edge security algorithms EMSA, J-SSOM, and
HNS-CODML approaches, we have seen a faster conver-
gence using the proposed algorithm. The suggested BFL
state-of-the-art PSO’s computational time [32] is contrasted
to the EMSA, J-SSO, HNS-CODML, and IMPSO algorithms
and the result is depicted in Figure 10. The figure demon-
strates that the EMSA, J-SSO, HNS-CODML, IMPSO,
and suggested approaches offer 12.38, 9.06, 10.34, 18.23,
and 2.89 percentages of computational time, respectively.
The figure shows that the proposed technique requires less
computing time than the EMSA, J-SSO, HNS-CODML, and
IMPSO algorithms.

Ultimately, we investigated error rate [33] measurement to
analyze further the performance of the proposed BFL-PSO
algorithm against the existing EMSA, J-SSO, HNS-CODML,
and IMPSO approaches, and the results are shown in Fig. 11.
The error rate values for the EMSA, J-SSO, HNS-CODML,
IMPSO, and suggested techniques were 4.56, 7.34, 11.23,
3.23, and 1.02, respectively, shown in the figure. Com-
pared to the EMSA, J-SSO, HNS-CODML, and IMPSO, the
suggested BFL-PSO reduces the error rate by approximately
3.54, 6.32, 10.21, and 2.21, respectively.

FIGURE 8. A comparison of the decryption time with varying data size
according to the EMSA, J-SSO, HNS-COML, and the proposed BFL-PSO
algorithms for healthcare data in cloud system.

B. DISCUSSION
The figure shows that the suggested algorithm outperforms
the EMSA, J-SSO, HNSCODML, and IMPSO approaches in
terms of cost, service delay time, response time, encryption
times, decryption time, convergence speed, computational
time, and error rate. In cost analysis, the J-SSO method has
achieved 40 dollars, which is higher than the other meth-
ods. The IMPSO method has obtained 14 dollars, yet it is
highly more than the proposed method because the developed
model is highly cost-effective at 2 dollars. Moreover, the
HNS-CODML method has taken a higher service delay time
of 11.67 sec, which is 40% more than the other method and
70% higher than the proposed approach. However, the pro-
posedmethod is 70% lesser service delay time than the earlier
models. While increasing the size of the data, the encryp-
tion time will increase. However, the proposed method has
achieved very less time as 1, 5, 10, and 19 seconds for data
bit sizes of 8,18, 24, and 32. The earlier EMSA method
has obtained higher encryption time for the 24th and 32nd

data bits. The EMSA and J-SSO performance results are
slightly identical. Consequently, the decryption time is also
increased due to varying data bits. For small data bits, the
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FIGURE 9. A comparison of the convergence speed with varying number
of iterations following the EMSA, J-SSO, HNS-COML, and the proposed
BFL-PSO algorithms for healthcare data in cloud system.

FIGURE 10. A comparison of the computational time concerning the
EMSA, J-SSO, HNS-COML, IMPSO, and the proposed BFL-PSO algorithms
for healthcare data in cloud system.

conventional methods are performed faster, yet higher data
bits consumemore time for decryption. The proposedmethod
takes less time and is 60% superior to the earlier methods.
The convergence speed of the proposed method is 20% more
than the HNS-CODMLmethod and 50% and 70% more than
the EMSA and J-SSO methods. Furthermore, the I MPSO
computational complexity is higher than the earlier and pro-
posed method, yet the proposed method has achieved very
less complexity. The error rate of the HNS-COML method is
more than the other methods. The analysis justified that the
proposed method has achieved higher performance in terms
of less cost, service delay time, encryption time, decryption
time, computational time, error time, and higher conver-
gence speed. The feasibility of the suggested approach
in real-time applications is determined by various aspects,
including the complexity of the problem, the amount of
data, and the processing resources available. The suggested
approach outperforms traditional approaches in terms of
computing complexity, convergence speed, error rate, optimal
encryption, and decryption durations, service and response
times, and other factors. Besides, the suggested model also
makes use of the PSO and bee foraging learning algorithms,
which are well-known in optimization issues for their ease of

FIGURE 11. A comparison of the error rate with respect to the EMSA,
J-SSO, HNS-COML, IMPSO, and the proposed BFL-PSO algorithms for
healthcare data in cloud system.

use, adaptability, and capacity to manage several objectives
concurrently. The fundamental PSO technique has undergone
several extensions andmodifications to meet a variety of opti-
mization issues, including healthcare data security in cloud
systems. Hence, it demonstrated a superior appropriateness
for the realistic settings as compared to other options.

VI. CONCLUSION
Cloud computing has the potential to facilitate the health-
care system by providing clinicians and other healthcare
professionals with ubiquitous access to patient monitoring
and other medical classified records for decision-making.
Nonetheless, Security is one of the main obstacles that must
be conquered to convince healthcare systems to adopt the
cloud-based paradigm. In this study, we explored the data
sanitization and restoration processes to generate the keys.
We developed a multi-objective function for the degree of
modification, hiding ratio, and information preservation ratio
to enhance the Security of cloud-based systems for real-time
patientmonitoring and doctor-to-doctor exchange of sensitive
medical data. The proposed model is highly effective for
real-time practical application in validating real-time data.
Consequently, by employing the Bee-Foraging Learning-
based Particle Swarm Optimization algorithm, which learns
the hiding ratio, degree of modification, and information
preservation ratio to acquire the optimal key, high Secu-
rity for transferring healthcare data into the cloud system
is ensured. The proposed approach has achieved a 3.2 sec
service delay time, 80% of convergence speed, 1 sec and
1.5-sec encryption and decryption time, and a 1.02% of error
rate. The proposed BFL-PSO algorithm is evaluated against
cutting-edge Euclidean L3P-based Multi-Objective Succes-
sive Approximation (EMSA), Shark Smell Optimization
(J-SSO), Improved Multi-Objective Particle Swarm Opti-
mization (IMPSO), and Hashed Needham Schroeder (HNS)
Cost Optimized Deep Machine Learning (HNS-CODML)
security algorithms in terms of Security, delay time,
encryption time, error rate, and convergence speed. The
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results demonstrate that the proposed work effectively trans-
fers healthcare data that is cleverly linked to the cloud
environment while maintaining high-level Security. Future
user identification during multi-level setup will use a secure
authentication method, including artificial intelligence-based
hashing in an authorization framework that can fend off fraud
assaults and secure privacy.
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