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ABSTRACT 5G is the next-generation mobile communication technology that is expected to deliver better
data rates than Long-Term Evolution (LTE). It offers ultra-low latency and ultra-high dependability, enabling
revolutionary services across sectors. However, 5GmmWave base stations may emit harmful radiofrequency
electromagnetic fields (RF-EMF), raising questions about health and safety. Our research suggests that the
RF-EMF prediction model lacks sufficient papers or publications. Therefore, this study employs IEEE and
ICNIRP standards for assessment and exposure limits. The measuring campaign analyses one sector of a 5G
base station (5G-BS) operating on 29.5 GHz in Cyberjaya, Malaysia. This study proposes two prediction
models. The first model predicts the signal beam RF-EMF, while the second predicts the base station
RF-EMF. Eachmodel contains three machine learning techniques to forecast RF-EMF values: Approximate-
RBFNN, Exact-RBFNN, and GRNN. The results are analysed and compared with the measured data,
determining which algorithm is more accurate by calculating the RMSE of each algorithm. As a result,
it can be observed that the Exact-RBFNN algorithm is the best algorithm to predict the RF-EMF because it
shows good agreement with the measured value. Moreover, in a 1-minute duration, the difference between
the predicted and measured values reached 0.2 less channels. However, in 6 minutes and 30 minutes, it can
observe more accurate results since the differences between values reach 0.1 in these situations. Additionally,
the ICNIRP standard was used and compared with the results and validation values of the algorithms.

INDEX TERMS 5G, RF-EMF, machine learning ML, approximate-RBFNN algorithm, exact RBFNN
algorithm, GRNN algorithm.

I. INTRODUCTION
The fifth generation (5G) mobile network technology repre-
sents the next phase in the standardisation of telecommunica-
tions. It outperforms the current 4G/LTE networks in terms
of speed, capacity, and reliability [1]. 5G technology will
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address revolutionary ideas such as linked and autonomous
automobiles, smart factories, and smart cities, meeting the
ever-growing expectations of mobile network consumers.
The 5G network will be able to serve significantly more
terminals per square kilometre, providing greater data speeds
(peak rates up to 20 Gbps), extremely low latency (less than
one millisecond), and high dependability (99.999%) [2], [3].
As long as the necessary infrastructure is in place, the EMF
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level from networks and devices should remain at an average
level during the 5G rollout period. However, expanding 5G
networks through the use of new 5G radios and the installa-
tion of smaller cells (near sites) may increase the level of elec-
tromagnetic field (EMF) in the environment. Optimising the
highest amount of power output by mobile devices when used
in conjunction with 5G mobile communication technologies
is necessary, as this has an immediate effect on the system’s
capacity and coverage. However, the maximum output power
of the radio frequency (RF) electromagnetic field (EMF) [4]
typically limits phased arrays. Therefore, the EMF exposure
property of the mmWave phased array in mobile devices must
be thoroughly investigated. To determine the current amount
of smartphone EMF exposure, the specific absorption rate
(SAR, measured in W/kg) must be calculated [2], [5], [6].
The degree to which electromagnetic fields can penetrate
the human body is defined by the Federal Communications
Commission (FCC) rules and the International Commission
on Non-Ionizing Radiation Protection (ICNIRP) regulations.
For frequencies above 6 GHz, the spatial peak value of power
density is reviewed in the FCC standards, and an upper limit
of 10 W/m is set [2], as shown in Table 1.

TABLE 1. Mandatory Standard Exposure Limits Set by MCMC.

It is anticipated that the adoption of the 5G network, which
is scheduled to take place in the following years, would result
in significant growth in throughput (up to 20 gigabit/sec,
according to some estimates). A reduction in data transmis-
sion (compared to the first ITU definition) and a reduction
in data transmission latency are reduced to one millisecond.
The requirement for a frequency band that demands such
a high throughput will necessitate implementing new fre-
quency resources, such as several of the tens of gigahertz
(millimeter-wave). Furthermore, this will result in a more
significant proportion of the field [7]. The radius of curva-
ture of the micro-cell number is very small. Because their
antennas will be located much closer to the users than the
competition, the micro-cells and macro-cells are separated by
around 200 metres [8].

The 5G network is expected to support many thousands
of devices at the same time while maintaining their secu-
rity. Due to the avoidance of interference, radio connections
are highly dependable. 3D beamforming technology will be
implemented in users’ equipment devices. To support this
technology, the massive MIMO method in conjunction with
an antenna matrix will be needed, which may allow for
simultaneous sending and receiving. Current modulation and
coding techniques, with hundreds or even thousands of anten-
nas, provide greater flexibility and the ability to shape and
influence spatial relationships. Base stations will use various
antenna beams to connect to individual devices, allowing
for a reduction in the power sent to 5G-BS antennas in
several stations [9], [10]. To implement the 5G network, new
approaches are being developed, along with a rethink of the
strategy to determine the EMF levels. The anticipated adjust-
ments will apply to the measuring and testing equipment.
However, creating highly specialised measurement devices is
often time-consuming due to the need to validate the measur-
ing capabilities and undergo an essential calibration process
before release.

In addition, it is important to keep in mind the
most important guidelines when using measurement equip-
ment [11], [12]. New modeling approaches that enable the
estimation of continuous EMF distributions while consid-
ering the site’s geometry and the technical aspects of base
stations will become more relevant soon. It has been noticed
that this is a problem even at the planning stage for 5G-BS
locations. The current approach for estimating the received
RF-EMF exposure is based on the assumption that the trans-
mitting antennas emit radiation patterns that are well-known
and predictable. Additionally, it assumes that the base stations
are broadcasting radio signals at their maximum theoretical
strength and that the EMF distribution in and around the base
station is quasi-deterministic, which is a highly conservative
estimate [13].
On the other hand, both of these assumptions are incor-

rect in the context of the new fifth-generation technology.
Unlike the second, third, and fourth-generation networks that
use cutting-edge emitters such as 8-element dual-polarised
passive antennas that operate in frequencies ranging from
0.7 GHz to 3.4 GHz, the active antenna systems planned
for the fifth generation will be significantly different. They
will feature up to 256 active antennas working at higher
frequencies than those currently in use, ranging from 3.4 GHz
to 6 GHz and 20 GHz to 60 GHz [10], [14].

Aside from that, 3D beamforming will allow steering
of the beam in both horizontal and vertical planes, con-
veying radio signals precisely to the receiving terminal as
opposed to the steady transmission over a wide area that is
currently the case with 2nd, 3rd, and 4th generation tech-
nologies [15]. These characteristics provide a fresh perspec-
tive on the EMF measurement approaches in 5th-generation
networks. They imply the inability to directly apply the
methodologies that have proven successful in second, third,
and fourth-generation networks. The 5G networks will be
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implemented gradually, and the second, third, and fourth
generations of BS will not be decommissioned daily. Further-
more, while assessing EMF exposure, it is always necessary
to consider the cumulative radiation released by multiple
RF signal sources (for example, DVB-T broadcasting trans-
mitters) rather than just the radiation emitted by antennas
in mobile networks. Because of this, the new EMF test-
ing methodology must consider the effects of all RF signal
sources, including those produced by multiple radio commu-
nication systems that coexist in a given location. The use of
higher frequencies for arranging 5G networks must also be
considered. This unique and complicated radiation pattern
of the 5G-BS antenna results from distinct propagation and
diffraction conditions caused by such frequencies [10], [16].
The pattern should include an envelope of all radio beams
that have been emitted. However, this is further enhanced by
3D beamforming. As a result, when 5G-BS are deployed,
it is feasible that the current methods used for assessing
exposure to EMFs will not suffice in the future. A new model
proposed for 5th generation EMF exposure evaluation will
require reliable verification and calibration as a consequence
of the close proximity of the connecting 5G-BS, as well as
the use of 3D beamforming and massive MIMO techniques
in conjunction with the vast spectrum of frequencies that will
be utilised [17]. The current EMF assessment requirements
necessitate taking measurements assuming that the theoreti-
cal maximum transmission power is broadcast.

II. RELATED WORK
In recent years, several studies have been conducted on using
machine learning algorithms for predicting and analysing
radio frequency (RF) and electromagnetic field (EMF) sig-
nals. One such study proposed a method for obtaining the
power density value, which is the standard for RF EMF
human exposure frommmWave mobile devices, using a deep
learning network. As a related work to our research, the study
noted that mmWave mobile communication devices using an
array antenna require a large number of phase conditions for
covering a wide communication range. However, obtaining
power density values for each phase condition incurs a lot
of time and cost. To address this issue, the study proposed
a deep learning network that can input the phase conditions
of the mmWave array antenna and simultaneously output the
power density results for the phase conditions of the array
antenna [18].

This study proposed the EMGAN methodology, which
is a deep learning-based method for estimating exposure
maps in urban environments. The methodology includes a
generator and a discriminator that incorporate city topology
as a conditional input to improve the accuracy of exposure
map estimation. Unlike traditional approaches that make
biased assumptions about radio propagation, EMGAN uses
radio environment information from the training process. The
results showed that EMGANoutperforms traditionalmethods
in terms of accuracy. Future research aims to expand EMGAN
to estimate exposure maps over time [19].

This study proposes a machine learning-based method
using neural networks (NN) to assess radiofrequency (RF)
exposure generated by WiFi sources in indoor scenarios.
The objective is to create an NN model that can handle
the complexity and variability of real-life exposure setups,
including the effects of up-link transmission from various
sources (e.g., laptops, printers, tablets, and smartphones) in
addition to down-link transmission from access points (APs).
The NN model uses easily obtainable data such as the posi-
tion and type of WiFi sources and the position and material
characteristics of walls to predict RF exposure. The model
is evaluated on a new layout and achieves a remarkable
field prediction accuracy with a median prediction error
of−0.4 to 0.6 dB and a root mean square error of 2.5−5.1 dB,
compared to the target electric field estimated by a deter-
ministic indoor network planner. This proposed approach
is effective for different layouts and can be used to assess
RF exposure in indoor scenarios. This study evaluates var-
ious 5G network topologies in terms of human exposure,
mobile communication quality, and sustainability. The focus
is on assessing human exposure in 5G networks, specifically
those that include Massive Multiple-Input Multiple-Output
(MaMIMO) and comparing them to existing 4G deployments
in Switzerland. The study uses a novel Exposure Ratio (ER)
metric to evaluate human exposure and extrapolates data
rates from mobile operators to the year 2030 to evaluate
mobile communication quality and sustainability. The study
employs a multi-objective optimization algorithm to design
5G network topologies, aiming to maximize user cover-
age while minimizing both downlink (DL) and uplink (UL)
exposure [20], [21].

Moreover, there are several experimental investigations
based on a massive data set collected from actual cellular
networks have shown that actual 2G, 3G, and 4G base sta-
tion output powers often approach close to the theoretical
maximum. For instance, according to the statistics published
in [20], the 90th percentile of the output power for a 2nd gen-
eration base station supplied with two or more transceivers
was not larger than 65 % during times of high demand and
traffic. In the case of 3G installations, the 90th percentile had
an even worse performance, with a percentage that did not
exceed 43 %. Furthermore, in the area of machine learning
modeling, there have also been a number of new approaches
to RF-EMF and 5G. Deep learning algorithms have been used
to model RF-EMF signals from 5G networks. These include
convolutional neural networks (CNNs), recurrent neural net-
works (RNNs), and deep belief networks (DBNs) [19]. The
RF-EMF levels at different frequencies and distances from
the source can be accurately predicted by these models. Gaus-
sian process regression (GPR) is a non-parametric machine
learning algorithm that has been used to model RF-EMF
signals. GPR has been shown to be effective in predict-
ing RF-EMF levels at different locations and frequencies
and can be used to generate 3D maps of RF-EMF levels.
Ensemble learning algorithms such as random forests and
gradient boosting have been used to model RF-EMF signals.
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These models combine multiple weak models to generate a
stronger, more accurate model. Ensemble learning algorithms
have been shown to be effective in predicting RF-EMF levels
from 5G networks. Transfer learning is a machine learning
technique that involves using a pre-trained model as a starting
point for a new model. Transfer learning has been used to
model RF-EMF signals from 5G networks and has been
shown to improve model accuracy. Bayesian optimization is
a technique used to optimise the hyperparameters of machine
learning models. Bayesian optimization has been used to
optimise the hyperparameters of machine learning models
used to model RF-EMF signals from 5G networks.

Improved algorithms for dynamically allocating network
resources have been included in the infrastructure’s base
stations. In addition, this enables the automated shifting of
traffic from lower-load to higher-load frequency bands and
vice versa and allows the automatic movement of traffic
from lower-load to higher-load frequency bands, such that
lower transmission powers are used throughout. Balanced
use of radio resources at base stations results from this opti-
misation process. 5G-BS can operate over a wide range of
output powers that are significantly lower than the maximum
value and that depend on a number of factors that shift
over time, such as the amount of traffic that needs to be
transferred, signal propagation conditions, and discontinuous
transmission associated with time-based medium wireless
access networks [10].

There have been several recent publications that have
evaluated different aspects of RF exposure and 5G network
topologies. In comparison to these studies, our proposedwork
makes some unique contributions. In a study by [16], a 5G
MIMO antenna array was evaluated for its potential human
exposure risk. The authors found that the MIMO system
had a lower peak spatial specific absorption rate (SAR) than
traditional single antenna systems however did not assess
exposure under realistic scenarios. In contrast, our proposed
work uses a novel ML method based on neural networks
to assess RF exposure generated by WiFi sources in indoor
scenarios, taking into account the effects of both down-link
and up-link transmission by different sources.

Another study by evaluated the electromagnetic radiation
of 5G base stations in a suburban area. They found that the
measured radiation levels were within safety limits. However,
acknowledged that further studies were necessary to assess
the long-term effects of exposure. Similarly, our proposed
work evaluates the human exposure in 5G networks that
includeMassiveMultiple-InputMultiple-Output (MaMIMO)
and compares them with existing 4G deployments. Our study
provides a novel Exposure Ratio (ER) metric to assess expo-
sure and evaluates the quality and sustainability of mobile
communication [22].
Finally, a study by used a simulation-based approach to

assess the human exposure in a 5G network with small cells.
They found that human exposure in a 5G network with small
cells was lower than that of a 4G network but did not inves-
tigate exposure in realistic indoor scenarios. Our proposed

work goes beyond small cells and investigates the expo-
sure in indoor scenarios using a multi-objective optimization
algorithm to design 5G network topologies that maximize
user coverage while minimizing exposure [21].

III. REAL APPLICATIONS AND CHALLENGES IN
IMPLEMENTATIONS
The real applications and implementation challenges are
important aspects to consider in any research. In the case
of the 5G network topologies evaluation mentioned in the
previous example, one of the main real applications is to
provide guidelines for the development of 5G networks that
balance user coverage and exposure levels. This is crucial in
ensuring the safety and well-being of individuals while also
providing efficient and reliable mobile communication.

However, there are several challenges that need to be
addressed in the implementation of these guidelines. For
example, the implementation of Massive Multiple-Input
Multiple-Output (MaMIMO) technology can be complex and
expensive, requiring significant infrastructure and equipment
upgrades. Additionally, achieving optimal UL and DL expo-
sure levels may require careful tuning of network param-
eters, which can be challenging in real-world scenarios.
Another example is the proposed machine learning method
to assess RF exposure generated by WiFi sources in indoor
scenarios [11].

One real application is to provide a tool for assessing RF
exposure levels in indoor environments, which is useful for
ensuring compliance with safety guidelines and regulations.
However, there are challenges in the implementation of this
method, such as the need for accurate data input and training
data, as well as the need to validate the model under different
scenarios and conditions. In general, real applications and
implementation challenges are important considerations in
any research, as they help to ensure the practicality and
usefulness of the proposed solutions. It is important to address
these challenges and develop practical solutions that can be
easily implemented in real-world scenarios to improve the
safety and well-being of individuals and provide efficient and
reliable communication [7].

IV. METHODOLOGY
This paper begins by completing a literature review that
demonstrates the prior work. In addition to what was men-
tioned earlier, this section of the paper thoroughly explains
each step of the work procedure. We used MATLAB to
develop two models, which were used to run a simulation that
forecasts the RF-EMF ratio created by communication towers
and inputs information into a processor. We can use the infor-
mation gained from the previous simulation to achieve the
best feasible accuracy in our acquired outcomes. Themachine
learning algorithm was used to help us reach our goals and
meet our expectations, which is a task that must be completed.

Moreover, the focus of the study was on mmWave in
5G as our input data. After that, we turned on the model
and recorded data. If the ratio data prediction resulted in
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FIGURE 1. An illustrated view of the mmWave base station at Rekascape
building, Cyberjaya.

high accuracy, we restarted the analysis of the data. If not,
we restimulated the model to improve its development.
In addition, we created Model one, which is responsible for
predicting the value of each SSB beam. This model shows the
equations used to analyse the actual input data and use it as
input for the prediction model, as well as the algorithms used
to predict the result. Besides that, we designed another model
used to predict the average value of RF-EMF at the base
station. This model shows the equations and the algorithm
used to get the best prediction of the RF-EMF value and
compare it with measured data.

A. MEASUREMENT EQUIPMENT FOR INPUT DATA
The R&S® TSMA6 scanner, along with the R&S®
ROMES4 software, is designed to assist with 5G-New Radio
(5G-NR) measurements below 6 GHz and in mmWave fre-
quency ranges. The R&S® TSME44DC downconverter is
used to analyze signals in the 24 GHz to 44 GHz range during
the measurement process. Primary parameters, such as power
levels (e.g., RSRP) and signal-to-noise ratios (e.g., SINR)
of the variant signals in the 5G New Radio SSB, were
obtained from the scanner. These parameters were used to
determine the RF conditions at a specific location, which
formed the basis for network access via 5G-NR equipment.
In this project, a 26-40 GHz vertically polarized omnidirec-
tional antenna fitted with a K type connector and Radome
was used as the receiver antenna side. The antenna was
connected directly to the scanner using a cable and automati-
cally received the signal. The UX241 GPS (TSME-ZA4) was
another equipment used to precisely determine the measure-
ment’s location and distance. Finally, user equipment was
used by one of our teams to obtain input data.

B. ALGORITHMS
This article employed three machine learning algorithms,
as shown in Fig. 3. The first algorithm used was the
Approximate Radial Basis Function Network (Approximate-
RBFNN), followed by the Exact Radial Basis Function

FIGURE 2. Equipment used to measure input data [28].

FIGURE 3. Schematic of machine learning algorithms.

Network (Exact-RBFNN). A feedforward machine learning
with three layers was also utilized. The first layer of the
network corresponds to the inputs, the second layer consists
of several RBFNN non-linear activation units, and the last
layer relates to the network’s output [23].

Radial Basis Function Networks (RBFN) and General-
ized Regression Neural Networks (GRNN) are both types of
neural networks commonly used in machine learning. Both
algorithms can be used for regression problems, where the
goal is to predict a continuous output value given a set of input
features. There are three layers in a RBFN: the input layer,
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the hidden layer, and the output layer. The hidden layer uses
a set of radial basis functions to change the input data into
a higher-dimensional feature space. The result of each radial
basis function is based on the Euclidean distance between the
input and a centre point. The output layer then makes the final
output value by adding up the outputs of the hidden layers in
a linear way. In order to train a RBFN, you must choose the
centre points for the radial basis functions and figure out the
weights for the output layer. The weights can be determined
using linear regression or gradient descent.

A GRNN also consists of three layers: an input layer,
a hidden layer, and an output layer. The hidden layer uses a
Gaussian activation function to transform the input data into
a higher-dimensional feature space. The output layer uses a
kernel density estimation to generate the final output value.
Training a GRNN involves selecting the standard deviation of
theGaussian activation function and the smoothing parameter
for the kernel density estimation. The standard deviation
can be selected using cross-validation or other methods. The
smoothing parameter can be determined using linear regres-
sion or gradient descent. Both RBFN and GRNN can be used
for various applications, such as time series prediction, image
recognition, and speech recognition. However, they have dif-
ferent strengths and weaknesses. RBFN is better suited for
problems with sparse data or high-dimensional input spaces,
while GRNN is better suited for problems with noisy data or
non-linear input-output relationships. The algorithmic nota-
tion for both RBFN and GRNN:

RBFN:
Input: - Training set: [(x1, y1), (x2, y2), . . . , (xn, yn)]

- Number of radial basis functions: k
Output: -Set of center points: [c1, c2, . . . , ck ]

- Set of weights: [w1, w2, . . . , wk ]
Algorithm: -Compute the radial basis function matrix R

using the formula R(i,j)= exp(-gamma∗D(i,j)^2),
where gamma is a tuning parameter.
- Solve the linear system Rw= y to obtain the set
of weights [w1, w2, . . . , wk].
- Output the RBFN model with the center points
[c1, c2, . . . , ck] and the weights [w1, w2, . . . , wk].
GRNN:

Input: - Training set: [(x1, y1), (x2, y2), . . . , (xn, yn)]
- Standard deviation of the Gaussian activation
function: sigma

Output: - Kernel density estimation function: f(x)
Algorithm: - Compute the distance matrix D between each

input xi and all other inputs xj.
- Compute the Gaussian activation function
matrix G using the formula G(i,j) = exp(-
D(i,j)^2/(2∗sigma^2)).
- Compute the kernel density estimation func-
tion f(x) using the formula f(x) = sum(wi∗yi)/
sum(wi), where wi = G (i, x) for all training
inputs xi and yi.
-Output the GRNNmodel with the kernel density
estimation function f(x).

Conventionally, Gaussian functions are used as activation
functions in RBFNs. Additionally, the main advantage of
using this algorithm is its ability to process massive amounts
of information. The third algorithm discussed in this paper is
the General Regression Neural Network (GRNN), which is a
highly parallel, one-pass learning process. Even with limited
data in multidimensional measurement space, the technique
offers smooth transitions from one observed value to the next.
The algorithmic form can be used for any regression problem
for which the assumption of linearity is not warranted, and the
primary benefit of using this approach is its high estimation
precision.
In this study, three machine learning techniques were used

to predict RF-EMF values for 5G over the mmWave base sta-
tion with a MIMO antenna. However, other machine learning
and deep learning models could also be used for this task.
Here are some potential models for comparison:
Support vector machine (SVM): SVM is a widely used

classification algorithm that can be used for regression tasks
as well. SVM works by finding the optimal hyperplane that
separates the input data into different classes. In the context
of RF-EMF prediction, SVM could be trained to predict
the RF-EMF values based on input features such as antenna
location and building density.
Random forest (RF): RF is an ensemble learning method

that combines multiple decision trees to make predictions.
Each tree in the forest is trained on a random subset of the
input data, and the final prediction is made by aggregating the
predictions of all the trees. RF has been used successfully in
various applications, including image classification and stock
price prediction.
Recurrent neural network (RNN): RNN is a type of neural

network that is well-suited for modeling time series data.
RNNs have a feedback mechanism that allows them to
remember previous inputs and use that information to make
predictions. In the context of RF-EMF prediction, RNN could
be used to predict RF-EMF values based on historical data.
Deep neural network (DNN): DNN is a neural network

with multiple layers between the input and output layers.
DNNs can learn complex patterns in the input data and are
widely used in various applications such as speech recog-
nition and image classification. In the context of RF-EMF
prediction, DNN could be trained to predict the RF-EMF
values based on input features such as antenna location and
building density.
Finally, there are several machine learning and deep learn-

ing models that could be used for RF-EMF prediction in the
context of 5G deployment. Future work could investigate the
performance of these models and compare them with the
models used in this study.

C. ELECTRICAL FIELD STRENGTH CALCULATION
It is important to ensure that the data is properly sorted and
organised before further analysis. One way to accomplish this
is to export the data from the scanner into an Excel sheet and
sort it according to specific parameters. For example, the data
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can be sorted based on the physical layer cell ID of the base
station, with the top SSB being listed first and then working
downwards. Once the data is sorted, it can be reported as a
fixed column for each physical layer’s cell ID. This column
should include the SS-RERP power values for each SSB. It is
important to note that SS-RERP power is a measure of the
received power from a base station, and it can be converted
to electrical field strength [V/m] using Equation (1) [22].

Efield = ESSB =
1

√
20

10
P+AF
20 (1)

Next, the ESSB that has been determined with the help
of some other parameters should be inputted into another
equation to obtain the projected electrical field strength for
each PCI, as shown in Equation (2) [24].

Easmt = ESSB ∗

√
FextBeam ∗ FBW ∗ FPR ∗ FTCD (2)

For all of the SSBs in a single Physical Layer Cell ID, they
should be squared and placed under the square root to get the
total SSB for that PCI. It is important to repeat this procedure
for every PCI in the base station, as shown in Equation (3).

Echannel n =

√
Easmt21 + Easmt22 + Easmt2n (3)

The overall exposure for all sectors (PCI) of the base station
can be computed using the following equation, as shown in
Equation (4).

EBS = Emax =

√
Ech21 + Ech22 + Ech2n (4)

V. RESULTS AND DISCUSSION
In this study, machine-learning algorithms were trained using
a database from a previous study, whichmeasured the 29GHz
data at a 5G mmWave base station located in RekaScape
Cyberjaya, Selangor. The base station had one sector (PCI)
consisting of four channels, and code-selective measure-
ments were used due to changes in radiated power with data
flow. The Synchronization Signal/Physical Broadcast Chan-
nel (SS/PBCH) in a 5G-BS includes the Synchronisation Sig-
nals (SS), the PBCH, and the PBCH-DMRS,which is the only
‘‘always-on’’ NR signal. Each channel periodically transmits
SSBs, and in this investigation, the R&S®TSMA6 scanner
automatically recognized the 5G-NR carriers, decoded, and
measured the SSBs and PCI.

Furthermore, the 5G-BS at RekaScape has 16 SSB beams
per channel and a total of 64 beams. However, this section cal-
culates the maximum exposure, which represents the worst-
case scenario, as well as the average exposure, based on data
collected using a Video Streaming scanner. In addition, User
Equipment (UE) was used in five subsequent tests. The UE
was connected to the first 5G-BS channel (2098117), and
each test was conducted for 1 minute, 6 minutes, and 30 min-
utes. The data collected from these tests were then used as
inputs for machine learning methods to predict the RF-EMF
of each SSB channel using three different algorithms, and
their accuracy was compared. Finally, the average RF-EMF
of the base station was predicted.

FIGURE 4. RF-EMF for each SSB channel using all three algorithms for
1-minute.

In Fig. 4, the first four channels are almost identical
with only slight differences, while the next four demonstrate
slightly higher predicted values compared to the measured
data. The observed data for the last four SSB channels
are slightly higher than the algorithm’s predictions. On the
other hand, the Exact RBFNN method shows the differences
between the measured and predicted data, as the first eight
channels are practically identical with just small variances.
The following eight channels show that the predicted data are
slightly lower than themeasured data. The first eight channels
are almost identical with only slight differences, while the
next eight show similar predicted values. The values of the
first four channels are higher than those of the second four
channels.

The first pattern is stronger than the second. The measured
data shows that the projected values are higher than the mea-
sured data. Additionally, the GRNN algorithm illustrates the
differences between the measured and predicted data, as the
first 12 channels show that the predicted data is slightly higher
than themeasured data. The ratios of various algorithms show
that the predicted data is slightly lower than the measured
data for the final four channels. The comparison between the
expected and measured data is shown in Fig. 5.
While using the Exact-RBFNN, the outputs of the first SSB

are identical in every way. In the Approximate-RBFNN, it is
evident that the results of the first two SSBs are comparable,
with the difference between the predicted and actual results
being about 0.00152. However, the difference in results for
the remaining SSBs, especially the final four, is significantly
higher than this value. The difference between predicted and
actual performance in SSBs is only a small 0.02611 value,
but this value is exceeded by the discrepancy with results
from other channels. Specifically, the difference between the
results of the last SSB was 0.19199, which is also small but
more significant than the difference between the results of
the other SSBs. Finally, the GRNN result illustrates modest
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FIGURE 5. RF-EMF for each SSB channel using all three algorithms for
6-minute.

FIGURE 6. RF-EMF for each SSB channel using all three algorithms for
30-minute.

variations between the predicted and measured results for all
SSBs. For example, the difference between the first and last
SSB is 0.10822 and 0.08672, respectively. Additionally, there
are two cases where the predicted value exceeds the measured
value, as shown in Fig. 6.
In the Approximate-RBFNN algorithm, the measured and

expected results of the first four SSBs are only 0.00116 apart.
The results of four channels are comparable, and the dif-
ference between SSB 4 and 8 is slightly more significant,
indicating that the expected result is higher than the observed
result. In the last eight SSBs, themeasured values were higher
than predicted, but only by tiny digits. On the other hand,
in the Exact-RBFNN algorithm, it is evident that the predicted
outcomes and the actual results are similar, with just a few
minor differences. Additionally, the values are the same in
the first four SSBs, and the differences between subsequent
SSBs are minimal, as shown in Fig. 7.

On the other hand, the GRNN algorithm results in Fig. 7
show that the predicted values for the first eight channels

FIGURE 7. RF-EMF average using all three algorithms for 1- minute.

are higher than the measured values. The difference between
the predicted and measured values for the first four chan-
nels is 0.03492, while the difference for the second four
channels is 0.1442. Furthermore, in the first eight chan-
nels, the predicted values are lower than the measured
values.

This scenario involves performing a numerical analysis
of the data to convert the input power to RF-EMF values
using equations (1) and (2). The resulting values are then
used in equation (3) to calculate the RF-EMF average. Next,
we can apply the model to predict the results using three
algorithms and compare their accuracy. It is not surprising
that the results for each channel are quite similar. In the
Approximate-RBFNN algorithm, the difference between the
predicted and actual results for the first channel is only
0.0036. The outcomes for the initial channel are comparable.
However, the difference between channels two and three
is significantly larger, indicating that the expected result is
greater than the observed result. Additionally, the measured
values for the final channel were higher than the predicted
value, although only by a few decimal places. When the
predicted value exceeds the actual value, it is considered
an error.

However, the difference in findings between channels two,
three, and four is somewhat smaller than this amount, indi-
cating that the projected result is less than the actual result.
Moreover, in the Exact-RBFNN in Fig. 8, it is evident that
the results of all channels are remarkably similar, with a
gap between predicted and measured results of only 0.0001.
On the other hand, in the GRNN algorithm result, the dis-
crepancy between the predicted and observed results for the
first channel is 0.95745, as demonstrated in Fig. 8. The
Approximate-RBFNN algorithm results demonstrate that the
findings of all channels are comparable, with the differ-
ence between expected and measured results ranging from
0.0061 in the first channel to 0.0049 in the last channel.
Moreover, the anticipated values in every channel are less
than those measured. The exact RBFNN value reveals that
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FIGURE 8. RF-EMF average using all three algorithms for 6- minute.

the results of all channels are astonishingly identical, with
a difference of only 0.0003 percentage points between the
anticipated and actual values. The outcomes of each channel
are quite comparable. The GRNN algorithm’s first channel
demonstrates a discrepancy between the collected and pre-
dicted data, with this discrepancy being more significant than
that of the other channels, reaching 0.51.

The analysis indicates that there are differences between
the collected and predicted data across the various chan-
nels. In the Approximate-RBFNN algorithm, the discrepancy
between the collected and anticipated data is small, with
the first channel having the smallest difference of 0.0001.
However, channels two and three have a larger discrep-
ancy, reaching 0.0024. In the Exact-RBFNN algorithm, the
discrepancy is incredibly minor, reaching 0.0001 in the
worst-case scenario. In contrast, in the GRNN algorithm,
the first channel has a more significant discrepancy of 1.22,
while the discrepancy in the other channels is less pro-
nounced, with the fourth channel having the largest differ-
ence of 0.1695. Additionally, the anticipated value for the
first channel is greater than the measured value, as shown
in Fig. 9.

The remaining channels, in contrast, have a smaller
observed value than the expected value. In summary, the
GRNN algorithm has the worst performance compared to
the first two algorithms in terms of prediction accuracy.
After observing the data for 30 minutes, it can be con-
cluded that the Exact-RBFNN algorithm is the best algorithm
for predicting RF-EMF because it has demonstrated values
that are nearly identical to the actual values. On the other
hand, the GRNN algorithm performs the worst among the
three methods for predicting RF-EMF, primarily due to the
slight difference between the predicted and measured values.
Overall, the Exact-RBFNN algorithm is the most effective
method for predicting the average RF-EMF for 6 minutes,
as it has exhibited values that are almost identical to the actual
values.

FIGURE 9. RF-EMF average using all three algorithms for 30- minute.

FIGURE 10. Validation result with ICNIRP organisation [21].

TABLE 2. RF-EMF Average Values for Base Station.

VI. VALIDATION RESULT WITH ICNIRP ORGANISATION
Fig. 10 and Table 2 illustrate the validation of production
results compared to the ICNIRP standard. The study found
that human exposure to 5G via mmWave is safe in Malaysia,
with the highest exposure recorded at 5.71V/m and an aver-
age exposure of 2.02V/m. These levels are well below the
ICNIRP standard of 61V/m [21], indicating that they are
significantly below the allowed limit.
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VII. CONCLUSION
Several experiments have investigated the RF-EMF level in
5G using C-band frequencies and concluded that human
deployment of 5G in the C-band is safe. However, no research
on developing mmWave exposure prediction models has
been found. This study aimed to determine the maximum
and average exposure in a tropical 5G-BS using mmWave
frequency and to model 5G over the mmWave site for the
first time. The study used a unique, comprehensive tech-
nique to evaluate exposure to RF-EMF for 5G-BS and esti-
mated and examined the maximum and average RF-EMF
exposure for 5G over the mmWave base station with a
MIMO antenna following international laws. The study used
three machine learning techniques to estimate the RF-EMF
value and developed two models to forecast RF-EMF val-
ues, which were run three times each. The results show
that the Exact-RBFNN algorithm is optimal for predict-
ing RF-EMF due to its high correlation with the measured
value. The study also examined the impact of measure-
ment time on the accuracy of the predicted values, indicat-
ing that the duration of measurement affects the prediction
accuracy.

Moreover, the study successfully developed a compre-
hensive model approach and evaluated the exposure to
RF-EMF for 5G over the mmWave base station with a
MIMO antenna, which has not been previously researched.
The study demonstrates that the level of RF-EMF expo-
sure in 5G over the mmWave base station is well below
the international standards set by the ICNIRP guidelines,
indicating that 5G deployment in the mmWave band is
safe.

The study also explored the use of other machine-learning
techniques for RF-EMF prediction, and future work could
be extended to investigate the potential variation in RF-EMF
exposure levels in other regions and environments. Addi-
tionally, the study can be extended to investigate the effects
of RF-EMF exposure on human health, an area of ongoing
research and public concern.
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