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ABSTRACT Short text classification is an important task in Natural Language Processing (NLP). The
classification result for Chinese short text is always not ideal due to the sparsity problem of them. Most
of the previous classification models for Chinese short text are based on word or character, considering that
Chinese radical can also represent the meaning individually, so word, character and radical are all used
to build a Chinese short text classification model in this paper, which solves the data sparsity problem
of short text. In addition, in the process of segmenting sentences into words, considering that jieba will
cause the loss of key information and ngram will generate noise words, both jieba and ngram are used to
construct a six-granularity (i.e. word-jieba, word-jieba-radical, word-ngram, word-ngram-radical, character
and character-radical) based Chinese short text classification (SGCSTC) model. Additionally, different
weights are assigned to the six granularities and are automatically updated in the process of back-propagation
using cross-entropy loss due to the different influence of them on the classification results. The classification
Accuracy, Precision, Recall and F1 of SGCSTC in THUCNews-S dataset are 93.36%, 94.47%, 94.15%
and 94.31% respectively, and that in CNT dataset are 92.67%, 92.38%, 93.15% and 92.76% respectively,
and multiple comparative experiment results on THUCNews-S and CNT datasets show that SGCSTC
outperforms the state-of-the-art text classification models.

INDEX TERMS Chinese short text, six-granularity, weights, data sparsity.

I. INTRODUCTION
With the rise of short messages, online communities and
micro-blogs, the network short text has begun to take shape
and its development trend has been irreversible. Especially
for the short text information represented by instant mes-
sages, online chat records, mobile phone short messages,
microblog interaction, blog comments, news comments, etc.
In order to better understand these short texts, short text
classification has become an important research field.

As one of the most important tasks in Natural Language
Processing (NLP), short text classification is widely used in
sentiment analysis [1], spam filtering [2], commodity evalua-
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tion [3], etc. Traditional short text classification methods use
Bag-Of-Words (BOW) [4], Ngram [5], or Frequency-Inverse
Document Frequency of Terms (TF-IDF) [6] as features, and
use Support Vector Machine [7], Naive Bayes [8], and other
machine learning models as classifiers. Ahmed et al. [9] pro-
posed a hybrid model based on simulated annealing (SA) and
generalized normal distribution optimizer (GNDO). Nurc-
ahyawati et al. [10] proposed a comment classification model
based on SVM. Parlak et al. [11] proposed a text classifi-
cation feature filtering method based on machine learning.
Zhao et al. [12] proposed a new bio-inspired optimization
algorithm to solve optimization problems.

The traditional methods have been able to perform most
of the classification tasks accurately, however, since they
rely heavily on feature engineering and the classifica-
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tion results are largely depends on the selection of fea-
tures [13]. In contrast, deep learning model can achieve
excellent text classification results without complex fea-
ture engineering. Therefore, deep learning models such as
Convolutional Neural Network (CNN) [14], Recurrent Neu-
ral Networks (RNN) [15], and Attention mechanisms [16]
have been widely used in short text classification in recent
years. Zhao et al. [17] proposed the Inversed Attention
Orthogonal Projection Module, which used inversed atten-
tion to iteratively reverse the attention map on text features.
Magalhaes et al. [18] proposed a text classification model
based on CNN, LSTM and Graph Neural Networks (GNN).
Huang et al. [19] proposed a text classification model that
combined the improved self-attention mechanism with Skip-
grate recurrent unit network.

Although there have been some good short text classifica-
tion models, most of them are for English [16], [20], [21], and
there are few excellent Chinese short text classification mod-
els. With the rapid development of Chinese social networks,
it is urgent to develop short text classification models suitable
for Chinese short texts. Among the existing Chinese short text
classification models, most of them are designed based on
word or character, which is difficult to solve the data sparsity
problem of Chinese short texts. Deng et al. [22] proposed a
Chinese long text classification model based on BiLSTM,
CNN and Attention. Zhai et al. [23] proposed a Chinese
news classification model based on multi-scale CNN and
LSTM. Hao et al. [24] proposed a mutual-attention convolu-
tional neural networks based Chinese short text classification
model. Since radical is an important part of Chinese that can
express certain information, and the character with the same
radical can often express similar meanings. Therefore, the
addition of radical can help solve the data sparsity problem
of Chinese short text.

Based on the above reasons, a Chinese short text classifi-
cation model based on the characteristics of word, character
and radical is constructed. In addition, considering that the
most common methods for segmenting Chinese sentences
into words are jieba and ngram, while jieba tends to lose some
important information and ngram tends to produce noisy
words, both jieba and ngram are used to segment Chinese sen-
tences. Finally, SGCSTC, a Chinese short text classification
model based on the characteristics of six granularities (i.e.
word-jieba, word-jieba-radical, word-ngram, word-ngram-
radical, character, and character-radical) is constructed. Addi-
tionally, considering the different contributions of different
granularities to text classification, different weights are set for
each of the six granularities, and the cross-entropy loss func-
tion are used to continuously optimize them in the process
of back-propagation. Finally, a deep learning model based on
BIGRU, Attention and CNN is constructed to fully extract
the deep hidden features of Chinese short text. Multi group
comparison experiment results on two publicly available
datasets show that SGCSTC outperforms the state-of-the-art
text classification models.
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The main contributions of this paper are as follows:

o As far as we know, this paper is the first research work
to construct the classification model of Chinese short
text by using six gradualities: word-jieba, word-jieba-
radical, word-ngram, word-ngram-radical, character and
character-radical, which can well solve the sparsity
problem of Chinese short text.

« Considering that different gradualities may have differ-
ent influence on the Chinese short text classification
results, SGCSTC assigns different weights to the six
gradualities, and automatically optimizes them by using
cross-entropy loss in the process of back-propagation.

o A classification model based on BIGRU, Attention and
CNN is constructed to fully extract the deep hidden
features of Chinese short text. The forward, backward
and bidirectional hidden vectors of BIGRU are used for
short text classification at the same time, which can
further solve the sparsity problem of Chinese short text.

« Extensive experimental results on 2 publicly available
datasets show that SGCSTC outperforms the state-of-
the-art text classification models.

Il. RELATED WORK

A. FEATURE ENGINEERING METHODS

The feature engineering method first extracts the n-gram, TF-
IDF or other features of the text, and then classifies them
through machine learning models.

Ahmed et al. [9] proposed a binary simulated normal
distribution optimizer (BSNDO), which is a hybrid ver-
sion of simulated annealing (SA) and generalized normal
distribution optimizer (GNDO). BSNDO uses SA as local
search to achieve higher classification accuracy. Multiple
comparison experiments on multiple datasets demonstrated
the effectiveness of BSNDO as a feature selection method.
In order to solve the highly nonlinear optimization prob-
lem, Yuan et al. [25] proposed a learning and chaos k-optimal
gravity search strategy (EOCS) based on elite opposition for
the Grey Wolf Optimizer (GWO) algorithm. In the EOCS
based grey wolf optimizer (EOCSGWO) algorithm, the elite
opposition-based learning strategy (EOBLS) is proposed to
take full advantage of better-performing particles for opti-
mization in the next generations. Zhao et al. [12] pro-
posed an artificial hummingbird algorithm (AHA) to solve
optimization problems. AHA simulated the special flight
skills and intelligent foraging strategies of hummingbirds in
nature, and axial flight, diagonal flight and omnidirectional
flight techniques used in foraging strategy were modeled.
Yuan et al. [26] proposed a new swarm intelligence opti-
mization algorithm called alpine skiing optimization (ASO).
In ASO, physical fitness and sprint were two important fac-
tors for skiers to win the competition. Skiers revealed the
behavior of winning the competition according to static slid-
ing and dynamic sliding. The statistical results confirmed that
ASO could provide competitive results compared with other
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FIGURE 1. The structure of SGCSTC.

most advanced optimization algorithms. Luo [27] imple-
mented a SVM model for classifying English texts and doc-
uments. Their experimental results on a dataset containing
1033 documents showed that SVM had excellent classifica-
tion performance, and Rocchio achieved the optimal classi-
fication results when the dataset was small. Chia et al. [28]
explored the method of using machine learning algorithms to
classify satirical texts on Twitter, and obtained ideal classi-
fication results. Thirumoorthy et al. [29] constructed a fea-
ture selection method based on term frequency distribution
measurement, and used Naive Bayes and SVM for text clas-
sification. The classification results on two common datasets
proved that their feature selection method had better classi-
fication accuracy. Aljedani et al. [30] proposed a machine
learning algorithm for multi label text classification based on
Arabic, and analyzed the impact of feature selection methods
and feature set dimensions on the classification results. The
experimental results showed that the proposed method had
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superior classification accuracy and lower classification cost.
Janani et al. [31] proposed a text classification method based
on feature selection optimization algorithm and machine
learning model. The algorithm had good performance in fea-
ture optimization and text classification.

B. DEEP LEARNING METHODS
Although machine learning algorithms often have good clas-
sification performance, however, feature selection is often
unsatisfactory, and complex feature selection requires a lot
of tedious work, which makes the classification effect of
text classification model based on feature engineering less
satisfactory. As the deep learning model does not require
tedious feature engineering, more and more researchers use
the deep learning model for text classification.

Mohammed et al. [32] put forward an integrated learning
model integrating the baseline deep learning model for text
classification, and the classification results of the proposed
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method on the six benchmark datasets were better than other
baseline integrated learning methods. Akhter et al. [33] stud-
ied the effect of four baseline depth learning models in
Urdu text classification, and discussed the impact of different
text preprocessing schemes on the classification results. The
experimental results showed that CNN achieved the best clas-
sification results. Ibrahim et al. [34] proposed a hybrid multi
label classification method based on general deep learning.
The model used CNN to extract the most discriminating
features and BiLSTM to obtain context information, and
achieved significant recall and F1 improvement on the public
medical dataset. Liang et al. [35] proposed a text classifica-
tion model based on spatial view attention CNN, which used a
set of innovative and well-designed multi view representation
learning, combined heterogeneous attention mechanisms and
CNN based operations to automatically extract and weight
multi granularity and fine granularity representations. The
proposed model achieved the optimal classification results
on five common datasets. Al-Garadi et al. [36] experimented
with the most advanced language model based on bidirec-
tional converter, which used tweet level representation to sup-
port transfer learning for text classification. The experimental
results on the public dataset proved that the transformer based
model was more stable and required less annotation data.

C. CHINESE TEXT CLASSIFICATION

Although the deep learning model has made great achieve-
ments in text classification, most of them are designed based
on English, which cannot be directly applied to Chinese
because of the differences between Chinese and English
structures. Therefore, it is necessary to develop Chinese based
text classification models with the wide application of Chi-
nese text in Internet system.

Deng et al. [22] proposed a Chinese long text classifi-
cation model based on Attention mechanism, BILSTM and
CNN, and achieved the best classification results on two
Chinese long text classification datasets. Cai et al. [37] pro-
posed an entity-level knowledge-enhanced pre-trained lan-
guage model, which leverages several distinct self-supervised
tasks for Chinese medical text mining. Liang et al. [38]
proposed an integrated model of Chinese text classification
based on improved CNN and RNN, and the classification
error rates on SINA_P and THUC_P news datasets decreased
by 8.36% and 8.28% respectively.

Unlike long texts, Chinese short texts often have the prob-
lem of data sparsity, which is a problem that researchers
need to focus on. Wang et al. [39] proposed a Chinese short
text classification model based on CNN and semantic expan-
sion, which improved the similarity measurement method to
improve the coverage of word vector table during short text
preprocessing, and added attention mechanism to find related
words in short text. Zhang et al. [40] proposed a Chinese
short text emotion classification model based on ELECTRA,
self-attention mechanism and BiLSTM, and significantly
improved the classification accuracy. Feng et al. [41] pro-
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posed a multi-channel CNN model based on multi-head atten-
tion mechanism to solve the data sparsity problem of Chinese
short texts by mining short text features from multiple per-
spectives.

Almost all the existing Chinese short text classification
models are based on word or character, since single-mode fea-
ture extraction is difficult to solve the data sparsity problem
of short texts, therefore, their classification results are not that
ideal. To solve the above problems, six-granularity (i.e. word-
jieba, word-jieba-radical, word-ngram, word-ngram-radical,
character and character-radical) based Chinese short text clas-
sification model is constructed.

ill. METHODOLOGY

SGCSTC is constructed for Chinese short text classifica-
tion, and the structure of it is shown in Figure 1. As can
be seen from Figure 1, SGCSTC consists of input layer,
feature acquisition layer, embedding layer, BIG-ATT-CNN
layer, fully connected layer and prediction layer. Feature
acquisition layer extracts the Chinese short text of input layer
into six granularity features: word-jieba, word-jieba-radical,
word-ngram, word-ngram-radical, character and character-
radical. Embedding layer converts the features of six gran-
ularities into vectors, respectively. BIG-ATT-CNN layer is a
deep learning model based on BIGRU, Attention and CNN.
Fully connected layer and prediction layer are used to get the
prediction results of Chinese short text.

A. FEATURE ACQUISITION LAYER

Feature acquisition layer is used to convert the Chinese
short text of the input layer into six granularity features.
The specific process is shown in Figure 2. Given a Chi-
nese short text 7 containing g characters, first cut 7 into
q characters L¢ = {cl, .., cq}. Then, jieba and ngram
are used to split 7' into two granularity features, i.e. word-
jieba feature L™/ and word-ngram feature L"". Assume
that L"/ contains o words and L"" contains p words, i.e.
LY = {wjl, wjz, el Wj"}, L' = {wnl,wnz, e, wn”}.
For stop-words will be discarded in the process of using
jieba, and the word obtained by word segmentation contains
at least one character, therefore, 0 < ¢. Assume that the
sliding window size of ngram is n(2 < n < q), then p =
g—n+1and p < ¢q. Since a word and character corre-
spond to a radical, after getting the radical of word-jieba,
word-ngram and character, respectively, the features L"/" =
{wjrl, wjr2, e, wjr”}, A {wnrl, wnr?, ... ,wnr”}
and L = {cr Lcr?, ...,crq} of word-jieba-radical,
word-ngram-radical and character-radical are respectively
obtained.

B. EMBEDDING LAYER

Embedding layer aims to convert the features of the six
gradualities obtained by the feature acquisition layer into
embedding vectors. Since a word and character correspond
to a radical, therefore, |[L"/| = |L""| = o, |L""| = |L""| =
p, IL¢| = |L"| = q. For the convenience of calculation,
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FIGURE 3. The structure of the BIG-ATT-CNN layer.

assuming that each word, character and radical is transformed
into a vector with a length of D, the transformed embed-
ding vectors of the six gradualities of word-Jieba, word-
Jieba-radical, word-ngram, word-ngram-radical, character
and character-radical are V" = {wjll,, wj%, e, wjg}, VWi =
{wjr‘}, wjrf, e, wjrl?}, ywn = {wn‘%, wny, ..., wn‘ﬁ},

ywnr — {wnrvl, wnrvz, e, wnrf}, Ve = {cé, c%, e, cf,l},

ver = {crvl, crv2, R crg}, respectively, and V" e RO*P,
ywir e RoxD, ywn < RPXD, ywnr < RPXD, VA= quD’

Ver e quD.

C. BIG-ATT-CNN LAYER

BIG-ATT-CNN layer consists of BIGRU, Attention and
CNN, and the structure is shown in Figure 3. Gate Recurrent
Unit (GRU) is a variant of RNN that can be used to solve the
gradient disappearance problem during long-term memory
and back-propagation [45]. Since GRU can only perform
forward propagation and tends to ignore the important infor-
mation that appears after the current time node, therefore,
BIGRU is proposed to use both forward and backward infor-
mations to obtain the output of the current time node. Specif-
ically, given the embedding vector V. = {vy, v, ..., v} of
length /, The forward and backward hidden vectors of BIGRU
are calculated as follows:

——
h; =GRU(v) (i=1,2,....] (1
(i=11-1,....1) )
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where ﬁ: and ;: are the forward and backword hidden
vectors respectively, and v; is the output of the i — th step.

Z and /; combined to obtain bidirectional long dependence
/’l,‘l

hi= i 3)

E, f; and h; are input into three parallel Attention net-
works respectively, so that the forward, backward and bidirec-
tional hidden vectors can be used for short text classification
at the same time, so as to effectively solve the sparsity prob-
lem of short text. Specifically, first, the hidden representa-
tions Z, (IZ and u; of h;, z and h; are obtained respectively:

N —

u; = tanh(Wy h; + by) @
i = tanh(Wy Iy + by) )
u; = tanh(Wgh; 4+ bg) (6)

where Wy, Wj, and Wy are weights and by, b, and by are
biases, fanh(.) is activation function. Then, the importance
of Z, 72 and u; are calculated according to their similarity
with d;, d; and d;. d;, d; and d; are word level context
vectors which are randomly initialized and jointly learned
during the training process. Then, softmax function is used
for normalization to obtain normalized weight:

o ep(@d)
ai = l—ﬁ @)
Zi:1exP( u; d;)
—  ep(id)
4i = <. (®)
zi:1 exp(ut; d;)
exp(u;d;)
; P ©)

Zle exp(u;d;)

where Z s <a_,~ and q; are forward, backward and bidirectional
normalized weight respectively. Finally, forward, backward
and bidirectional context representations ?,?, <c_, and ¢; are
calculated through the weighted summation of T, & and q;,
respectively:

[

G=>an (10)
i=1
! <«

G=Gih (11)

I
ci = Zaihi (12)

Input ??, ET and ¢; into three parallel convolution layers
in CNN respectively to obtain forward, backward and bidi-
rectional convolution results:

T = relu(W'G + b)) (13)
% = relu(W? & + bY) (14)
t = reluWec; + b?) (15)
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where W{ s W” and Wd are weights and b{ s b(f_and bd are
biases, relu(.) is activation function. Input 7_,-:, (tl_ and ¢; into
three parallel max-pooling layers to obtain k;, k; and k;:
Z = max {7,)} (16)
% = max {f} (17)
ki = max {t;} (18)

Concatenatmg k, , ?(_ and k; together to obtain the output
vector f; = k @ 7c_ @ k; of BIG-ATT-CNN layer, where &
represents the row connection of matrix.

D. FULLY CONNECTED LAYER

Suppose that the output vectors of the six granularity embed-
ding vectors (i.e. YW ywir ywn ywnr ye V<) after passing
through the BIG-ATT-CNN layer are F"/, F"/r F»n Fwr
F€ and F¢ respectively, and input them into the fully con-
nected layer to obtain the output results:

X" = tanh(F*W") (19)
XY = tanh(F*™" W) (20)
X" = tanh(F""W"") 1)
X" = tanh(F¥"™ W""") (22)
X€ = tanh(FCW¢) (23)
X = tanh(F"W°) (24)

where W™, WWr wwe wwr W< and W are weights,
tanh(.) is activation function.

E. PREDICTION LAYER

Concatenating XWi xwir xwn o xwnr xe and X to get X =
XY XWX eXT X DX, and the softmax function
is used to get the classification result class:

class = argmax(softmax(X)) (25)

F. LOSS FUNCTION
One-hot coding is used to represent the category label, and
the cross-entropy loss function is used to calculate the loss in
the process of back-propagation:
loss = —aloss(word — jieba)

— eloss(word — jieba — radical)

— Bloss(word — ngram)

— ¢loss(word — ngram — radical)

— vyloss(character)
— SIoss(chamcter — radical) (26)

loss(word — jieba) = Z Zy, Clnxword ~jieba 27
i=1 e=1
loss(word — jieba — radical)
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word —jieba—radical
3

i=1 e=1
(28)

loss(word — ngram) = z Z i, elnxword nram (29)

i=1 e=1

loss(word — ngmm — radical)

_ z Zy lnxward ngram—radical
ie

i=1 e=1
(30)

n

¢
Z Z yi,elnxic,}éaracler (3 1)

i=1 e=l1
loss(character — radical)

— Z Zyl elnxcharacter radical (32)

i=1 e=1

loss(character) =

where loss is the overall loss value, loss(word — jieba),
loss(word —jieba—radical), loss(word —ngram), loss(word —
ngram — radical), loss(character) and loss(character —
radical) are the loss values of the 6 granularities respectively.
o, 8 B,¢,v,6e[0,1Jandae+e+B+¢+y+6 =1
o, &, B, ¢, y, 8 are randomly initialized and continuously
optimized in the process of back-propagation. c is the total
number of categories. y;, is the tag value of the i — th
sample belonging to class e, and when the i — th sam]ile

belongs to class e, y; . = 1, otherwise y; , = 0. x Word_] e
word —jieba—radical _word—ngram _word—ngram— raa’tcal character
i,e Ve Ve >Mie

and xCh“r acter—radical are the prediction probability that the

i—th sample of the six gradualities belongs to class e respec-

tively.

IV. EXPERIMENTS

A. DATASET

THUCNews: THUCNews' is a dataset generated by filtering
the historical data of Sina News from 2005 to 2011, which
contains 836,075 news texts in 14 categories. The titles of
10000 texts of each category are selected to build the Chinese
short text dataset THUCNews-S.

CNT: CNT is provided by Zhou et al. [46], which con-
tains 63938 Chinese news headlines in 32 categories. After
removing the headlines with non-Chinese characters, there
are 43,598 Chinese short texts left.

The two datasets are divided into training set, test set and
validate set according to the ratio of 6:2:2. Table 1 shows the
statistics of the two datasets.

B. EXPERIMENTAL ENVIRONMENT

1) PARAMETERS OF THE SIX DIMENSIONAL FEATURES
Xinhua Dictionary? is used to get the radical of Chinese word
and character. Pre-trained Word2Vec is used to obtain the

1 http://thuctc.thunlp.org/
2http://tool.httpcn.com/zi/
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TABLE 1. Statistics of THUCNews-S and CNT datasets. (Ave is the average
length, Max is the maximum length, and Min is the minimum length.)

Dataset Type Count Ave  Max Min  Class
Train 84,000 12.6 37 6 14
THUCNews-S Test 28,000 128 41 5 14
Validate 28,000 125 35 7 14
Train 26,158 163 53 8 32
CNT Test 8,720 16.1 52 6 32
Validate 8,720 16.4 57 7 32

embedding vectors. The dimension of the embedding vector
is 200, and each sentence is converted into a vector with a
length of 100.

2) PARAMETERS OF BIG-ATT-CNN LAYER

The number of neurons in the BIGRU layer is set to 256 and
a dropout of 0.5 is used. 256 convolutional kernels of size
3 with a pooling template of size 3 and step size 3 are used
for the first CNN layer, and 128 convolutional kernels of size
3 with a pooling template of size 3 and step size 3 are used
for the second CNN layer, and a dropout of 0.5 is used after
each convolutional layer. The learning rate is set to 0.0001,
the batch size is set to 128, and the epoch is set to 200.

C. BASELINE METHODS

DCNN [47]: The model uses dynamic K-Max pooling and
global pooling operation on linear sequence, so it can pro-
cess input sentences with different lengths, and lead to a
feature graph on the sentence, which can explicitly capture
short-term and long-term relationships.

GRU [45]: The model is a variant of recurrent neural
networks that can be used to solve the gradient disappear-
ance/explosion problem during long-term memory and back-
propagation.

ABCDM [48]: The model extracts temporal features using
two parallel BiLSTMs and BiGRU, respectively, and outputs
them to the Attention layer. Then, local features are extracted
using the convolutional layer, and global and average pooling
operations are used to reduce the sampling of its feature maps,
respectively.

AC-BIiLSTM [42]: The model firstly uses convolutional
layers to extract local features, secondly uses BILSTM to
obtain forward and backward contextual representations, and
finally, the forward and backward results are fed into the
Attention mechanism separately to obtain different Attention
levels.

NeuralCRF [43]: The model is the first to propose a
combination of learning Chinese character embedding using
radical, by which and combined with a specific deep learning
model, Chinese text can be accurately classified.

RAFG [44]: The model uses words, words-radical, char-
acter and character-radical to build a four-granularity based
model, and classifies Chinese text by building a classification
model based on BILSTM and Attention.
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TABLE 2. Comparison of the results obtained on the THUCNews-S
dataset.

Methods Accuracy  Precision Recall F1
DCNN 82.53% 81.66% 81.92%  81.79%
GRU 78.53% 79.14%  76.68%  77.89%
ABCDM 84.75% 82.92%  81.87%  82.39%
AC-BiLSTM 85.52% 86.77% 87.03%  86.90%
Neural CRF 86.69% 87.73% 86.55%  87.14%
RAFG 87.29% 88.36% 85.77%  87.05%
Xlnet 91.19% 92.23% 90.88%  91.55%
AlBert 91.73% 92.91% 92.08%  92.49%
SGCSTC 93.36% 94.47% 94.15%  94.31%

TABLE 3. Comparison of the results obtained on the CNT dataset.

Methods Accuracy  Precision Recall F1
DCNN 78.58% 80.02%  77.96%  78.98%
GRU 75.66% 76.93%  77.01%  76.97%
ABCDM 80.14% 79.96% 83.45%  81.67%
AC-BiLSTM 85.06% 85.22% 84.12%  84.67%
Neural CRF 85.59% 84.34% 85.11%  84.72%
RAFG 86.84% 85.99% 87.31%  86.64%
Xlnet 89.94% 88.79% 91.03% 89.9%
AlBert 90.31% 89.62% 90.79% 90.2%
SGCSTC 92.67% 92.38% 93.15%  92.76%

TABLE 4. Comparison of the results on THUCNews-S dataset after
replacing the BIG-ATT-CNN in SGCSTC with other deep learning models.

Methods Accuracy  Precision Recall F1
SGCSTC+DCNN 88.86% 87.71% 87.44%  87.57%
SGCSTC+GRU 86.93% 86.64% 8531%  85.97%
SGCSTC+ABCDM 90.11% 91.35% 90.83%  91.09%
SGCSTC+AC-BiLSTM 92.69% 93.80% 92.04%  9291%

Xlnet [49]: The model enables learning bidirectional con-
texts by maximizing the expected likelihood over all permu-
tations of the factorization order based on Bert.

AlBert [50]: The model uses two parameter-reduction
techniques to lower memory consumption and increase the
training speed of BERT.

D. EVALUATION INDEX

Accuracy, Precision, Recall and F1 are chosen to evalu-
ate SGCSTC and baseline methods, which are defined as
follows:

TP+ TN
Accuracy = ——
P+N

. TP
Precision = ——
TP + FP

TP
Recall = ——
TP + FN

2 % Precision x Recall
Fl1 =

Precision + Recall

where TP is the number of correctly predicted forward sam-
ples, TN is the number of correctly predicted reverse samples,
FP is the number of incorrectly predicted forward samples,
and FN is the number of incorrectly predicted reverse sam-
ples. In order to make the model prediction more accurate, the
final prediction results of the model are obtained using 5-fold
cross validation, respectively.
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TABLE 5. Comparison of the results on CNT dataset after replacing the
BIG-ATT-CNN in SGCSTC with other deep learning models.

Methods Accuracy  Precision Recall Fl1
SGCSTC+DCNN 87.59% 85.82% 86.40%  86.11%
SGCSTC+GRU 84.25% 83.99% 85.06%  84.52%
SGCSTC+ABCDM 88.32% 89.68% 89.17%  89.42%
SGCSTC+AC-BiLSTM 91.75% 92.09% 92.23%  92.16%

E. EXPERIMENTAL RESULTS

SGCSTC and baseline methods are used to perform the clas-
sification tasks on THUCNews-S and CNT datasets, and the
classification results are shown in Tables 2 and 3, respec-
tively. It can be seen from Tables 2 and 3 that the model
achieves the optimal classification results on both datasets.
Specifically, the Accuracy, Precision, Recall and F1 of SGC-
STC on THUCNews-S dataset are 93.36%, 94.47%, 94.15%
and 94.31% respectively, which are at least 1.63%, 1.56%,
2.07% and 1.82% higher than those of the baseline methods.
The Accuracy, Precision, Recall and F1 of SGCSTC on CNT
dataset are 92.67%, 92.38%, 93.15% and 92.76% respec-
tively, which are at least 2.36%, 2.76%, 2.12% and 2.56%
higher than those of the baseline methods.

F. MODEL ANALYSIS

1) ANALYSIS OF THE DEEP LEARNING MODEL

It can be seen from the above experimental results that the
classification results of the baseline methods using multi-
ple deep learning models (i.e. ABCDM and AC-BiLSTM)
are higher than those using one deep learning model (i.e.
Neural CRF, RAFG and SGCSTC). BIG-ATT-CNN is con-
structed in this paper to solve the data sparsity problem
of Chinese short text by integrating the forward, backward
and bi-directional temporal features of the embedding vec-
tor. The following experiment are performed to verify the
classification effect of BIG-ATT-CNN. The other layers of
SGCSTC are kept unchanged, and the BIG-ATT-CNN layer
are replaced with DCNN, GRU, ABCDM and AC-BiLSTM
respectively, and the classification results of the replaced
models on THUCNews-S and CNT are shown in Tables 4
and 5, respectively.

From Tables 4 and 5, it can be seen that the text classifi-
cation results are much better than those using DCNN, GRU,
ABCDM and AC-BiLSTM alone when the BIG-ATT-CNN of
SGCSTC is replaced by them, whcih shows that the proposed
classification method combining word, character and radical
can effectively improve the classification results of Chinese
short text. In addition, combining the results in Tables 2-5,
it can be seen that the text classification results of SGCSTC
are still optimal in both datasets, which indicates that the BIG-
ATT-CNN model used in SGCSTC can well solve the data
sparsity problem of Chinese short texts.

2) ANALYSIS OF THE CLASSIFICATION EFFECT OF RADICAL
It can be seen from the above experimental results that
the use of radical can effectively increase the classification
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TABLE 6. Comparison of the results of combinations of different
granularity of radicals in SGCSTC on the THUCNews-S dataset.

Methods Accuracy ~ Precision Recall F1
SGCSTC(no radical) 88.67% 87.92% 88.31%  88.11%
SGCSTC(R1) 91.03% 91.54% 90.89%  91.21%
SGCSTC(R2) 90.18% 90.28% 90.74%  90.51%
SGCSTC(R3) 91.20% 90.96% 91.08%  91.02%
SGCSTC(R1+R2) 92.38% 92.85% 93.03%  92.94%
SGCSTC(R1+R3) 93.05% 93.77% 93.16%  93.46%
SGCSTC(R2+R3) 92.84% 92.67% 92.93%  92.80%

TABLE 7. Comparison of the results of combinations of different
granularity of radicals in SGCSTC on the CNT dataset.

Methods Accuracy  Precision Recall F1
SGCSTC(no radical) 85.86% 86.69% 86.74%  86.71%
SGCSTC(R1) 89.36% 90.05% 89.52%  89.78%
SGCSTC(R2) 88.78% 87.90% 88.44%  88.17%
SGCSTC(R3) 90.11% 89.57% 89.18%  89.37%
SGCSTC(R1+R3) 91.66% 91.31% 91.08%  91.19%
SGCSTC(R1+R3) 92.04% 91.98% 9236%  92.17%
SGCSTC(R2+R3) 91.75% 91.19% 91.36%  91.27%

results, and three granularities of radical are used in this
paper, i.e. word-jieba-radical(R;), word-ngram-radical(R;)
and character-radical(R3). The following experiments are per-
formed to analyze the effects of these three granularities of
radical on the classification results of Chinese short text. The
Chinese text classification is performed on THUCNews-S
and CNT using only O, 1 or 2 of Ry, Ry, R3 respectively, while
all other layers of SGCSTC are kept unchanged. The results
are shown in Tables 6 and 7, respectively.

It can be seen from Tables 6 and 7 that the classification
results are the worst when there is no radical included. When
only one granularity of radical is included, the classifica-
tion results are appropriately improved, and the classification
results with R; and Rj3 are better than that with R,. When two
granularities of radical are included, the classification results
are better than that of only one granularity of radical, but they
are still inferior to that of three granularities of radical (see
Tables 2 and 3). This indicates that the idea of simultaneously
based on three granularities of radical proposed in this paper
can further solve the data sparsity problem and improve the
classification results of Chinese short texts.

3) CLASSIFICATION RESULTS WITH DIFFERENT LENGTHS

The shorter the text length is, the more obvious the data
sparsity problem is, and the worse the classification results
are. On the contrary, the better the classification results are.
The following experiments are performed to verify the clas-
sification results of SGCSTC for texts of different lengths.
Texts with lengths of 10-30 in THUCNews-S and texts with
lengths of 10-50 in CNT are selected according to the length
statistics in Table 1, and the classification results of SGCSTC
at different lengths are shown in Figures 4 and 5, respectively.
From Figures 4 and 5, it can be seen that the Accuracy, Pre-
cision, Recall and F1 of SGCSTC on both datasets gradually
increase with the increase of the length, and tend to stabilize
and slightly decrease with the further increase of the length.
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FIGURE 5. Results of evaluation indexes under CNT dataset with different lengths.

We analyze the reason why the classification results decrease
with the further increase of the length, mainly because the
number of corresponding text datasets decreases when the
length is large, and the classification results decrease due to
the lack of sufficient training datasets.

4) CLASSIFICATION RESULTS OF DIFFERENT CATEGORIES

SGCSTC achieves good classification results on the
THUCNews-S and CNT datasets. Since both datasets are
multi-label classified datasets, the following experiments are
performed to verify the classification results of SGCSTC for
different categories of Chinese short text. SGCSTC and the
baseline methods are selected to analyze the classification
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accuracy on 14 categories in THUCNews-S and 32 categories
in CNT. The experimental results are shown in Figures 6
and 7, respectively. From Figures 6 and 7, it can be seen
that SGCSTC achieves optimal classification accuracy for
most of the categories except for very few categories (design,
star and news) in CNT. We analyze why SGCSTC does not
achieve the optimal classification accuracy in some categories
in CNT, mainly because the content in these categories is
relatively new and there are many new web terms, therefore,
the radical-based approach cannot help improve the text
classification accuracy. From the results in Figures 6 and 7,
it can be seen that the classification accuracy of SGCSTC on
each category is much better than that of the method without
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FIGURE 7. Comparison of the classification accuracy of the model in each category of CNT dataset.

using radical, which further illustrates the superiority of the
model based on six granularities proposed in this paper.

V. CONCLUSION

SGCSTC is constructed in this paper for the Chinese short
text classification. In order to avoid the impact of losing
important information or generating noisy data caused by
separate Chinese word segmentation methods, both jieba and
ngram are used to segment Chinese short texts into words.
Considering that Chinese radical can also express rich seman-
tic information, a Chinese short text classification model

35850

based on six gradualities is constructed, which can well solve
the data sparsity problem of Chinese short text. In order to
reflect the different degree of influence of different granular-
ity features on the classification results of Chinese short texts,
different weights are assigned to the six granularities, which
are updated automatically in the process of back-propagation
using cross-entropy loss. In addition, a classification model
based on BIGRU, Attention and CNN is constructed, and
the forward, backward and bidirectional hidden vectors of
BIGRU are used for short text classification at the same time,
which can further solve the sparsity problem of Chinese short
text. The classification Accuracy, Precision, Recall and F1
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of SGCSTC in THUCNews-S dataset are 93.36%, 94.47%,
94.15% and 94.31% respectively, and that in CNT dataset
are 92.67%, 92.38%, 93.15% and 92.76% respectively, and
multiple comparative experiment results on THUCNews-S
and CNT datasets show that SGCSTC outperforms the state-
of-the-art text classification models.

However, the embedding vectors in this paper are obtained
based on the pre-trained word2vec, so the robustness of the
model is poor. When the text contains some of the latest
network terms, the model classification results are reduced.
In addition, SGCSTC cannot process Chinese text with spe-
cial symbols, but many Chinese short text, especially com-
ment text, contain many special symbols. SGCSTC’s classi-
fication results for this kind of Chinese short text are not ideal.

Therefore, our future work will both focus on building
a Chinese embedding dictionary containing enough of the
latest network terms to improve the robustness of the model
and building a classification model that can handle Chinese
short text with special symbols well.
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