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ABSTRACT Distributed generation equipment improves renewable energy utilization and economic
benefits through an energy storage system (ESS). However, dominated by short-term data, the configuration
of long-period ESS capacity is absent based on the dynamic change of load, which leads to a large deviation
from the expected return. Considering the system characteristics of lack of data and less information,
after introducing the grey theory, we propose a new long-term capacity configuration method for ESS and
establish the long-term grey forecasting model (GFM) of user load, improving the basic forecasting model
to improve the accuracy of the long-term forecasting model. Then, the scheduling model is established with
the maximum economic and social benefits as the optimization objective. Based on the forecast data of the
improved grey forecasting model (IGFM), the hierarchical solution method is used to solve the scheduling
model. Finally, the parameters are configured based on the service life of the equipment and the expected
rate of return. The simulation results show that higher accuracy is realized in the improved prediction model,
and the improved algorithm gets higher convergence speed and precision. Apart from that, the nonlinear
correlation trend of the EES return rate between the capacity and life cycle is revealed. Compared with the
ESS configuration in a short period, this study provides more comprehensive and accurate data support for
the capacity configuration of the ESS, reducing the error between the actual return and the expected return
significantly.

INDEX TERMS Capacity configuration, energy storage system, grey theory, hierarchical optimization,
scheduling.

NOMENCLATURE
A. ABBREVIATIONS
ESS Energy storage system.
GFM Grey forecasting model.
IGFM Improved grey forecasting model.
AEO Artificial ecosystem optimization.
GM (1,1) First-order univariate gray predictive

model.
GM (1, N) First-order multivariable grey forecasting

model.

The associate editor coordinating the review of this manuscript and

approving it for publication was Salvatore Favuzza .

PSO Particle swarm optimization.
IPSO Improved particle swarm optimization.
MOPSO Multi-objective particle swarm optimiza-

tion algorithm.
GWO Grey wolf optimization algorithm.
ToU Time-of-use pricing.
AI Artificial intelligence.

B. SETS
X (0), n Initial sequence and index of the

sequence.
X (1), n Sequence obtained by accumulation of

X (0) and index of the sequence.
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Z (1), n Processed sequence of X (1) and index of
the sequence.

ε(0), n Residual sequence and index of the
sequence.

1, n Relative error sequence and index of the
sequence.

Lf Feasible solution set of F(·).

C. PARAMETERS
B Constant parameter matrix 1.
Y Constant parameter matrix 2.
a Development coefficient.
b Amount of grey work.
1̄ Average relative error.
Lhb,h State of the ESS vector and index of the

vector [kW].
Gh, h Renewable energy generation power vec-

tor and index of the vector [kW].
Lhgrid,h Power purchase vector of the grid and

index of the
vector [kW].

Lh, h Load power vector and index of the vec-
tor[kW].

Q
r

Maximum charging rate of ESS [kW].
Qd Maximum discharge rate of ESS [kW].
ξ Comprehensive efficiency of ESS.
SOC(t)h+ Electric quantity before discharge of

ESS [kWh].
SOC(t)h− Electricity quantity after discharge of

ESS [kWh].
SOCmax Maximum capacity of the ESS [kWh].
SOC(t) Real-time electric quantity of the

ESS [kWh].
η Discharge depth.
f (·) Attenuation function capacity of the ESS.
Phprice,h Electricity price vector and index of the

sequence.
PAR(·) Social benefit objective function.
Pcost(·) Economic benefit objective function.
F(·) Mapping function from decision space to

objective space.
Lhb,h Decision vector and index of the

vector [kW].

L̃
h
b,h Arbitrary feasible solution vector and

index of the vector [kW].
F(·) Evaluation value of particles.
ωt
i

Inertia weights of particle i in generation
t in IPSO.

ωmax Maximum inertia weight in IPSO.
ωmin Minimum inertia weight in IPSO.
F taverage Average evaluation value of the particles

in PSO.
F tmin Minimum evaluation value of the parti-

cles in generation t in IPSO.
R(0, 1) A random value between 0 and 1.

pt Probability of variation at generation t in
generation t in IPSO.

pmax Maximum variation probability in PSO.
pmin Minimum variation probability in IPSO.
X t
i Particle position vector in IPSO.

D. VARIABLES
x(0)(·) Elements in sequence X (0).
x(1)(·) Elements in sequence X (1).
z(1)(·) Elements in sequence Z (1).
x̂(1)(·) Initial predicted value of GFM.
x̂(0)(·) True Predicted Value of GFM.
ε(·) Elements of vector ε(0).
1 Elements of vector 1.
lhb Charging and discharging situation of

ESS in hour h [kW].
gh Generating situation of distributed gener-

ation equipment in hour h [kW].
lhgrid Electricity purchased from the grid in

hour h [kW].
lh Elements in vector Lh in hour h [kW].
lpeak Maximum value of the element in the

vector Lhgrid [kW].
lavg Average of the elements in the vector

Lhgrid [kW].
lhb Elements of decision vector Lhb in

hour h [kW].
x+

d Particle updated position in PSO.
xd Current particle position in PSO.

I. INTRODUCTION
The excessive use of fossil energy has caused dramatic
changes in the environment [1]. To improve the energy
structure of countries and deeply reduce carbon dioxide
emissions [2], it has become the consensus of researchers
in the power domain to absorb widely distributed renew-
able resources through distributed power generation equip-
ment [3], [4]. As an important carrier of renewable energy
production and use, the energy storage system (ESS) can
realize the time-space shift of renewable energy [5], sta-
bilize the fluctuation of load, reduce the cost of electric-
ity [6], and improve the local consumption capacity of
renewable energy [7]. However, ESS has the characteristics
of high investment cost and long return period, resulting
in low enthusiasm of investors and only taking a wait-and-
see attitude. Therefore, it is of great significance to deeply
explore the benefits brought by ESS [8] and provide more
comprehensive data support for the configuration of ESS
capacity to improve the enthusiasm of investors and pro-
mote the low-carbon transformation of the world energy
system [9].

ESS can make loads schedulable, so current research
is mainly focused on the joint management of loads
through joint scheduling of energy storage distributed gen-
eration systems [10]. Compared to traditional methods of
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generating revenue by scheduling changes in certain loads,
the benefits are higher. Specifically, traditional scheduling
only involves dispatchable loads, such as cold water [11],
water heaters [12], and air conditioners [13], which have sig-
nificant limitations. Excessive scheduling of such loads will
seriously affect user comfort. Therefore, relevant researchers
attempt to schedule without changing the user’s electrical
appliances through ESS. Jalali and Alizadeh-Mousavi [14]
present a rolling horizon optimal energy management mech-
anism using real-time grid monitoring data. Scheduling
through ESS after forecasting the load reduces the peak load,
improves renewable energy utilization, and reduces carbon
emissions. Literature [15] presents a model for the energy
management system of a building microgrid coupled with
battery energy storage and reduced electricity costs. Although
the above studies have conducted an in-depth analysis of the
benefits brought by ESS [14], [15], there is little mention
of the impact of ESS-related parameters on benefits [14].
In fact, the biggest impact factor on benefits is the capacity
of the ESS.

A redundancy of parameters will cause a waste of
resources, and overly conservative parameters can hardly
achieve the ideal optimization effect. Scholars usually set
the goal as the lowest construction cost [16], the lowest
operation cost [17], and the lowest system operation fluctua-
tion [18], to provide a basis for the parameter configuration
of ESS. Compared with single-objective optimization. Multi-
objective optimization can utilize the degree of freedom in
the process of single-objective optimization to improve other
optimization objectives. Leone et al. [19] took emissions and
costs as objectives and optimized the battery capacity by
transforming linear weighting into single-objective optimiza-
tion. Simplifies the difficulty of solving multi-objective opti-
mization problems; but reduced the reliability of the solution.
Literature [20] establishes a multi-objective function based
on economy and accessibility of power equipment capacity.
Celik et al. [21] proposed an energy management and sharing
strategy. Showing good performance in reducing costs and
peak load; Mansouri et al. [22] establish a multi-objective
optimization function, which improves the three objectives
of operating cost, emissions, and peak-to-average load ratio.
In the process of optimization, user satisfaction is also con-
sidered. Thirugnanam et al. [23] proposed an optimization
model aimed at minimizing the power cost and maximizing
the reliability coefficient of a hybrid AC/DCmicrogrid solved
by a multi-objective particle swarm optimization algorithm
(MOPSO). Numerical simulation shows the effectiveness of
the proposed strategy. References [24] and [25] consider
user privacy protection while optimizing multiple objectives.
Although privacy protection does not provide intuitive eco-
nomic benefits, it can motivate users and make the proposed
strategy easier to implement [22], [24], [25]. The above
research improves the performance of other targets based on
single-target optimization and further exploits the benefits
brought by ESS [19], [20], [21], [22], [23].

In addition, the load characteristics change has a great
impact on the benefits generated. Considering the great dif-
ference of load characteristics under different scenarios, some
scholars have explored more scenarios to comprehensively
improve the economic and social benefits brought by ESS.
Specifically, these researchers will consider various uncer-
tain factors or the benefits of switching between different
work scenarios. Zhao et al. [26] optimized the ESS capacity
in two scenarios of grid connection and island operation
of the microgrid, resulting in an improved economy of the
microgrid system. And verified that under the established
model, the performance of AEO is better than that of the
particle swarm optimization algorithm (PSO) Moreover, due
to the fast response ability of the ESS, the primary frequency
modulation ability of the microgrid during island operation
has been improved. Nguyen et al. [27] explored the address
and capacity of ESS by adopting the artificial ecosystem opti-
mization (AEO) algorithm. Through the analysis of three dif-
ferent test scenarios, the power purchase cost of the grid was
reduced. Xie et al. [28] established a bi-level mixed-integer
nonlinear programming model and solved the mathematical
model efficiently with the original decomposition coordina-
tion algorithm based on dual decomposition and alternative
iteration strategy. Provide support for obtaining the optimal
capacity of ESS under different scenarios. In [29] and [30],
researchers also analyzed many scenarios in a short period,
obtained good optimization results, and verified the reliability
of the conclusions through real data simulation. Although
the above research has achieved relatively ideal results, and
broadened the application scenarios of ESS, there are cer-
tain drawbacks. Simultaneous optimization ofmultiple objec-
tives means high computational complexity, which further
leads to a more complex optimization process and difficulty
in obtaining a complete solution set [19], [20], [21], [22],
[23], [27]. In [31] and [32], this phenomenon ismore reflected
in the edge of the non-dominant solution set, which means
that we cannot discuss the optimal benefit of each goal. This
problem can also be encountered when converting a multi-
objective optimization problem into a single-objective opti-
mization problem using a linear weighting method [19], [33].
If the weight of an objective becomes zero, the problem
will degenerate into a single objective problem. There is
still no unified conclusion on the selection of weights for
each target [32]. Moreover, the above research only consid-
ers the load change in a short period [13], [16], [21], [22],
or only analyzes a few scenarios [17], [26], [27] represented
by typical data in recent two years, and does not consider
the dynamic characteristics of the load in the life cycle of
distributed power generation equipment [28], [29], [30], [34].
This does not provide comprehensive data support for the
configuration of ESS capacity. Therefore, it is very important
to consider the change of load over a long-time span for the
capacity configuration of ESS.

In this work, we propose a Long-term ESS capacity con-
figuration method based on the Improved Grey Forecasting
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FIGURE 1. White system and grey system.

Model (IGFM). The main contributions of this paper can be
summarized as follows:

1) This study improves the basic grey forecasting model to
make it more accurate.

2) This paper proposes a new hierarchical scheduling
method that can maximize social benefits while ensuring
maximum economic benefits. At the same time, compared
with the multi-objective optimization method, its complexity
is lower.

3) We have conducted an in-depth analysis of the ESS
yield under different life cycles and capacity sizes, which has
greatly reduced the error between expected and actual returns
over a long-time span.

The rest of this paper is organized as follows: In the second
part of this paper, we introduce the grey theory and establish
a dynamic forecasting model based on the grey theory and
a scheduling model. In the third part, the whole forecasting
model is improved and the hierarchical scheduling algorithm
is introduced. The fourth part is the simulation results. The
conclusions and some prospects are put in the last chapter.

II. MATHEMATICAL MODEL
A. GREY SYSTEM THEORY AND FORECASTING MODEL
In the second half of the 20th century, with the development of
system science, people found that the amount of information
available in the system was very limited. The emergence of
fuzzy sets, rough sets, and gray system theory [35] provided
a way to solve this problem. Among them, the grey system
theory proposed by Professor Deng Julong has been widely
applied in various fields and widely accepted by most inter-
national journals [36].

As shown in Figure 1. a grey system is defined as a system
with grey inputs and outputs, which is characterized by a lack
of information and large uncertainty, and extremely limited
data obtained. The greatest contribution of the grey system
theory is that it can establish the grey dynamic model of the
main behavior characteristic quantity and correlation factor
of the system through mathematical methods. It plays an
important role in analyzing the development trend of the
system, deeply mining grey information, helping decision-
makers make correct decisions, and controlling the develop-
ment of the system in the right direction.

GFM can be divided into first-order univariate model
GM (1,1) and first-order multivariable dynamic model

GM (1, N), among which GM (1,1) is more classical and
more widely used. The establishment of the GM (1,1) model
is mainly divided into the following steps:

1. Data preprocessing. Represent the collected raw data in
the form of number sequence, and conduct preliminary data
processing.

X (0)
=

{
x(0)(1), x(0)(2), · · · , x(0)(n)

}
(1)

X (1)
=

{
x(1)(1), x(1)(2), · · · , x(1)(n)

}
(2)

Z (1)
=

{
z(1)(2), z(1)(3), · · · , z(1)(n)

}
(3)

Equation (1) is the sequence form of information collected,
which is called the original data sequence; (2) is the cumula-
tive form of (1), X (1) also called the 1-AGO X (0) sequence;
(3) is the nearest neighbor mean the sequence of (2), also
known as the background value. The elements in the formula
meet the following relationships:

x(1)(k) =

k∑
i=1

x(0)(i), k = 1, 2, · · · , n (4)

z(1)(k) =
1
2

[
x(1)(k) + x(1)(k − 1)

]
, k = 2, 3, · · · , n

(5)

2. Form GM (1,1) basic model and albino differential
equation. The basic form of GM (1,1) can be obtained by
combining Formula (1)-(5), as shown in (6). The differential
equation model (albino differential equation) is shown in
(7) [36]. In the following part, we can use Equation (6) to
solve the parameter a b, and then use (7) to solve the predicted
value.

x(0)(k) + az(1)(k) = b, k = 2, 3, · · · , n (6)

dx(1)(k)
dk

+ ax(1)(k) = b, k = 1, 2, · · · , n (7)

3. Solve model parameters a and b. The least squares
method can be used to solve the problem. Assume that the
matrix formed by parameter ab is â = [a, b]T , and construct
the parameter matrix B Y (Eq. 8). At this time, (6) can be
further organized into the form of (9). The elements in the
matrix B Y are known constants, and the estimated value a b
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of the undetermined model can be solved by (10).

B =

[
−Z(1),E

]
=


−z(1)(2) 1
−z(1)(3) 1

...
...

−z(1)(n) 1

 , Y =


x(0)(2)
x(0)(3)

...

x(0)(n)


(8)

Y = Bâ (9)

â =

(
BTB

)−1
BTY (10)

4. Solve the whitening differential equation (Eq. 7), and
restore the predicted value with (4). The solution of the
whitening differential equation and the recovery process of
the predicted value is shown in (11), (12).

x(1)(k) =

[
x(0)(1) −

b
a

]
e−ak +

b
a
, k = 1, 2, · · · , n

(11)

x̂(0)(k + 1) = x̂(1)(k + 1) − x̂(1)(k)

= (1 − ea)(x(0)(1) −
b
a
)e−ak , k = 1, 2, · · · , n

(12)

The above is the whole process of establishing and solving
the GM (1,1) model. The error between actual data and
simulation data is the best method to test whether the model
is effective.

Define residual sequence:

ε(0)
= {ε(1), ε(2), · · · , ε(n)}

= {x(0)(1) − x̂(0)(1), x(0)(1) − x̂(0)(2),

· · · , x(0)(n) − x̂(0)(n)} (13)

Then the relative error sequence can be expressed as:

1 =

{∣∣∣∣ ε(1)
x(0)(1)

∣∣∣∣ , ∣∣∣∣ ε(2)
x(0)(2)

∣∣∣∣ , · · · ,

∣∣∣∣ ε(n)
x(0)(n)

∣∣∣∣}
= {11, 12, · · · , 1n} (14)

The average relative error can be expressed as:

1̄ =
1

n− 1

n∑
i=2

∣∣∣∣ ε(i)
x(0)(i)

∣∣∣∣ (15)

Because historical observation data is limited and highly
discrete, and meteorological data has been seriously lost,
long-term load forecasting with partial load data is a typical
grey system. Therefore, GFM is established through grey
system theory to predict load change trends, and then the
accuracy of the model is verified through the analysis of
relative error and average error. Compared with the artificial
intelligence (AI) prediction method [37], [38] which requires
a lot of data training, it has the advantage of less dependence
on the amount of data. In addition, there is no evidence
that complex methods are better than simple methods [39].
Note that the AI-based methods take a long time to calculate
during training positioning, so they are not suitable for some
scenarios.

B. DISPATCHING MODEL OF LOAD AND ESS
Take a day as a cycle and every hour as the time granularity
for discretization. The working state of the ESS, the level of
renewable energy generation, the power purchase of the grid,
and the load power consumption can be expressed as a set of
vectors with a length of 24, as shown in (16)-(19):

Lhb = [l1b , . . . , l
H
b ] (16)

Gh =

[
g1, . . . , gH

]
, gh ≥ 0 (17)

Lhgrid = [l1grid, . . . , l
H
grid], lhgrid ≥ 0 (18)

Lh =

[
l1, . . . , lH

]
, lh ≥ 0 (19)

At the same time, the operation status of the ESS shall
satisfy the constraints of charge/discharge rate, efficiency,
capacity, power balance, charge/discharge depth, and battery
aging. The expression is shown in (20)-(25):

0 ≤ lhb ≤ Q
r

(20)

−Qd ≤ lhb ≤ 0 (21)

SOC(t)h+ − SOC(t)h− = ξ lhb (22)

Lhgrid = Lh + Lhb − Gh (23)

ηSOCmax ≤ SOC(t) ≤ SOCmax (24)

SOCre
max = SOCmax(1 − f (t)) (25)

Then, combined with the time-of-use (ToU) pricing, two
objective functions are established. The first objective func-
tion is to minimize the user’s electricity cost, and the second
objective is to achieve the highest social benefits. The social
benefit can be expressed as the value of stabilizing the load
fluctuation, thereby reducing the operating pressure of the
power grid. In this paper, it is defined as the peak-to-average
ratio (PAR) of the power exchanged with the power grid.
These two objectives can be expressed as:

PAR(Lhb) =
lpeak
lavg

=

max lhgrid

1
H

H∑
h=1

lhgrid

(26)

Pcost(Lhb) = Lhgrid
(
Phprice

)T
(27)

It should be noted that the status of these two goals is
not equal. To maximize the interests of users, we need to
take (28) as the primary goal of optimization. After achieving
the maximum economic benefits, we will consider improving
social benefits, which will help to improve the enthusiasm of
investors. The final scheduling model can be expressed as:

min F(Lhb) = (PAR(Lhb),Pcost(L
h
b))

T

s.t. Pcost(Lhb) ≤ Pcost(L̃
h
b), ∀L̃

h
b ∈ Lf

(21)(22)(23)(24)(25)(26)

(28)

III. IMPROVEMENT AND SOLUTION OF THE MODEL
A. IMPROVEMENT AND SOLUTION OF GFM
The degree of coincidence between GFM and real data
depends on the relative error. Considering the randomness
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FIGURE 2. Schematic diagram of IGFM.

and volatility of the load, it is very difficult to accu-
rately predict the specific changes of the load every day.
Therefore, we only need to ensure that the load is accu-
rate in most cases, ignoring the cases with fewer occur-
rences and larger fluctuations, to ensure the reliability of the
conclusions.

Considering the obvious periodicity of load change, the
annual load is decomposed into a seasonal load, and the
seasonal load is taken as the sub-model of the load forecasting
model. When the load has a large deviation, the time interval
continues to be divided until the abnormal load is found and
eliminated. At this time, each sub-model contains a pair of
independent development coefficients and grey action quan-
tities for our selection. Its conceptual diagram is shown in
FIGURE 2.

According to the size of relative error and average error,
we divide the sub-models into three categories, namely, the
accurate model, the minor error model, and the abnormal
model. Specific standards are shown in TABLE 1.

TABLE 1. Load division standard.

Then, the corresponding GM (1,1) model and albino differ-
ential equation should be modified to the form of 29,30. The
specific solution method has not changed, but the obtained
model will have a set of mutually independent development
coefficients and grey work amount, and the error will be
greatly reduced compared with the original model.

x(0)1 (k) + a1z
(1)
1 (k) = b1, k = 2, 3, · · · , n

x(0)2 (k) + a2z
(1)
2 (k) = b2, k = 2, 3, · · · , n

· · ·

x(0)j (k) + ajz
(1)
j (k) = bj, k = 2, 3, · · · , n

(29)
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dx(1)1 (k)

dk
+ a1x

(1)
1 (k) = b1, k = 1, 2, · · · , n

dx(1)2 (k)

dk
+ ax(1)2 (k) = b2, k = 1, 2, · · · , n

· · ·

dx(1)j (k)

dk
+ ajx

(1)
j (k) = bj, k = 1, 2, · · · , n

(30)

Finally, after obtaining the long-term load change trend, the
load can be increased proportionally in combination with the
typical load curve to obtain the future long-term load curve.

Note: We did not consider the growth of renewable energy
in the simulation process, because there is no obvious change
trend of renewable energy in each cycle, only the number of
days in a year changes.

B. SCHEDULING MODEL SOLUTION
Based on the above part of load forecasting, we designed
an interesting solution to the scheduling model. The method
concept diagram is shown in FIGURE 3. Firstly, the improved
particle swarm optimization (IPSO) algorithm is used to solve
the optimal economic objective. After obtaining the optimal
economic dispatch vector. The time intervals are divided
according to the working state of the ESS and the ToU pricing
period. Since the pricing and the charging and discharging
state of the ESS has not changed within the interval, the
change of economic benefits will not be affected while the
power exchange with the grid is smooth. When smooth-
ing the power exchange, we use the Lagrange multiplier
method (LMM).

FIGURE 3. Scheduling model-solving concept diagram.

Since particle swarm optimization (PSO) is a heuristic
algorithm, there are problems with convergence accuracy
and speed, so we have improved the basic particle swarm
algorithm. The changes are as follows:

To increase the particle optimization speed, the inertia
weight is dynamically updated according to the evalua-
tion value of the current particle. The updated formula is

TABLE 2. Pseudocode for scheduling model solution.

FIGURE 4. Prediction effect of basic GFM.

as follows:

ωt
i
=


ωmax, if F(X t

i ) > F taverage

ωmin + (ωmax − ωmin)
F(X t

i ) − F tmin

F taverage − F tmin
,

else

(31)

To ensure particle diversity, avoid serious aggregation of
particles in the later stage, and fall into local optimization,
we refer to the mutation operation of GA. Each time the
position is updated, we randomly select an element in the
particle position vector for mutation operation. The mutation
formula is:

x+

d = xd + xdR(0, 1) (32)

Whether the particle will mutate depends on the mutation
probability. In this paper, we adopt the linearly increasing
mutation probability, which can be expressed as:

pt = pmin + (pmax − pmin)(t ÷ T ) (33)

IV. SIMULATION ANALYSIS
In this section, we verify the accuracy and reliability of the
proposed algorithm andmodel through simulation results and
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FIGURE 5. Prediction effect after interval division. (Spring, Summer, Autumn, and Winter.)

TABLE 3. Error comparison between GFM and IGFM.

explore the changing trend of the ESS optimization effect
under different capacities over a long-time span.

A. SIMULATION OF PREDICTION EFFECT OF
GFM AND IGFM
Based on the 6 years of Chinese community load data,
we use the basic GFM to simulate and forecast the load
data within the span. The simulation results are shown
in FIGURE 5.

It can be seen from FIGURE 4 that the grey prediction
model has a good prediction effect. However, in 2020, there
was a large error (the error was 142.6MWh), the relative error
was 2.3%, and the average relative error was 1.2%, belonging
to the second type of model. Although the average error is
small, for the effect of long-term prediction, the error is likely
to increase with time.

In addition, considering that the load has different growth
characteristics in different periods, it is less reliable to express
the changing trend in the whole cycle with one model. There-
fore, we divide the time interval, obtain the load data of the
four seasons, and predict to get FIGURE 6.
It can be seen from FIGURE 5 that the prediction deviation

in spring, summer, and autumn is obviously smaller than that
in winter, and the average relative error is 1.63%, 0.96%, and
1.42% respectively. The average relative error in winter is
4.25%, which is difficult to be directly applied and needs to
be treated with an improved model. In addition, we found that
the load error in the summer of 2019 was 34.8MWh, and the
relative error was 2.37%. Therefore, spring and autumn are
the first type of models that can be directly applied, while
winter and summer are the second types of models that need

FIGURE 6. Typical load curves in different seasons and years.

to be further treated with IGFM. After IGFM processing,
we get TABLE 3. It can be seen that the average relative error
of the winter load is reduced from 4.25% to 0.59%, and the
summer load is not only reduced to 0.57%, but the error of
each prediction data is within 1%.

To verify the feasibility of using GFM to obtain long-
span load data, we extracted the characteristics of each quar-
terly load in the past six years and finally obtained 24 typical
daily load curves, as shown in FIGURE 6. It can be seen that
the load change regularity shows obvious seasonal character-
istics, and the trend is consistent. The load of the same season
in different years only changes in proportion. This also proves
that we only need to obtain the load change coefficient to infer
the typical load data in a long-time span in the future.
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FIGURE 7. Payment iteration process.

TABLE 4. Electricity price parameter.

TABLE 5. The parameter of IPSO.

In addition, we can see that the load growth in each season
is not the same. For example, in spring, the load growth
is approximately linear, while other growth trends need to
be specifically analyzed. It also shows that IGFM is more
targeted and reliable than GFM in prediction. Later in Sec-
tion IV-C, we will verify the accuracy of this method based
on the error between the predicted data and the real data.

It should be noted that the research results will vary in
different periods and regions. For example, the different
development stages of a country (or different regions on the
earth) will have great differences. And it can be seen from
FIGURE5 and FIGURE 6 that there are obvious differences
in the change of load characteristics for different times. The
specific performance is that the increase in spring and autumn
is smoother, and the change in summer and winter is more
complex. Based on this, the research cases in this paper have
certain time and space dependence and need to be more
strictly verified for different times and different regions.

TABLE 6. The parameter of ESS.

FIGURE 8. PAR iteration process.

B. SCHEDULING MODEL SIMULATION
To verify the effectiveness of the scheduling algorithm,
we take the typical load data of the fourth quarter of 2016 as
an example and combine the ToU pricing policy of a place in
China to schedule. The specific electricity price parameters
are shown in TABLE 4. IPSO iteration parameter settings are
shown in TABLE 5. Refer to TABLE 6 for ESS parameters.
Then, FIGURE 8 is obtained through simulation.
To make an effective comparison, we set grey wolf opti-

mization (GWO) and PSO as the control group for simulation,
and the population number of both is 100.

It can be seen from FIGURE 7 that PSO and GWO con-
verge slowly, and both fall into the situation of local opti-
mization. The convergence speed of IPSO is significantly
faster than that of GWO and PSO, and the accuracy of IPSO
in 50 iterations is equivalent to that of PSO and GWO in
100 generations. And due to the adaptive mutation function
of IPSO, the convergence accuracy still improved slightly
during the 100 to 400 generations and finally converged
to 3413.7, 5736.1, 7567.7, 7146.1 yuan, which was 10.8%,
7.7%, 4.9%, 5.6% lower than the initial payment. The effect
of reducing payment was significantly better than PSO and
GWO, which proved the effectiveness of IPSO. To increase
the statistical significance, we randomly generated 40 groups
of large disturbance data and carried out simulation optimiza-
tion as shown in FIGURE 9.

It can be found that after the sample data is expanded,
due to the large dependence of the heuristic algorithm on the
initial value of iteration, the partial numerical convergence of

VOLUME 11, 2023 34985



J. Li et al.: Study of Long-Term ESS Capacity Configuration Based on Improved Grey Forecasting Model

FIGURE 9. Disturbance data simulation results.

GWO and PSO is also ideal. In addition, due to complexity
issues, MOPSO is also similar to GWO and PSO in reducing
power consumption costs. However, overall, the convergence
accuracy of the optimization algorithm proposed in this paper
is still significantly improved compared with other optimiza-
tion algorithms.

In the first optimization process, although the power cost
was reduced by adjusting the load from the peak period to the
valley period, the PAR of the load was not set with relevant
optimization goals, so it showed an unstable trend in the early
iteration (fig 8). With the increase in the number of iterations,
the PAR was not improved. Therefore, we have carried out a
secondary optimization, and the optimization effect is shown
in FIGURE 10.

It can be seen from FIGURE 10 that after optimized dis-
patching, ESS has played a role in cutting peak and filling
the valley, thus reducing the power cost. At the same time,
renewable energy is fully absorbed by distributed generation
equipment, which improves the penetration rate and local
absorption capacity of renewable energy. The PAR of the
load is reduced from 1.727, 1.494, 1.373, and 1.496 opti-
mized for the first time to 1.487, 1.412, 1.253, and 1.39,
respectively by 14.7%, 5.5%, 8.87%, and 7.1%. Moreover,
after the second optimization, it is verified by calculation that
the economic benefits have not decreased due to the second
optimization.

This method is worth promoting in reality. Firstly, due to
the fast response capability of ESS, technical support is pro-
vided for implementing this scheduling method. Secondly,
intelligent optimization algorithms have a faster compu-
tational speed and can meet the requirements of making
decisions in a very short time to cope with more complex
situations.

C. CAPACITY CONFIGURATION OF ESS
With the above parameters as the standard, we have made
scheduling simulations and statistics under a long-time span
based on IGFM prediction data. In the process of simulation,
we also considered battery aging factors. The simulation
results are shown in FIGURE 11.

As can be seen in FIGURE 11. a, in a long-time span,
the economic benefits (rate of return) generated by ESS with
different capacities do not show a simple linear relationship,

but the rate of return will gradually decline with the change
of load characteristics and battery aging, and the decline
speed will gradually slow down. Taking the benefits under
the capacity of 600 kWh as an example, the benefit in
2016 is 7.24%, which will be reduced to 4.48% and 3.35%
in 2022 and 2027, respectively, by 38.1% and 53.7%. If only
the current data is used as the data support for capacity
configuration, the rate of return will have a large deviation in
the service life. At the same time, in the figure, we compared
the profit effect of the real data from 2016 to 2022 and found
that the gap between the gray prediction simulation data and
the real data is within 0.2%.

As can be seen in FIGURE 11. b, the average rate of return
under different capacities increases with the increase of ESS
capacity, but the growth trend gradually slows down. In differ-
ent service cycles, the trend is similar, but it should be noted
that the average benefits generated in different service cycles
are not evenly distributed. For example, in 400kwh capacity,
the ESS service life has achieved an average optimization
effect of 5.01%, 4.58%, 4.21%, and 3.92% respectively in 3,
6, 9, and 12 years. At this time, we configure the parameters
of ESS with the expected rate of return of 4.5%, and the
capacity will be at least 351, 397, 455, and 526 kWh in the
life cycle of 3, 6, 9, and 12 years. If only the data from
2016 is used for reference, the capacity will be 304 kWh.
The deviation of the rate of return from the expected value
will reach 10.9%, 17.8%, 24.4%, and 30.6% respectively.
As shown in FIGURE 11. c if the expected return rate is
3.5%, 3.5%, or 4%, there will also be large errors, which also
proves the effectiveness of the proposed allocation method,
which also proves the effectiveness of the proposed parameter
configuration method.

As shown in FIGURE 11. d and FIGURE 11. e, the social
benefits obtained show an increasing trend (PAR decreases)
with the change of load characteristics and show a small
correlation with the capacity. However, when the capacity of
ESS is large, the PAR will increase. This is because when
the capacity is large, the degree of freedom of two-stage
optimization will be compressed, thus reducing the effect
of two-stage optimization. As the peak load and renewable
energy offset each other, PAR will decrease over time.

This result has certain theoretical and practical value. First,
it decomposes the optimization process of multiple objec-
tives and reduces the complexity of the solution. Compared
with the works of literature [19], [20], [21], [22], [23],
[31], and [32], it avoids the impact of the inadequate non-
dominated solution set on the analysis results. Secondly,
in the process of optimization, this article takes into account
the change of yield with the increase in the period, which can
provide more comprehensive data support for the capacity
configuration of ESS. For example, in [22] and [31], the
economic benefits achieved are 16% and 22.2%, but with the
growth of the period (6 years, 9 years), there will be a large
deviation. As shown in FIGURE 11 f, under the conditions
of this paper, the yield may be reduced to 13.3% and 18.4%
(6 years), 11.3%, and 15.76% (12 years).
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FIGURE 10. Load curve after secondary optimization.

FIGURE 11. Comparison of optimization effects of different periods and capacities. a. The return rate under the different capacities of
ESS. b. Average rate of return for different service life under the different capacities of ESS. c. The error between different periods and
the expected rate of return. d. PAR optimization effect of different capacities of ESS. e. Average PAR of different capacities in different
periods. f. earning rate change curve in literature [22] and [31].

To verify the generalizability of the conclusions, we per-
formed simulations for the other three regions (Case 4 is
the above case, and case 1,2,3 for the rest, respectively) and
plotted the simulation results in Figure 12.

As can be seen in FIGURE 12, there is some variation
in the error over a long-time span in different regions, for
example, the relative error in case 2 is small (minimum value
of 3.3%), while the error in case 4 is large (maximum value of
29.6%). But the overall trend shows that the error gradually
increases with the increase in the time of use, which verifies
the effectiveness of the proposed method. That is, the error

between the expected and actual returns can be significantly
reduced by using the proposed method.

In engineering practice, the capacity configuration of
energy storage is mostly based on current data as support,
which is not reliable. The method proposed in this article
can provide relatively complete data support for ESS capac-
ity configuration only based on limited data. In addition,
the method in this article does not involve more complex
operations and is easier to generalize. For example, when
users consider building small distributed power generation
equipment, according to the method in this article, they only
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FIGURE 12. Relative error curve for different regions.

need to collate and analyze historical power consumption data
to obtain relatively complete conclusions.

V. CONCLUSION AND OUTLOOK
In this paper, we propose a Long-term ESS capacity config-
uration method based on IGFM. The following conclusions
can be drawn from the simulation case:

1) Compared with GFM, the reliability, and accuracy of
IGFM prediction have been improved.

2) We propose an ingenious method to solve the obtained
economic and social benefits, which not only improves the
convergence accuracy and speed but also maximizes the
social benefits without damaging the economic benefits.

3) Compared with the commonly used short-term typical
data for capacity configuration, we fully consider the eco-
nomic benefits and social benefits achieved during the whole
life cycle of distributed generation and reveal the nonlin-
ear relationship between the benefits, capacity, and service
life, which is very valuable and can greatly reduce the error
between the actual benefits and the expected benefits.

There are still some deficiencies in this paper. For example,
we did not take into account the significant changes in load
characteristics due to policy changes, and the scheduling
effects that can be achieved when there is greater uncertainty
in the load. In the subsequent research, we will take full
account of the uncertainty of load, policy changes, and other
factors to further enrich ESS capacity configuration methods.
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