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ABSTRACT With the rapid development of deep learning technology, the size and performance of the
network continuously grow, making network compression essential for commercial applications. In this
paper, we propose a Feature Self Attention (FSA) module that extracts correlation information between
the hidden features of a network and a new method for distilling the correlation features to compress the
model. FSA does not require a special module or network to match features between the teacher model
and the student model. By removing the multi-head structure and the repeated self-attention blocks in the
existing self-attention mechanism, it minimizes the addition of parameters. Based on ResNet-18, 34, the
added parameters are only 2.00M and the training speed is also the fastest in comparison to benchmark
models. It was demonstrated through experiments that the use of interrelationship loss between features can
be beneficial for training student models, indicating the importance of considering correlation information
in deep neural network compression. And it was verified through training from scratch on the vanilla without
the pre-trained weight of the student model.

INDEX TERMS Knowledge distillation, self-attention, model compression, training from scratch.

I. INTRODUCTION
As deep learning technology rapidly develops in the field
of computer vision, not only performance but also the size
of network models continues to grow. Early simple Multi-
Layer Perceptron (MLP) [1] was followed by convolutional
neural networks (CNN) [2], which began to be called deep
learning as the network model became deeper and broader to
improve performance. In addition, a network called Vision
Transformer (ViT) [3] was introduced, which combines a
transformer [4], a method of natural language processing
technology, into computer vision. Currently, large ViT-based
network models that require large amounts of data boast the
best performance (state-of-the-art) in several tasks.

Despite their performance, the amount of time and
resources required to train such a giant network gradually
became too much for individual researchers to experiment
with or install on a typical device. This is contrary to
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industry’s direction of high performance at a low cost, and
research on network compression such as model pruning
and network knowledge distillation [5] is being conducted to
improve commercialization.

Unlike conventional model pruning algorithms, which
directly reduce model size by removing less important
neurons, network knowledge distillation improves accuracy
by transferring knowledge from a large network to small
one. This achieves performance that cannot be reached when
trained only with a full student model. This method is an
indirect model reductionmethod that enables the replacement
of large models. For example, by handing over hidden layer
features of the teacher model as hints to the student model,
Fitnets [6] has shown similar performance to the teacher
model. In addition, Yim et al. [7] proposed amethod to extract
and distill the relationship and flow information between
hidden features of the teacher model.

There are still some limitations to these existing methods.
First, when selecting hidden layers for use in knowledge
distillation, flexibility is reduced due to a fixed number of
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layers or location constraints such that feature sizes should
be the same for comparison between features.

In this case, many combinations of feature selection
are required to ensure that the number and location are
appropriate to distill the teacher model’s ability to extract
features. Second, a module design for extracting knowledge
to be distilled or searching for a matching method between
two models is not simple; it requires an additional network of
sizes comparable to student models. This makes it difficult
to know whether the performance is due to the increasing
the model capacity by the added network or the effect of
knowledge distillation.

Thus, to solve these problems, we propose Feature Self
Attention (FSA) module, which creates information that
considers the interrelationships between hidden features.
FSA consists of a feature embedding module (FEM) that
embeds different sized hidden features extracted from a
teacher model and a student model into the same token and
a self-attention technique in a transformer. FSA can use all
the hidden features of the model and refine features that take
into account the interrelationships between hidden features,
allowing it to distill richer information than conventional
methods.

In addition, additional modules are not required for
matching between multiple features of the teacher model and
the student model. Features generated by FSA are validated
for the classification through a simple fully connected layer
(FSA_FC) classifier, and then distilled into the studentmodel.

The main contributions of this paper are summarized as
follows.

1. We propose FSA, a new model that refines and
distills interrelationship information by using all hierarchical
features information of the teacher model. Through this, it is
not necessary to design a module that calculates efficient
matching with the student model feature.

2. We find that the student model performance is better
to train the interrelationship information between hidden
layers first than to train with two losses including task
loss function simultaneously. This shows that the interre-
lationship between the features is effective for knowledge
distillation.

3. In the FSA module that extracts interrelationship
information, repetitive stacking of the self-attention mech-
anism was excluded, and additional parameters for knowl-
edge distillation were minimized with a simple network
design.

II. RELATED WORKS
Knowledge distillation is generally a method to help training
by transferring information of teacher models that are large
in size and have high performance to relatively small
student models, and to obtain performance beyond the limits
of existing student model capacity. There are three main
categories depending on what you treat as the network
knowledge to distill.

A. RESPONSE-BASED DISTILLATION
First, response-based distillation is a method of dealing with
knowledge that distills the output value of the teacher model.
It was introduced in the early stages. Since the model output
value or the last layer is mainly refined and used, this method
can be used for various tasks such as object detection, human
pose judgment, and heat map division. Influential studies in
these fields used the soft targets technique [5], [8], which
uses the output probability distribution of teacher model as
labels for student model. This method is often used with other
categories of knowledge distillation methods.

B. FEATURE-BASED DISTILLATION
The second category is feature-based distillation: a knowl-
edge distillation method that learns to create similar features
by matching between specific layers of a teacher model and a
student model. Led by the Hinting method of teacher model
feature learning [6], Zagoruyko andKomodakis [9] created an
attention map with a specific feature of the teacher model and
distilled it to the student model. Furthermore, Chen et al. [10]
proposed a method that calculates the interaction between
the features of the teacher model at multiple layers and the
features of the student model, and uses the resulting values as
weights in the matching combination. These methods require
time consuming experiments or specific modules on how to
match and find a location to extract features from eachmodel.

C. RELATION-BASED DISTILLATION
In relationship-based distillation, features of two specific
layers in the teacher model are measured for similarity and
relationship as a similarity evaluation function, and their
values are distilled [11], [12].

Alternatively, methods of distillation to use the flow of
information between two specific layers [13] are being
studied. It refines network as a graph to distill the flow of
information. The edge of the graph represents the relationship
between features and this method requires a module or
network for the graph. Figure 1 briefly shows two structures
comparison of the proposed model and the basic model of
feature based knowledge distillation.

III. METHODOLOGY
First, Section III-A to III-C briefly explains the backbone
models, their selection reasons, and mechanisms of modules
used in the proposed method. Detailed explanations of
learning hidden feature interrelationships are then given in
Sections III-D to III-G.

A. BACKBONE MODEL
To be a suitable backbone model, it is preferable that the
network can be stacked in small network blocks or divided
into several stages. That is, it is preferred that there are
regions in which the network configuration changes or
the feature size changes. This is because FSA is proper
for using various hierarchical features in such region.
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FIGURE 1. Basic knowledge distillation model(Left). Proposed model(Right). The output value of student model was used for the
classification in the basic model. The proposed model refines the features of the FSA through a simple fully connected layer
classifier (FSA_FC) and uses them for the classification.

ResNet [14] and Swin [15] are suitable models for this;
however, Swin still lacked benchmark data used as the
backbone model for knowledge distillation. ViT [3], similar
to Swin and often used as a backbone model, cannot extract
hierarchical features because the stacked blocks have the
same input/output feature size. Thus, the ResNet model was
selected as the backbone model.

B. ResNet
Overstacking convolutional layers to increase the prediction
accuracy in CNN-based networks such as AlexNet [16]
and VGGNet [17] rather could reduce the performance
of the model due to the well-known gradient vanishing
problem. In the ILSVRC [18] and COCO [19] conferences,
He et al. [14] proposed residual blocks, as shown in Figure 2,
to address this problem and show no gradient loss even in
deep models of 152 layers.

ResNet has some different configurations of residual
blocks as well as deep structure of 152 layers, so there are
different layers of models, as shown in Table 1. In this paper,
Resnet-18 was used as a student model and other models were

FIGURE 2. Basic convolution block (left), residual block (right).

used as a teacher model. Knowledge distillation was tested by
extracting hidden features in four stages based on the layer
parts where the composition of the residual block changes.

C. SELF-ATTENTION
In the field of natural language processing, the transformer
model creates an embedding feature of the same size,
called token, and then generates other tokens by adding
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TABLE 1. Convolutional block configurations and stacking counts for each model stage presented in ResNet [14].

FIGURE 3. Traditional response-based knowledge distillation model.

information considering the context in the sentence using
Self-Attention (SA).

The transformer model is trained by stacking modules
including SA, and shows state-of-the-art performance inmost
tasks in the field of natural language processing.

The process of SA is expressed by the following equation.

Attention (Q,K,V) = softmax
(
QKT
√
d

)
V , (1)

Q = TWq ∈ RN×d , (2)

K = TWk ∈ RN×d , (3)

V = TWv ∈ RN×d , (4)

Q, K, and V are the Query, Key, and Value, and d is the
dimension of weights.

When the number of words in a sentence is N and the i-th
word token is ti,

T = {t1, t2, · · · , tN } ∈ RN×E . (5)

where E is an embedding dimension.
Dosovitskiy et al. [3] proposed a method of embedding

image data like tokens in natural language processing
and used them in the transformer model, achieving high
performance in various tasks of computer vision. Since then,
various methods of embedding image data like tokens of
natural language processing have been studied and combined
with the transformer model. However, according to the
demand for performance increase, the transformer module
is stacking wider and deeper, and the size of the model is

becoming too large. In the proposed approach, we show that
SA is effective even if it is used only once without stacking.

D. FSA
To explain the difference from the existing model, the
structure of simple knowledge distillation is shown in
Figure 3.

Existing loss functions are mainly composed of the follow-
ing distillation loss and task loss. The distillation loss function
allows the student model to imitate the teacher model so
that it can learn quickly. The task loss function preserves the
generalization performance when only the student model is
separated and used after knowledge distillation is completed.

In contrast, the FSA network consists of FEM modules,
SA modules, and a fully connected (FC) layer classifier
as well as a teacher model and a student model that
outputs classification probability distribution results. FEM
modules convert the extracted hidden features into embedded
features of the same size, SA modules add interrelationship
information to the features, and the FC layer classifier
performs the classification task. The structure of the entire
network is shown in Figure 4.

When the hidden layers of the teacher model and the
student model are matched and distilled, the layers of the
student model are trained to mimic only the feature extraction
ability of the matched teacher model’s layers. In our method,
information about how the selected hidden layers interact and
communicate is added to the feature by the FSA. Also it
is distilled using all hierarchical level’s features of teacher
model.

The interrelationship between features is distilled through
FSA while the overall feature extraction ability and classi-
fication performance of the model is distilled through the
output value of the teacher model. After distilling only
the FSA features in the early stages of training, adding
the classification ability in next stage of training showed
higher performance than distilling both from the beginning.

For the task loss function, we used classification proba-
bility distribution obtained by a simple FSA_FC for features
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FIGURE 4. FSA network structure. The FSA_FC of the teacher model has been removed after training the teacher model. The FSA_FC of the
teacher model and the student model is the same type of module but has different weights.

FIGURE 5. FEM (left), FSA_FC (right).

extracted with FSA, rather than the classification probability
distribution at the top of the student model. This is to
prevent training with the capacity of the student model,
not knowledge distillation, by calculating the loss function
comparing the output value of the student model and the
ground truth label.

The FSA of the teacher model was trained by comparing
the FSA_FC output with the ground truth label. Similarly,
comparing the FSA_FC output of the student model with the
ground truth label was also effective in improving the FSA
performance of the student model.

E. FEM
There have been several studies on how to embed images
or features. In most cases, additional modules or networks
were required and the size of whole network become bigger.
To avoid this, many studies, such as ViT and Swin, used
methods to divide input image data or hidden features
into n × n regions and refine and embed each region. This
paper suggests an FEM that minimizes the size of the
embedding module without an additional refinement process,
thus reduces the overall model size even when used for
each hidden feature. FEM is responsible for embedding
different sized hierarchical hidden features output from each
stage of the teacher model or student model into tokens
of the same size that can be used in SA. As shown in
Figure 5, first, hidden features are independently processed
from average pooling and maximum pooling. The pooling
uses Wi × Hi sized kernel instead of a typical 3 × 3 size to
create channel-wise features. After pooling, two features are
combined for embedding. Then, through 1 × 1 convolution,
the embedding is completed by unifying the different
channels Ci for each hidden feature into the embedding
dimension E.

The 1 × 1 convolution not only changes the number of
channels, but also has a channel-wise attention effect as an
operation using all channels. FEM is designed with only two
pooling and one convolutional layer, rather than an additional
network for embedding, minimizing the size increase of the
entire model.
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F. FSA_FC
HSAKD [15] performed a task of classifying which rotational
transformations have been given to the input data through an
additional network using a hidden feature. Then, it distills the
added network’s output to the student model.

In a typical learning model, it is difficult to infer what
the hidden feature means unless it is a feature extracted
from the end layer. However, if the added task is performed
by the hidden features, regardless of the task’s difficulty,
it could guide a meaningful direction in feature extraction,
thereby can distill high-quality features. Inspired by this, the
proposed model is designed to use a simple classifier that
performs same classification at the end layer. This classifier
uses features generated from the FSA. Unlike HSAKD, this
paper distills not only the output of the added classifier but
also feature generated from the FSA. The simple classifier
added to the end of the FSA uses only four fully connected
layers, as shown in right side of Figure 5, and belongs to both
the teacher model and the student model. The FSA_FC of
each side model is used only for training the corresponding
model FSA, and is not used for distillation learning in the
counterpart model.

G. TRAINING TEACHER MODEL
The network shown in Figure 6 is used to train the teacher
model.
FT refers to the backbone model of the teacher model, and

FTi ∈ RN×Wi×Hi×Ci refers to the feature of the i-th stage of
the teacher model. In this case, W is the width of the feature,
H is the height of the feature, and C is the number of channels
of the feature.
mTi

(
FTi

)
∈ RN×ST×E stands for the i-th FEM, where S

is the number of stages of the backbone model, and E is the
number of embedded channels.

8T refers to SA and is a module that maintains an
input/output size.
zT refers to a feature extracted by FSA and may be

expressed by the following equation.

zT = 8({mT1 (FT1 ),mT2 (FT2 ), · · · ,mTS (FTS ), }), (6)

zT ∈ RN×ST×E . (7)

pT (·) is a classifier consisting of a fully connected layer
and outputs a probability distribution that receives a feature
generated by FSA and predicts a label of the input data to
obtain a Cross Entropy loss function with the label of the
input data.

The loss function used for teacher model training is as
follows

LTFSA = LCE
(
p

(
zT (x)

)
, y

)
. (8)

The cross entropy loss function used here is as follows

LCE (x, y) = −

∑
(xi log2 yi). (9)

In x ∈ X and y ∈ X, X and Y is a training image data set
and a label data set, respectively.

The backbone teacher model freezing weights are pre-
trained with ResNet 34, 50, 152 [14] so that only the FSA
and FSA_FC parts were trained.

H. TRAINING STUDENT MODEL
The network used to train the student models is shown in
Figure 4. f S refers to the backbone model of the student
model, and FSi ∈ RN×Wi×Hi×Ci refers to the feature of the i-
th stage of the student model. mSi

(
FSi

)
∈ RN×SS×E refers to

the i-th FEM. The superscript S means that it is a component
of the studentmodel and exponential S is the number of stages
of the backbone model. 8S refers to a feature extracted as
SA, and zS refers to a feature extracted as FSA. pS (·) outputs
a probability distribution that predicts a label of input data by
receiving a feature generated by FSA with a fully connected
layer classifier.

In up to 20 epochs out of a total of 100 epochs, the output
values of the two backbone models are not used, and the loss
function is obtained only with features generated by FSA to
only train the interrelationship between the hidden features.
The loss function uses the mean square error. We then
further distill the output probability distribution of the two
backbone models up to 50 epochs into the KL-Divergence
loss function, which calculates the difference between the
probability distributions. We added a cross entropy loss to
the total loss to train the generalization ability of the student
backbone model. The cross entropy loss compares features of
the FSA_FC with label of input data.

The loss function used in training the student model is as
follows

LFSA_f = LMSE
(
zT (x), zS (x)

)
, (10)

LKL = DKL
(
f T (x) || f S (x)

)
, (11)

LFSA_FC = LCE
(
p

(
zS (x)

)
, y

)
, (12)

L = λ1LFSA_f + λ2LKL + λ3LFSA_FC , (13)

[
λ1, λ2, λ3

]
=


[1 0 0] (0 ≤ epoch < 20)
[1 1 0] (20 ≤ epoch < 50) .

[1 1 1] (50 ≤ epoch < 100)

(14)

The mean square error loss function and the
KL-Divergence loss function used here are as follows:

LMSE (x, y) =
1
n

∑n

i=1
(xi − yi)2, (15)

DKL (P || Q) =

∑
x∈X

P(x) log
(
P(x)
Q(x)

)
. (16)

IV. EXPERIMENTS
The dataset used ImageNet-1K [16] consisting of approx-
imately 1.28 million training data with 1,000 classes and
50,000 validation data. An image was randomly cropped in
224 × 224 size and trained using only random horizontal
inversion data multiplication set to p = 0.5. The teacher
model was tested with three types, ResNet-34, ResNet-50 and
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FIGURE 6. Network for teacher model.

ResNet-152, and the student model was fixed to be trained
with ResNet-18.

Train was conducted by a total of 100 epochs, with a batch
size of 128, optimizer using Stochastic Gradient Descent, and
the initial learning rate was set to 0.01when the teachermodel
used ResNet-34, 0.005 with ResNet-50 and 0.0001 with
ResNet-152. The learning rate was reduced 1/10 by every 30,
60, and 90 epochs.

V. RESULTS
A. FEATURE REFINING PERFORMANCE OF FSA
When training the teacher model FSA, the main task
was performed after passing through a simple FSA_FC
with features containing the hidden features of the teacher
backbone model. If the information of the backbone teacher
model was well refined as intended, it would have similar
performance to the backbone teacher model; however, if a
meaningless feature is generated contrary to the intention,
it would be difficult to produce meaningful performance
only with FSA_FC. Therefore, to evaluate how well the
FSA has refined the information of the teacher model,
a performance comparison of the FSA_FC of several
teacher models with the backbone teacher model was
conducted.

Experimental results are shown in Table 2. The features
generated with FSA used a simple FSA_FC, but similarities
can be seen when comparing the performance of the

learned open-source backbone teacher model under optimal
conditions.

Since there is a slight difference of about 2%p from Top-1
and 1-1.5%p from Top 5, it can be seen that the information
of the teacher model to be distilled into the student model is
well refined.

B. COMPARISON OF KNOWLEDGE DISTILLATION
PERFORMANCE
Table 3 shows the ImageNet-1K classification performance
of the student model and the performance of the FSA_FC
after distillation learningwith features including the interrela-
tionship between the hidden features of other teacher models.
Table 4 shows the total number of parameters added for
this.

Student models that completed distillation learning from
ResNet-34 and ResNet-50 teacher models improved their
student models by Top-1: 1.55%p/1.65%p, and Top-5:
1.77%p/1.96%p, respectively, compared to vanilla models
(Top-1: 66.11% and Top-5: 86.90%, respectively). However,
the student model, which completed distillation learning from
the ResNet-152 teacher model, performed worse at -8.73%p
and -5.05%. This is presumed to be because, given the number
of block stacks per each model stage shown in Table 1, the
significantly increased number of stage 3 blocks in ResNet-
152 broke the balance of the correlative roles that the stage
has in the entire model.
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TABLE 2. Comparison of performance of the backbone teacher model
with performance of FSA_FC.

TABLE 3. Comparison of knowledge distillation performance according
to teacher model.

TABLE 4. Comparison of the number of parameters before and after
adding the FSA network.

C. PERFORMANCE COMPARISON BY PRECEDENCE OF
FSA FEATURE DISTILLATION
Table 5 compares the performance of two cases: (1) when
output loss was step-wisely added after pretrained with only
the FSA loss and (2) when the FSA loss and output loss were
simultaneously trained from the beginning. In Eq. (13), the
former coefficients of each loss term follow Eq. (14) and the
latter coefficients follow Eq. (17)[

λ1, λ2, λ3
]

=

{
[1 1 0] (0 ≤ epoch < 50)
[1 1 1] (50 ≤ epoch < 100) .

(17)

When output loss is further distilled after pretrained of the
interrelationship information, the performance improvement
was slightly higher with Top-1:0.83%p/0.50%p and Top-
5:1.11%p/0.34% when the teacher model is ResNet-34 and
ResNet-50, respectively.

TABLE 5. Performance comparison according to the combination of
initial loss during distillation.

TABLE 6. Teacher Model: ResNet-34. Student model: ResNet-18.
ImageNet performance improvement benchmark in knowledge
distillation. KD: knowledge distillation [20], AT: attention transfer [9], FT:
factor transfer [21], CRD: contrastive representation distillation [22], and
Tf-KD: teacher-free knowledge distillation [23].

D. PERFORMANCE COMPARISON FOR BENCHMARK
MODELS
Table 6 compares the performance improvements achieved
after distilling knowledge into student model ResNet-18
using teacher model ResNet-34 with ImageNet benchmarks.

The method proposed in this paper does not provide
the greatest improvement; however, our method shows
significant performance in training time.

VI. CONCLUSION
In this paper, we proposed FSA, which extracts interrelation-
ship information between hidden features by utilizing all the
hierarchical features of the model.

This does not require a special module or network to
match the knowledge to be distilled between the teacher
model and the student model. When only the hidden feature
relational information was distilled from the beginning,
it was found that performance improved more than when
simultaneously training the main task from the beginning.
Accordingly, we verified that information on the role of
each layer in the model helps the layer to learn the feature
extraction ability.

In future knowledge distillation research, this may be a
method to replace feature matching modules or matching
networks.
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In addition, although it is trained from scratch on the
vanilla model, FSA achieves performance improvements
comparable to the open-source distillation model trained
under optimal conditions. It is possible to reduce the
constraint on the existence of pre-trained weights in the
process of selecting the knowledge distillation student model.
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