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ABSTRACT Using a novel Genetic Algorithm-basedCompressive Learning (GACL), a compressed domain-
learning framework is proposed that is implemented on the Haar wavelet approximation coefficient images
of the standard kaggle RGB cat dog dataset with every images resized to 256 × 256 × 3. The compressive
sensing (CS) measurements on the selected dataset is achieved by using a simple reduced pixel scheme
by retaining only P% of the pixels of the approximation coefficient images and forcing the remaining
pixels to 0 using the Primitive Walsh Hadamard (PWH) binary mask and the masked images are used for
further learning. A numerical experiment is conducted to analyze the image classification performance of
deep convolution neural network (DCNN) learning on compressive sensing (CS) measurements of wavelet
approximation coefficient image of the selected dataset. The unmasked wavelet approximation coefficients
images are of size only one fourth of the original image, but they visually resembles the original image. The
numerical experiment shows that when learning is done on this unmasked wavelet approximation coefficient
images a training accuracy of 97% and validation accuracy of 77% are achieved which is remarkable and as
good as using the complete spatial domain image. It is found from numerical experiment that, when PWH
masking with P = 10 is applied only to the test images the validation accuracy falls up to 58% and this
fall is due to the fact that the training is done on unmasked images and tested on masked images. On the
other hand in a compressive learning framework the DCNN is trained using masked images and when tested
using masked images the validation accuracy rises up to 62% due to the fact both the trained images and test
images are masked. Further, it is demonstrated that the best PWH masks can be learned by GACL in which
the training accuracy increases up to 89% when vertical cross over is used in GACL and increases up to
96% when diagonal crossover is used in GACL. in this case of GACL using diagonal crossover, the 96% of
training accuracy using only (10/4= 2.5) 2.5% of the image is very remarkable and stand as proof of concept
to implement compressive learning framework which need very less pixel thus very less measurement rate
(MR) both in training and testing phase minimizing the bandwidth and storing requirement in applications
related to IoT and cloud solutions. The average SSIM (Savg) and average PSNR (PSNRavg) are used as quality
measurements, which reduce as P reduces, and it is demonstrated that the average SSIM and average PSNR
improves when GACL is used to learn the mask, which is the key reason for the performance improvement.

INDEX TERMS Binary masking, compression sensing (CS), deep convolution neural network (DCNN),
measurement ratio (MR), Haar wavelet, genetic algorithm-based compressive learning (GACL), Primitive
Walsh Hadamard (PWH).
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I. INTRODUCTION
Deep convolution neural network (DCNN) trained with mul-
tiple classes of images is a robust method to classify an image
under the test as a subset of the trained classes. In gen-
eral, the images used for training and testing are raw and
uncompressed. When the test image is compressed, the mod-
els validation accuracy deteriorates. This can be overcome
by training the models in compressed domain in which the
compressed information are used directly for training and
testing and many work are done to develop learning system
based on compressed information [1], [2], [3], [4], [5], [6],
[7], [8]. This enables faster communication and eliminates
the need for reconstruction algorithm. Compressed domain
inference is proposed by Calderbank et al. [9] in which they
use support vector machine (SVM) learning on compressed
data. Prof. Pavan Turaga and his team proved compressed
domain classification [4] using the rate-adaptive network
and Davenport et al. [5], used a smashed filter based on a
random sensing matrix and a neighborhood classifier. Khmag
Asem [10], [11] used different techniques for noise removal.

CS is a paradigm shift in the sampling and compression
process, in which only the required number of measurements
are done on the signal, the original signal is reconstructed
back using optimization techniques [9], [10], [11], and the
method of learning on CS measurements will enjoy the com-
pactness of the CS [12], [13], [14], [15], [16], [17], [18],
[19], [20].

Xu et al [19] developed a single neural network and used it
to categorize data in anymeasurement rate (MR) using single-
pixel camera (SPC) based CS approach as shown in Figure 1.

In this approach, the training set is a super set of data with
multipleMR and thus themodel is suitable for anyMR. In this
approach the images are subjected to CS measurements using
SPC sensing matrix and the CS measurements are used in
the training a CNN model. CNN model is robust machine
learning framework that works very well with images, which
are visually legible for human. As the CS measurement using
SPC do not have any visually legible details, a single iter-
ation reconstruction is employed before CNN training. The
single iteration reconstruction step is required to get a mini-
mum visually legible image that to be trained in CNN. This
paper [19] also discussed on the possibility of learning the
SPC mask as a future scope. Another work [3] demonstrates
the process of learning the mask jointly with model weights
for a 28 × 28 MNIST handwritten dataset.

In the present proposed work, it is planned to use reduced
pixel transform of the training images, which can be obtained
by applying a binary mask on the training, and test images
and use only P% of the pixels in the image. This can be
consider as CS measurement and well demonstrated in our
previous work [21] using a novel technique called Genetic
Algorithm-based Compressed Learning (GACL), which will
increase the CNN’s training accuracy by learning the binary
mask. The key merits of this proposal is based on the fact that
the reduced pixel resultant images retain the visual legibility
even after applying the binary mask and thus the single

FIGURE 1. Architecture of dynamic range image classification process
using SPC.

FIGURE 2. Architecture of genetic algorithm based compressive learning.

iterative reconstruction process is not required. Moreover the
practical implementation of SPC is very complicated and
implementation of reduce pixel transform can be realized by
using simple masking procedure [21]. In this, applying binary
mask is the sensing process of CS framework and this sensing
process reduce the MR but the images will be still legible and
can be directly used for training process as shown in Figure 2.
To learn the best binary mask, GACL framework uses two
different crossover process vertical crossover and diagonal
crossover.

The goal of the GACL is to determine the best mask that
to be applied to all of the training set images in order to
increase CNN’s training accuracy in compressed learning.
This is accomplished by considering the CNN training accu-
racy to be the objective function that is to be maximized in
GACL algorithm to get the best mask. It is shown that the
classification accuracy for the case of retaining 10 % of the
image pixels by applying binary mask is 70 % and after using
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GACL this accuracy increases to 85 % which is remarkable
for such a low MR [21].

In this present paper, it is proposed to extend the idea
of GACL in wavelet domain. Wavelet is the best tool to
compress images and masking of wavelet coefficients can
be considered as a CS sensing process, which introduces
further reduction of MR. In this paper, it is proposed to use
the GACL learning for the mask applied to approximation
wavelet coefficient and to study the learning performance
of CNN and the wavelet selected for this study is the basic
Haar wavelet. In the numerical demonstration, Haar wavelet
is applied on the training images and approximation coeffi-
cients are used for CNN learning. In this novel approach, the
reduction of MR is twofold firstly by using only the approx-
imation coefficient of the image and secondly by masking
the approximation coefficient matrix. In spite of the fact that
the approximation coefficients constitutes only one fourth
of the total number of pixels, the CNN learning works fine as
the Haar approximation coefficient matrix visually resembles
the original image and the study shows that GACL learned
mask that consists of 10 % of approximation coefficients
yield an accuracy of 96%. This enables drastically lowMR of
10%of one-fourth of the total number of pixels of the original
image. Thus, the methodology of GACL based compressive
domain learning using wavelet coefficient will drastically
reduce the need for huge data in both training and testing
phases.

To reason out the increase in CNN model accuracy for
the case of GACL the visual quality of the masked images
are computed by calculating the measure of deviation of
the masked image from the original unmasked image. The
Structural Similarity Index (SSIM) and Peak signal to noise
ratio (PSNR) are the good metrics to evaluate how similar
two images are and in this work Savg and PSNRavg is cal-
culated for each member of unmasked dataset with corre-
sponding member of masked dataset and averaged out to get
average SSIM between original dataset and masked dataset.
In applying mask to retain, only P% of the original image it is
observed that Savg decreases when P decreases and it is found
interesting that Savg is improved when GACL is applied. This
brings out the fact that GACL learns the best mask, which
will output an image perceptually very closer to the original
unmasked image. The research contribution in this paper is to
apply reduce pixel transformation for approximation wavelet
coefficients with best-learned mask using GACL to get the
best accuracy and to reason out the increase in accuracy with
the help of SSIM measurements.

To summarize, themotivation of the work is to demonstrate
CNN image classification by using only P% of the pixels of
the original image in its wavelet domain and to achieve this
following are the contributions of the paper.

• A new dataset is created by applying wavelet transform
to the original dataset images and retaining only the
approximation coefficient images. For the proof of con-
cept, Haar wavelet is used and the level of decomposi-
tion is 1.

• A structured binary mask is applied to the images of
the new dataset to retain only the P% of the pixels. For
the proof of concept simple PWH matrix based mask is
used.

• A study of performance of wavelet based compressed
domain learning is done by using clean/masked training
dataset and masked test dataset by observing the CNN
learning accuracy. The visual quality of the images for
various P values are quantified using average SSIM of
the dataset and studied.

• GACL is implemented to learn the binarymask as shown
in figure 2 for various P and the visual quality of the
dataset images and the learning performance of CNN
classification are studied for both vertical and horizon-
tal crossover methods to show the merits of vertical
crossover method.

• The experiment is demonstrated for very low MR rate
of 2.5 %.

This study is structured as follows, section II discussed about
compressed domain learning using Haar wavelet, section III
Genetic Algorithm based Compressed Learning (GACL)
using Wavelet Approximation, section IV result and discus-
sion, lastly conclusion.

II. COMPRESSED DOMAIN LEARNING USING HAAR
WAVELET
In order to compress the images Haar wavelet is applied
on the dataset and the approximation coefficients are used
for further process. This section divided into two, section
(a) discusses about the compressed dataset and the section
(b) study of performance of wavelet-based compressed
domain learning.

A. COMPRESSED DATASET
As discussed in introduction the motivation of the work is
to demonstrate CNN image classification by using only P%
of the pixels of the original image in its wavelet domain.
This is achieved by applying wavelet transform to the dataset
images to create a new dataset retaining only the approxi-
mation coefficients images. These approximation coefficient
images are further masked to retain only P% of the pixels.
Using images of cats and dogs from the Kaggle dataset,
Emine Cengil et al. [22] trained and tested deep learning
algorithm using the caffe package, which is frequently used
for deep learning. The original raw kaggle database [23]
utilized to get compressed dataset for this work is made up of
2000 training and 500 test images, each of which has an RGB
value of M × N . In this technique, all the images from the
dataset are resized to 255 × 255 standard images and Haar
based discrete wavelet transforms (DWT) is applied to get
approximation coefficient matrix and detailed matrices. The
approximationmatrix, which is down sampled and consists of
25 % of original pixel is retained and other detailed matrices
are neglected as shown in Figure 3. It can be inferred that the
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FIGURE 3. Resultant dataset image of the Wavelet transform.

FIGURE 4. Sample masked approximation images of the dataset
(a) Random matrix (b) PWH matrix.

TABLE 1. CNN model parameters [20].

approximation matrix resembles the original image and good
enough to be used in CNN training.

In this proposed paper, one of the key process in obtaining
the compressed domain dataset is to apply a binary mask
to the images that retains P% of the pixel and makes the
remaining pixels as zero. One of the direct method is to
apply a random binary mask, which has P% of the pixels
arbitrarily 1 and remaining 0. Using a structured binary mask

FIGURE 5. Sample masked wavelet images of the dataset with P % pixel
retained (a) P = 25 (b) P = 12.5 (c) P = 11.25 (d) P = 10.8 (e) P = 10.6
(f) P = 10.

like Primitive Walsh- Hadamard (PWH) mask will produce
better legible image compare to the random binary mask as
shown in figure 4. To get the structured binary mask, the
PrimitiveWalsh- Hadamard (PWH)matrix, is contrasted with
the binary sensing matrix. The figure 5 illustrate the masking
process for various P for a sample approximation coefficient
matrix.

B. STUDY OF PERFORMANCE OF WAVELET-BASED
COMPRESSED DOMAIN LEARNING
The previous work [21], it is shown that the training accuracy
of 97% is possible with CNN classification using the uncom-
pressed raw original dataset [23] and the CNN architecture
model parameters are provided in Table 1. In the same work,
the performance of CNN is studied by reducing the pixels of
the original training and testing image using a binary mask.
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FIGURE 6. Training and validation accuracy and loss graph with respect to epochs for PWH masked dataset with P % pixels retained in testing dataset
and Q % in the training dataset, (a) P = 25, Q = 25, (b) P = 25, Q = 12.5 (c) P = 25, Q = 11.25 (d) P = 25, Q = 10.8(e) P = 25, Q = 10.8 (f) P = 25 Q = 10
(g) P = Q = 11.25 (h) P = Q = 10.8 (i) P = Q = 10.6, 8 (j) P = Q = 10.

This paper proposed an experiment to conduct the similar
study using the Haar wavelet approximation images. Two

different ways of the learning experiment carried out for
approximation coefficient images by using:
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(i) Unmasked images for training and the PWH masked
for testing.

(ii) PWHmasked images for training and the PWHmasked
images for testing. The results are provided in table 2.

In these cases, the new arrived masked dataset is of low
measurement rate and the image quality is measured using
average SSIM and average PSNR. Let us assume Ds is the
image set 1, which is original dataset, comprises of Np images
and let D̂s be the image set 2, which is compressed dataset.
The average SSIM (Savg) is calculated using the following
equation (1) [24], [25].

Savg =
1
Np

∑Np

k=1
SSIM(Ds(k),D̂s(k)) (1)

where, Ds(k) is kth image of the dataset.
In addition, the average PSNR (PSNRavg) is calculated

using the equation (2) [25], [26].

PSNRavg =
1
Np

∑Np

k=1
PSNR(Ds(k),D̂s(k)) (2)

Case (i) here the approximation images are used for training
and the PWH masked approximation images are used for
testing, for P = 100 the obtained training accuracy was
97% which is adequately good which implies no information
loss in testing set. Figure 6(a) displays the model accuracies
and loss function for P = 100. As a continuation for
case (i) the experiment was repeated for masked test dataset
with various values of P and it was found that the training
accuracy is constant and validation accuracy kept decreasing.
Figure 6 (b-e) shows the model accuracies and loss function.
Similarly, for case (ii) both the training and testing datasets
were masked and the experimental result demonstrated that
the validation accuracy was better than case (i). It should
be noted that the training accuracy is 89 % and validation
accuracy is 62 % when P=10 % which is the least MR in
this experiment. Figure 6 (g-j) displays the loss functions and
CNN model accuracies. The image quality with respect to
P (% of the pixel retained) in terms of average SSIM and
average PSNR using (1) and (2) is also studied and given
in table 2. It can be observed from the table that when P
reduce the Savg and PSNRavg also reduce which effects the
CNN training accuracy. Figure 7 (a-b) shows the comparison
graph of the accuracy with respect to percentage of pixel
retained image for both case (i) and case (ii). Figure 7(c)
shows the comparison graph of image quality measurements
with respect to P.

III. GENETIC ALGORITHM BASED COMPRESSED
LEARNING (GACL) USING WAVELET APPROXIMATION
In the experiment described in Section II, it was learnt that
a CNN could recognize a wavelet approximation image with
a validation accuracy of 62 % and learn from 10 % of dis-
tributed pixels in the training set with a training accuracy of
89 %. 90 % of the pixels in the mask are 0 and only 10 % of
themask are 1 and there is lot of combinations are possible for
the distribution of 1s among 0s. As discussed in [21] there is

FIGURE 7. Comparison of (a) training and validation accuracy with
unmasked training and masked testing dataset, (b) training and validation
accuracy with masked training and masked testing dataset, (c) average
quality measurement of the different pixel retaining without GACL.

lot of scope to learn the best mask using heuristic algorithm.
The GACL algorithm is successfully demonstrated for MR of
10 % of original spatial domain image.

In this work, the GACL need to be tested for the approx-
imation image whose pixel size is one fourth of the original
spatial domain image. The generalized block diagram for the
workflow of this approach for the training and testing the
models is presented in Figure 8 for the Genetic Algorithm-
based Compressed Learning (GACL) for a two-class dataset.
It should be noticed that all of the images in the training and
testing data sets use the same binary mask. The training for
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TABLE 2. Training and validation accuracy of the different pixel retaining.

FIGURE 8. Proposed Architecture diagram of Genetic Algorithm based compressive learning using wavelet.

TABLE 3. Validation and training accuracy for vertical and diagonal crossover.

this study begins with the widely used Cat and Dog datasets.
One of the strengths of this work is that, in addition to training
the original binary sensing matrix, applied two types of fixed
binary sensing patterns.

The complete process of GACL algorithm is given in
figure 9 and its pseudo code in algorithm 1. As shown in
figure 9, the main objective of the algorithm is to select
the best mask that to be applied to the selected dataset to
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FIGURE 9. Proposed algorithm of genetic algorithm based compressive
learning.

FIGURE 10. Crossover pattern of the resultant masked image (a) and (b)
top two selected chromosomes (c, d) vertical crossover (e,f) diagonal
crossover.

get the best training accuracy. The mask generation process
is performed by two consecutive stages, a PWH masking
stage followed random binary masking to get the required
percentage (P) of 1’s, in this case P is 100. Using this process
an initial mask population is created that has N masks. These
masks are applied to both training and testing samples of the
selected dataset and CNN learning is performed. The vertical

FIGURE 11. Top 10 the selected accuracies for the GACL mask.

FIGURE 12. The training and Validation performance CNN model
achieved through GACL for P = Q = 10 %, (a) accuracy with vertical
crossover, (b) loss with vertical crossover, (c) with diagonal crossover,
(d) loss with diagonal crossover.

cross over is performed by merging the left half of the first
mask with right half of the second mask and vice versa and
the vertical crossover pattern is shown in Figure 10 (c-d). The
diagonal crossover involves merging of the diagonal region of
the masks as shown in Figure 10(e-f). The repeated iterations
of this process will yield the best child mask. It is worthwhile
to mention here that the key bottleneck of the process that
took long computation time is the CNN training that to be
performed for every mask. For a proof of concept, here N
andMvalues were considered as N= 10 andM=2. The result
obtained for the first iteration is taken for the analysis. The top
10 accuracy is depicted in figure 11 and the results obtained
for the best child for both types of crossover is shown in
table 3. The resulting model accuracy graphs are given in
Figure 12.

IV. RESULTS AND DISCUSSION
This research is all about to reduce the measurement rate of
an image that to be tested for recognition of the class that the
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Algorithm 1 Pseudo Code for GACL Algorithm
ip=size_initial_population
M = 256 # no of rows
N=256 # no of columns
per_1 = 0.2 #% of non-zero elements
src = ‘‘dataset_path’’
for i=1:ip

bm=rand_mask(M,N,per_1)
h1=hadamard(M,N)
mask=bm.∗h1
acc=pre_eval(mask,M,N,src)
cum_acc[i]=acc
mask_store(i,:,:)=mask # mask of every iterations are

stored
end
tops=sort_top_R(cum_acc,mask_store) # top R accurate
masks
childset1=vertical_crossover(tops # R child by vertical
crossover
childset2=diagonal_crossover(tops) #R child by diagonal
crossover
for i=1:R

mask = childset1(i,:,:)
acc=pre_eval(mask,M,N,src)
a1(i)=acc
mask = childset2(i,:,:)
acc=pre_eval(mask,M,N,src)
a2(i)=acc

end
analyse(max(a1))
analyse(max(a2))
def pre_eval(mask,M,N,path):

img=cv.imread(path)
img1=cv.resize(img)
output= img1∗mask
cv.imwrite(dest_path)
acc=CNN(dest_path)
return(acc)

image belongs. This concept being successfully demonstrated
in the previous research [21] using a cat dog dataset by retain-
ing only 10 % of the pixels of the images of both training and
testing dataset and also being shown that the best mask can
be learnt using genetic algorithm and the process is named as
GACL. In this work, the idea is extended by using only the
approximation coefficient image of the dataset samples.

The experiment is conducted for same dataset used in
the above referred work [21] using haar wavelet approxi-
mation. Apparently, using P% of the approximation implies
Px

(
1
4

)
=

(
P
4

)
% of the original image and the final

(
P
4

)
%

of the pixels are assumed as compressed measurements.
Table 2 demonstrates the training and validation accuracy

achieved using the CNN with parameters shown in table 1
for two different scenarios. In both the scenarios P% of the

TABLE 4. Comparison table on spatial domain and frequency domain.

approximation coefficient images are used for testing. The
key difference is 100 % of the approximation coefficient
images are used for training in scenario 1 and P% of the
approximation coefficient; images are used in scenario 2.
It is important to notice from table 2 that the scenario 2,
as expected training accuracy is lesser but the validation
accuracy is better as the training samples has the same
measurement rate like testing samples. Further, in this pro-
cess a novel Genetic Algorithm-based compressive learning
(GACL) method is proposed to learn the PWH mask in order
to increase the model training accuracy.

The experiment is conducted for the GACL for the case of
measurement rate (MR) of 10 % by keeping just 10 % of the
pixels in every image in both the training and testing dataset
that represents two classes and the results are tabulated in
table 3. From the table 3 it can be observed that the training
accuracy is increased from 89 % to 93 % by employing
vertical crossover in the offspring formation of GACL From
the same table, it can also be observed that when the diagonal
crossover is used in place of vertical crossover the training
accuracy increased to 96 % from 93 %. As shown in table 4,
this training accuracy of 96 % achieved in wavelet domain
with an apparentmeasurement rate of 10/4 ismuch better than
the accuracy achieved in prior work [21] in which training
accuracy is 85 % using a spatial domain dataset with the
measurement rate of 10. It should be noted training accuracy
of 96 % is achieved with the very less MR of 2.5 % when
using wavelet approximation. It is observed that the average
SSIM and average PSNR reduces as P reduces, and it is
interesting to note that average SSIM and average PSNR
improves when GACL is used as shown in table 5. It is
observed that the average SSIM for the original image set 1
with 100 % and masked image set 2 with 50 % is 0.022 and
it is improved to 0.1735 for vertical crossover and 0.2890 for
diagonal crossover.

Similarly, average PSNR also improved from 7.324 to
10.5676 for diagonal crossover. Average SSIM and Average
PSNR are calculated for 25% and 10% of the masked dataset
with the original unmasked dataset is tabulated in table 5,
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FIGURE 13. Comparison of (a) training and validation accuracy with
unmasked training and masked testing dataset, (b) average PSNR
measurement, (c) average SSIM measurement of the different pixel
retaining with GACL.

and the comparison graphs are as shown in figure 13. The
intermediate results for 5 sample images for various P values
used in table 5 for the 3 different cases without GACL, GACL
with vertical crossover, GACL with diagonal crossover is

FIGURE 14. Intermediate resultant images for 5 selected samples images
(a) 50 % of pixel retained images row 1: without GACL, row 2: vertical
crossover, row 3: diagonal crossover, (b) 25 % of pixel retained images
row 1: without GACL, row 2: vertical crossover, row 3: Diagonal crossover,
(c) 10 % of pixel retained images row 1: without GACL, row 2: vertical
crossover, row 3: Diagonal crossover.

depicted in figure 14 for subjective analysis. From figure 14
it can be observed that the contribution of GACL to make the
masked images more legible is more significant when P is
less i.e. very low measurement rate.

The time taken for executing the entire experiment using
python programming on 11th Gen Intel Core i7 processor
with 2.80 GHz clock frequency and 16.0 GB internal RAM
is shown as table 6. The computational complexity in GACL
is mainly because a long CNN training procedure is involved
in every iteration to determine the performance matrix of the
mask.

As a summary, following points can be inferred from the
results of the numerical experiment.

(1) Training wavelet approximation images on CNN are as
good as using original images. (P = 100, Training
accuracy 97 % and validation accuracy 77 %, table 2)
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TABLE 5. Quality comparison table for the different pixel retained.

TABLE 6. Time measurement table for the different experiments
(I7P, 2.80GHZ frq, 16GB ram).

(2) The Savg reduces when the test wavelet images are
masked and validation accuracy reduce. (P = 10,
validation accuracy 58 %, Savg = 0.022, table 2)

(3) When training is done on masked images, validation
accuracy for masked test wavelet images improves.
(P = 10, validation accuracy 62 %, Savg = 0.022,
table 2).

(4) The DCNN training on masked images are usually
characterized by lower training accuracy. (P = 10,
training accuracy 89 %, Savg = 0.22, table 2

(5) GACL learning of binary mask improves SSIM which
improves the learning accuracy. (P = 10, vertical cross
over GACL, training accuracy 93 %, Savg = 0.1425,
table 5)

(6) The best SSIM and learning accuracy is achieved when
diagonal crossover is used along with GACL. (P = 10,
Diagonal cross over GACL, training accuracy 96 %,
Savg = 0.1794, table 5)

V. CONCLUSION
In this paper, a performance study of DCNN based two
classes image classification problem is performed using only
the approximation Haar wavelet coefficient images of the
standard cat and dog data set images relying on the fact that
an approximation image retains the visual information of the
original image. The study is further performed by applying a
CS sensing matrix, which is a PWH, based binary mask on
the approximation images to retain only P% of the pixels of
the approximation images and in order to measure the image
quality average SSIM (Savg) and average PSNR (PSNRavg)

are calculated for the new derived dataset. The approximation
image has only 1/4th of the original image and retaining
only P% of pixels implies that only (P/4) % of the pixels
of the original image are used apparently. When the DCNN
training is done on clean un masked approximation images
of a cat-dog dataset the classification training accuracy is
found to be 97 % and when the CNN model is tested with
masked test sets for the case of 10 % of pixels retained, the
Savg falls to 0.022, the validation accuracy falls up to 58%.
When the DCNN training is done on masked cat-dog dataset,
as expected the classification training accuracy of the model
falls up to 83 % but the validation accuracy increases up
to 62 % for the 10 % retained test dataset. The increased
validation accuracy is due to the fact that the training set is
masked alike testing set and generalize the test set better.
This is referred as compressive learning in which learning
is directly done on compressed measurements, which will
minimize the measurement rate of the sample images both
for training and as testing. The performance of both the
scenarios are studied by varying the percentage of pixels
retained (P%) and reported. The mask used for all the images
in both the training and testing dataset are same. As a novel
idea, it is proposed to learn the best mask to be applied to the
approximation coefficient image by learning the points where
the mask should be 1 and where it to be 0 by using Genetic
Algorithm-based compressive learning (GACL) framework.
GACL algorithm is an iterative algorithm, which uses the
DCNN accuracy as the performance metrics to get the best
child mask. The implementation details of GACL using ver-
tical and diagonal crossover is discussed thoroughly with a
block diagram with supporting pseudocode.
The GACL experiment on approximation images of

cat-dog dataset for the case of 10 % measurement
rate/compression ratio (CR) 90% bymaintaining just 10% of
the pixels in every image both in training and testing dataset
increases the Savg from 0.022 to 0.1425 which increases
the training accuracy to 89 % for the case of vertical cross
over. When diagonal crossover is applied in place of vertical
crossover in GACL the Savg reaches to the highest value of
0.1794 and the training accuracy increases to its maximum
of 96 %. This is very good improvement and better than
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the training accuracy of 85 % obtained for a prior GACL
work done [21] using spatial domain images. The training
done on masked approximation images apparently results
in a high outcome with a classification accuracy of 96 %
using P

4 = 2.5% of the total pixels of spatial domain image
using the novel GACL framework with diagonal crossover,
This novel GACL method has a tremendous application in
an IoT framework where the measurement rate of both train-
ing and testing rate can be much minimized for very low
values.

The suggested GA algorithmworked well with the existing
GA-based CNN. This proposed work is just a proof of con-
cept to show that reduce pixel transform in wavelet domain
can be used in compressive domain learning for very MR. the
work is limited to very basic wavelet technique and a basic
structural masking technique. In the future, this work can
be extended with different wavelet methods, different mask-
ing methods and more computationally intensive advanced
heuristic techniques to learn the masks.
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