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ABSTRACT Future wireless communication is expected to be a paradigm shift from three basic service
requirements of 5th Generation (5G) including enhanced Mobile Broadband (eMBB), Ultra Reliable
and Low Latency communication (URLLC) and the massive Machine Type Communication (mMTC).
Integration of the three heterogeneous services into a single system is a challenging task. The integration
includes several design issues including scheduling network resources with various services. Specially,
scheduling the URLLC packets with eMBB and mMTC packets need more attention as it is a promising
service of 5G and beyond systems. It needs to meet stringent Quality of Service (QoS) requirements and is
used in time-critical applications. Thus through understanding of packet scheduling issues in existing system
and potential future challenges is necessary. This paper surveys the potential works that addresses the packet
scheduling algorithms for 5G and beyond systems in recent years. It provides state of the art review covering
three main perspectives such as decentralised, centralised and joint scheduling techniques. The conventional
decentralised algorithms are discussed first followed by the centralised algorithms with specific focus on
single and multi-connected network perspective. Joint scheduling algorithms are also discussed in details.
In order to provide an in-depth understanding of the key scheduling approaches, the performances of some
prominent scheduling algorithms are evaluated and analysed. This paper also provides an insight into the
potential challenges and future research directions from the scheduling perspective.

INDEX TERMS 5G, 6G, packet scheduling, joint scheduling, URLLC, eMBB, mMTC.

I. INTRODUCTION

The 5G wireless services include three key enabling services
considering the demand of all aspects of life. The enhanced
Mobile Broadband (eMBB) service targets to enhance the
data rate up to 10 Giga bits per second (Gbps); massive
Machine Type Communication (mMTC) aims at support-
ing the connectivity of billions of Internet of Things (IoT)
devices; and Ultra Reliable and Low Latency Communication
(URLLC) is the service class to support machine-critical
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applications [1]. Among the service classes URLLC is the
most innovative as the future networks are anticipated to
include a vast set of applications that rely on mission-
critical type communication including tactile internet, indus-
trial automation and intelligent transportation system that
requires the unprecedented level of high reliability and low
latency [2], [3].

There are a number of characteristics which make URLLC
service fundamentally different from the traditional networks.
3rd Generation Partnership Project (3GPP) outlines the gen-
eral requirements for URLLC [4]. URLLC generally has very
short packet size in order to meet the ultra-low end-to-end
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FIGURE 1. A tree diagram demonstrating organisation of the paper.

(E2E) delay requirement. According to 3GPP specification
the E2E delay for 5G is typically at most 1 ms. It is also
aimed to ensure that the packets are received correctly with
very high success probability in the range of (1 — 1072) to
(1 —107?). These stringent latency and reliability constraints
are considered as the most challenging aspect of 5G network
design. For 6 Generation (6G) E2E delay requirement is at
most 0.1 ms. The peak data rate for eMBB of 5G and 6G
are 20 Gbps and 1 Terra bits per second (Tbps), respectively.
The effective radio resource utilisation is required for the
system design considering the latency, reliability and data rate
requirements.

The Radio Resource Management (RRM) utilised MAC
and physical layer functionalities including resource sharing,
Channel Quality Indicator (CQI) reporting, link adaptation
through Adaptive Modulation and Coding (AMC), Hybrid
Automatic Retransmission Request (HARQ) [5]. The effec-
tive radio resource allocation is crucial for the system. In real-
ity, the efficient utilisation of radio resources is essential to
meet the QoS requirements of URLLC.

The requirements of URLLC cannot be achieved with
the existing Long Term Evolution (LTE) technology even
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with a single User Equipment (UE). The redesign of the
basic components are required including Orthogonal Fre-
quency Division Multiple Access (OFDMA) numerology,
frame structure, Modulation and Coding Schemes (MCSs),
HARQ, etc. [6]. Packet delivery time is a key consider-
ation of the latency requirement of URLLC that mostly
depends on scheduling policy. Packet scheduling is associ-
ated with 5G or 6G NodeB (gNB) which allocates Resource
Block (RB) among the users by following specific strate-
gies. Various approaches are used to schedule the packets
in URLLC including Modified Largest Weighted Delay First
(M-LWDF), Frame Level Scheduler (FLS), etc. [5].

In 5G and beyond system dedicated gNBs for URLLC
UEs are not always possible. Thus coexistence of URLLC,
eMBB and mMTC UEs are very likely under the same gNB.
In this case, the same radio spectrum is shared among the
services. Due to a hard latency boundary when all resources
of a gNB is allocated for eMBB service and receives an
URLLC packet, it suspends the ongoing eMBB transmission
to free the radio resource for the URLLC packet. To maintain
the QoS the immediate forwarding of the URLLC packets is
proposed [7] which is called the puncturing mechanism [8].
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In the technique eMBB transmission is immediately blocked
and rescheduled after the URLLC transmission.

Considering the conventional scheduling policy and
most recently explored aspects this paper categorises the
packet scheduling algorithms into three categories including
decentralised, centralised and joint scheduling. The decen-
tralised scheduling section starts from the traditional LTE
packet scheduling algorithm and covers the recent pioneer
URLLC scheduling algorithms. The centralised scheduling
algorithm section includes overview of the works from single
connected and multi connected network perspectives. As the
5G and beyond systems multiple services are provided by
the same gNB, the prominent joint scheduling algorithms
are summarised in the next section. In addition to the liter-
ature survey an investigation of performance of the promi-
nent algorithms is also presented.This paper also includes a
detailed description about the research directions and future
challenges of the scheduling algorithms.

There have been a number of works done on scheduling
algorithms in wireless networks. Most of the surveys explore
the scheduling algorithms on LTE networks. However, to the
best of our knowledge, there is a lack of comprehensive
investigation on scheduling algorithms in 5G and beyond
systems. The main contributions of this paper are summarised
as follows:

o An detailed discussion of existing packet scheduling
algorithms for URLLC services.

o For a broader understanding this paper overviews the
works under three categories including decentralised,
centralised and joint scheduling algorithms.

o A summary of the algorithms are provided. The met-
rics of the metric based scheduling algorithms are also
included in the Table 5.

« Potential research directions and future challenges in
terms of scheduling mechanisms for URLLC in emerg-
ing 6G wireless systems.

The rest of the paper is organised as follows: Section II pro-
vides the description of related survey works found in litera-
ture. Section III provides a brief overview of the scheduling
algorithms in terms of characteristics, challenges and poten-
tial real time use cases. Section IV provides the investigation
of URLLC packet scheduling algorithms covering metric
based approaches, optimisation based approaches as well as
machine learning (ML) based approaches. This section also
provides a comprehensive coverage of scheduling in single
and multi connected networks. While section IV focuses
on corer URLLC scheduling algorithms, Section V focuses
on joint scheduling algorithms which includes both URLLC
and eMBB traffic. The performance evaluation and analysis
of some prominent metric based scheduling algorithms are
covered in Section VI. Section VII offers a comprehensive
discussion on the future research directions and potential
challenges from scheduling perspective. Finally the paper is
concluded in Section VIII. The Fig. 1 shows the structure of
the paper and Table 1 provides a list of acronyms.
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Il. RELATED SURVEYS

There exists some survey paper on packet scheduling algo-
rithms. The work in [9] provides a survey on content-aware
downlink scheduling algorithms and radio resource alloca-
tion over LTE network. The paper provides a taxonomy that
classifies the existing algorithms into two classes, namely
context-aware and context-unaware. Further classification is
also provided for detailed description of the algorithms. The
existing scheduling techniques and the parameters are also
listed to provide comparative understanding of the works.
Finally, simulation results are presented to analyse the per-
formance of some recent scheduling algorithms.

In [10] a survey of LTE scheduling algorithms and interfer-
ence mitigation techniques is provided. Both downlink and
uplink scheduling algorithms are investigated in the paper.
The paper also surveys the interference mitigation techniques
for the cell-edge users that face the high interference problem.
Since the problem can be solved using enhanced frequency
reuse techniques, the paper also investigates the enhanced
techniques.

In [5] downlink scheduling algorithms are reviewed for
LTE networks. The paper begins with a detailed overview
of LTE networks and scheduling algorithms. It discusses
the factors that should be considered before designing the
protocols. For complete understanding the existing works the
paper classifies them into five categories including (i) chan-
nel unaware, (ii) channel-aware/QoS-unaware, (iii) channel-
aware/QoS-aware, (iv) semi-persistent for Voice over Internet
Protocol (VoIP) support and (v) energy-aware. Pros and cons
of the existing algorithms are discussed in the survey. The
paper concludes with future research directions considering
the evolution of communication technologies. The paper also
highlights some important future challenges of the scheduling
algorithms.

The authors in [11] provide a study on uplink scheduling
algorithms for LTE from an Machine to Machine (M2M)
perspective. The algorithms are classified based on different
aspects including energy efficiency, QoS support, multi-hop
transmission and scalability of the networks. A background
on each category is presented in the paper. Then the detailed
investigation of each category is provided.

In [12], a survey on uplink scheduling algorithms for
LTE and LTE-Advanced are provided. The paper classi-
fies the existing works into three categories including best
effort schedulers, QoS based schedulers and power optimised
schedulers. An evaluation framework is also presented in the
paper.

While a number of survey works are found in literature on
LTE, there are very few investigations that could be found on
5G or 6G. For example, [4] presents the detailed survey of
URLLC. In the paper the authors present a brief overview of
the 5G scheduling algorithms. Only URLLC scheduling algo-
rithms are investigated excluding other two services including
eMBB and mMTC. The authors in [13] present a survey of
antenna and user scheduling techniques for massive Multiple
Input Multiple Output (MIMO) 5G (MIMO-5G) wireless
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TABLE 1. List of acronyms.

Acronym Elaboration Acronym Elaboration
3GPP 3rd Generation Partnership Project M-LWDF Modified Largest Weighted Delay First
4G 4" Generation M2M Machine to Machine
5G 5t Generation MAC Medium Access Control
5SGAA 5G Automotive Association MCS Modulation and Coding Scheme
5G-PPP 5G infrastructure Public Private Partnership MDP Markov Decision Process
6G 6" Generation MINLP Mixed Integer Non-Linear Programming
AGV Automated Guided Vehicles MIMO Multiple Input Multiple Output
Al Artificial Intelligence ML Machine Learning
AMC Adaptive Modulation and Coding mMTC massive Machine Type Communications
Aol Age of Information MR Maximum Rate
AR Augmented Reality MTP Motion-To-Photon
BCD Block Coordinate Descent MUPS Multi-User Preemptive Scheduler
BET Blind Equal Throughput NAN Neighbouring Area Network
BLS Burst Limiting Shaper NSBPS Null-Space-Based Preemptive Scheduler
CoMP Coordinated Multipoint OFDMA Orthogonal Frequency Division Multiple Access
CQI Channel Quality Indicator PF Proportionally Fair
C-RAN Centralised Radio Access Network PGW Packet data network Gateway
CSI Channel State Information PRB Physical Resource Block
DL Deep Learning QoS Quality of Service
DQN Deep Q-Networks RA Resource Allocation
DRL Deep Reinforcement Learning RB Resource Block
E2E End to End REG Resource Regulator
EC Effective Capacity RF Random Forest
eMBB enhanced Mobile BroadBand RF-ETDA | Random Forest based Ensemble TTI Decision Algorithm
eNB evolved Node B RRM Radio Resource Management
EPC Evolved Packet Core SAFE-TS Self-adaptive Flexible TTI Scheduling
EXP/PF Exponential/Proportional Fair SCA Successive Convex Approximation
FIFO First-In-First-Out SG Smart Grid
FLS Frame Level Scheduler SGNAN Smart Grid Neighbour Area Network
Gbps Giga bits per second SLA Service Level Agreement
eNB 6G NodeB SRS Split Responsibility Scheduler
GSA Greedy Shrinking Algorithms Tbps Terra bits per second
HARQ Hybrid Automatic Repeat reQuest TTI Transmission Time Interval
HMIMO Holographic MIMO THz Terra Hertz
IRS Intelligent Reflecting Surface UE User Equipment
IAB Integrated Access and Backhaul UMST Ultra Mini Slot Transmission
INI Intra-Numerology Interference URLLC Ultra Reliable Low Latency Communications
IoT Internet of Things USS URLLC SLA Satisfaction
LIS Large Intelligence Surface V2X Vehicle to Everything
LOG Logarithmic VoIP Voice over Internet Protocol
LTE Long Term Evolution VR Virtual Reality
LWDF Largest Weighted Delay First VUE Vehicular User Equipment

TABLE 2. Summary of existing survey papers on scheduling techniques.

Paper Reference

URLLC

Generic Scheduling | URLLC Scheduling

M. M. Nasralla et al. (2018) [9]

R. Kwan et al. (2010) [10]

F. Capozzi et al. (2012) [5]

M. A. Mehaseb et al. (2015) [11]

N. Abu-Ali et al. (2013) [12]

SNENENENEN

G. J. Sutton et al. (2019) [4]

T. A. Sheikh et al. (2017) [13]

N

This Paper

networks. Recent research works are investigated with key
concentration of implementation detail of antenna and user
scheduling algorithms in massive MIMO systems.

In [14] a survey of 6G wireless network presents a
brief investigation of scheduling algorithms along with other
aspects of 6G networks. The paper discusses the challenges
and proposes some guidelines to mitigate the requirements
of 6G networks. Another work on 6G network survey could
be found in [15] with a brief investigation of scheduling
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algorithms. The paper presents some deployment scenarios
of 6G networks and studies the performance of differ-
ent scheduling strategies. The limitations of the applica-
tion scenario are also presented in the paper. The authors
in [16] present a survey on 6G wireless networks. The
paper discusses the recent advancements and future trends
in some aspects of 6G networks. A brief introductory
survey of scheduling algorithms is also provided in the

paper.
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Although there have been some works focused on the
packet scheduling algorithms, they are very early efforts and
only provide surveys on LTE networks and many recent
works are not covered. On the other hand, few works are
available on the very introductory study on scheduling algo-
rithms of 5G and beyond systems, but detailed overview on
URLLC or joint scheduling algorithms with the three services
including URLLC, eMBB and mMTC are not available. The
existing surveys are summarised in Table 2.

To the best of our knowledge, comprehensive study on
recent packet scheduling algorithms is still missing for 5G
and beyond systems. To this end, this paper fills the gap by
providing a state-of-the-art survey of scheduling algorithms,
especially the joint scheduling algorithms along with the
URLLC scheduling algorithms.

lll. AN OVERVIEW OF THE SCHEDULING ALGORITHMS
The process of assigning the shared resources among the
users at a given time with some performance guarantee is so-
called packet scheduling. The task of scheduling algorithms
is to determine which packet should be served first among the
packets that are generally organised into a queue.

The Fig. 2 depicts a generic representation of a scheduler.
When UE traffic arrives, the traffic classifier divides them
into different queues according to their traffic type. Then
the traffic prioritiser will act depending on the scheduling
algorithm applied in the system. For example, if a scheduler
wants URLLC traffic to have highest priority, the prioritiser
will ensure that the URLLC traffic gets scheduled at first.
The time is divided into slots in LTE networks. The resource
allocation occurs in every time slot with 0.5 ms duration of
each [5]. But in 5G the latency requirements are different for
different services and applications as shown in Table 3 [17],
[18], [19], [20]. For many applications, the latency require-
ment is 1 ms, hence with the LTE the E2E or round-trip
latency of 1 ms is not practicable. In order to achieve the
required latency, the slot is divided into mini-slots in 5G
and beyond. A scheduler needs certain information during
the scheduling decision including number of sessions, link
state, the status of queue and head of line delay. For down-
link scheduling, this information is required by base station.
On the other hand, for uplink scheduling this information is
required by the mobile station. While the base station can
easily find the information, the mobile station needs some
extra steps to get the information.

For delay-sensitive applications each packet in the queue
contains the time information. That means the packs are
time stamped and from the time information the scheduler
computes the remaining lifetime of the packet. If the head of
line delay of a packet i.e. the lifetime of the packet expires,
then the packet is dropped.

If a transmission fails, then retransmission is a normal
way to achieve the reliability [21] The retransmission can
also fail. The policy and retransmission starting time affect
the success in the retransmission. For example, in URLLC
the E2E delay is less than the channel coherence time, thus
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successive retransmission may not be beneficial to achieve
the reliability [21]. Different techniques have been found in
the literature including retransmission with frequency hop-
ping and pre-scheduling resources for retransmission [21],
[22]. Thus, retransmission scheduling is an important part of
the scheduling algorithm that affects the reliability as well as
the latency of the packets.

A. CHARACTERISTICS OF SCHEDULING ALGORITHMS
A scheduling algorithm should have the following character-
istics [5], [23]:

1) THROUGHPUT

Maximising the throughput is a primary goal of a schedul-
ing algorithm. The algorithm should provide the guaran-
teed instantaneous or short-term maximum throughput during
deep fading condition as well as long-term throughput.

2) EFFICIENT LINK UTILISATION

To achieve the effective utilisation the algorithm should be
designed in a way that maximises the number of users served
in a given time. That means a scheduler should not assign
a transmission slot to a user with poor channel condition
that has the high probability of transmission failure. A per-
formance indicator, known as Goodput, is widely used for
efficient link utilisation [5]. It is a measure of actual data
rate excluding the overheads and packet retransmission due
to physical layer error which gives better indication of useful
data transfer rate..

3) DELAY BOUND

In order to satisfy the delay sensitive application the packet
should schedule within a predefined time. Especially the
scheduling algorithm must satisfy the stringent E2E delay
bound requirement for URLLC packets.

4) FAIRNESS

Maximising the throughput ensures the efficient link utilisa-
tion. But it may cause unfair channel allocation among the
UEs. Hence, fairness is one of the major requirements of a
wireless system that must be taken into consideration during
the design of a packet scheduling algorithm.

5) COMPLEXITY

A schedule makes decisions about resource allocation quite
frequently. Usually it re-allocates resources among the UEs
in every 1 ms interval. Thus a low complexity scheduling
algorithm is required for the emerging high speed networks,
specially for the URLLC service.

B. CHALLENGES OF SCHEDULING ALGORITHMS

The traditional communication systems such as LTE were
designed to provide high data transmission rate and reliabil-
ity. The LTE system can achieve high reliability in physical
layer data transmission at the expense of high latency from
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FIGURE 2. A typical scheduling mechanism of 5G wireless systems.
TABLE 3. Latency requirement of URLLC applications.
Services Applications Latepcy Re]u.lblhty
requirement requirement
Autonomous driving 1 ms 99.9999%
Electricity distribution (medium voltage) 20 ms 99.9%
URLLC Electricity distribution (high voltage) 5 ms 99.9999%
10T (Internet of things/Tactile Internet) 1 ms 99.99%
Augmented/Virtual Reality 5-10ms 99.9 % - 99%
Public gatherings 10 - 100 ms 99%
eMBB Shopping centers 10 - 100 ms 99%
Mass communication 200 - 5000 ms 99%
Industry 4.0, vehicles, Haptics <50 ms 99.9% - 99.99999%
mMTC IIOT automation/orchestration 10 - 50 ms 99.9% - 99.99999%
Vehicles, AR/VR, Drones 2-10ms 99.9% - 99.999%
Autonomous cars, Haptics 2 ms 99.99999%

tens to hundreds of milliseconds. This high latency is due
to 1 ms Transmission Time Interval (TTI), large processing
delay at both transmitter and receiver side, and the retrans-
mission policy. Thus 1 ms latency is hardly possible in the
current LTE networks where the time axis is divided into TTI
of 1 ms. On the other hand, in LTE 1 — 10~ (90% percent)
reliability is the default setting which can be extended up
to 1 — 107> with 3 HARQ retransmissions. But for each
HARQ retransmission induces the delay of 8 TTIs. Hence the
LTE systems cannot fulfil the requirements of 5G. To fulfil
the requirement 3GPP proposed 5G networks with 14 times
shorter TTI than that of LTE [24].

The main challenge of URLLC service is to achieve
the 1 ms latency while providing the high reliability. These
requirements depend on applications. The general version of
requirements are as follows.

1) HIGH RELIABILITY

The general version of requirements are specified in [25]. One
of the most important requirements is high reliability which is
specified in the release as follows. The reliability requirement
is specified as 99.999% for short message transmission.

2) LOW LATENCY

As discussed above, with the emergence of new applications
requiring real time interventions and interactions, latency
requirements are becoming increasingly stringent. In 3GPP
Release 15, the user-plane and link level (both downlink and
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uplink) latency requirements are specified as 1 ms and 0.5 ms
respectively.

To fulfil the requirement to the ever-growing number of
users of 5G the efficient utilisation of the network resources is
crucial for 5G design. Especially in the heterogeneous service
environment where a huge amount of resources is required for
eMBB traffic. Moreover, the huge amount of mMTC devices
is also a factor of the network especially for stringent latency
and reliability bounded URLLC service. Thus, scheduling
the URLLC packets is a challenging task due to fundamen-
tal trade-off between the latency and reliability [26]. For
instance, to satisfy the stringent requirements of URLLC the
system should immediately transmit the URLLC packet by
cancelling the ongoing other transmissions.

Categorising scheduling algorithms is a difficult task as
each algorithm may possess multiple characteristics. There-
fore, scheduling algorithms are broadly categorised here into
two different categories. First, the algorithms that are pri-
marily focused on latency and reliability issues of the packet
delivery. These algorithms include SG URLLC scheduling
algorithms and are thoroughly described in section IV. The
second category constitutes the algorithms which handles
heterogeneous traffic types which schedules both URLLC,
eMBB and mMTC traffics together and are referred to
as joint scheduling algorithms which are described in the
section V.

In recent years, various ML based techniques are increas-
ingly adopted to improve efficiency of the algorithms. Due
to it’s growing prominence, ML algorithms for both URLLC
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and joint scheduling categories are presented separately in
sections IV-C and V-C respectively.

The algorithms can also be categorised according to archi-
tecture of the scheduler such as centralised and decentralised.
Since the majority of the algorithms are decentralised, they
are not presented in a separate category. Instead, only cen-
tralised algorithms are specified and all decentralised algo-
rithms are discussed in various categories such as metric
based approaches and optimisation based approaches.

C. POTENTIAL REAL TIME USE CASES
A broad range of use cases could be found that need URLLC
service. Some very important vertical use cases include Aug-
mented Reality (AR) and Virtual Reality (VR), tactile inter-
net, smart grid and factory automation.

1) AUGMENTED REALITY AND VIRTUAL REALITY

In many heavy industries the AR is required for a number of
purposes including fault finding and repairing the fault. For
example, in a nuclear power plant workers cannot intervene
in the fault places in many cases. In this case the workers
have to repair the fault from a distance location with the
help of augmented reality. The worker can repair the fault
remotely with the help of special software and different
equipment. In this case the URLLC of a 5G network is a
possible means of information between the worker and the
actuator and the sensor. In this case the required latency and
reliability are 10 ms and 99.9999%, respectively [27]. There
should be many other requirements including real time data
processing, high security in data transmission and high-rate
video streaming. 360 panoramic VR is expected to be the next
generation video broadcasting technology to experience the
real time environment for being like in a stadium watching
a game in any direction. In this case the 360 cameras are
required to install in the location to provide the view from
different angles at the same time. One of the key requirements
of the application is the motion-to-photon (MTP) requirement
of humans, which is 20ms [28]. Otherwise, the audience may
face cybersickness. To eliminate the sickness the round-trip
delay between the audience and video cameras should be
less than 20 ms. The other requirements include 99.999%
reliability, user experience throughput in between 40 Mbps
to 5Gbps.

2) TACTILE INTERNET

A potential use case of tactile internet is in the robotic tele-
surgery system [29]. The tele-surgery provides the healthcare
surgical service to the patients in remote locations. The sys-
tem basically has three components including doctor’s end,
patient’s end and the network part. The doctor operates a
patient by controlling the robotic arms at the patient’s end.
The doctor’s and patient’s end are connected through the
internet. Low latency data transfer is the primary concern
for the system. There are some other issues including high
reliability and data rate that are also important requirements.
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The requirements differ from application to application. For
heart disease tele-surgery the latency must be less than 1ms
and the reliability at least 99.999% [30].

3) SMART GRID

Smart grid is another important use case of 5G which is
expected to become capable of generating and distributing
electricity in an efficient, sustainable, reliable, flexible and
secure manner. The smart grid is a sophisticated integration
of energy grid and 5G. The grid provides real time monitoring
and remote energy monitoring through smart metres. It has
the capacity of fault detection, finding and correction. The
grid also facilitates the renewal of energy generation and dis-
tribution. For the above functionality the smart grid needs the
URLLC and mMTC services. For different parts of the grid
the communication requirements are different. For example,
the required data rates for grid access, grid backhaul and grid
backbone are 1Kbps, several Mbps and up to several Gbps,
respectively [31]. Latency requirements are <1s, <50ms and
<5ms for grid access, grid backhaul and grid backbone,
respectively. Maximum allowable packet losses are 10~¢ and
10~ for grid backhaul and grid backbone, respectively.

4) FACTORY AUTOMATION

Future factories are expected to be the integration of factory
equipment and 5G networks. For heavy industry there will
be the Automated Guided Vehicles (AGV) that will transport
products, tools, raw materials from one location to another
in the factory environment. Basically, the AGV are mobile
robots that have the capacity of handling materials, monitor-
ing and control, image processing, recognition etc. to do the
complex tasks. The unmanned AGVs need different informa-
tion from different sensors, actuators and AGVs with very
high reliability and low latency to perform the tasks. In the
factory automation use case the required latency, reliability
and remote control bit rates are Sms, 99.999% and 100kbps,
respectively [27].

IV. URLLC PACKET SCHEDULING ALGORITHMS

In this section we have reviewed the benchmark packet
scheduling algorithms starting from the preliminary algo-
rithms of LTE to the most prominent algorithms that can
be used for 5G wireless networks. The algorithms are cat-
egorised into metric based and optimised based scheduling
algorithms. Various notations that are used to describe the
algorithms are given in Table 4.

A. METRIC BASED APPROACHES

1) MAXIMUM RATE SCHEDULER

The aim of the Maximum Rate (MR) scheduling algo-
rithm [32] is to maximise the system throughput without con-
sidering individual user performance. This algorithm does not
guarantee a fair allocation among the users. In each assign-
ment interval, the algorithm chooses a user that maximises
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TABLE 4. Summary of notations used in scheduling matrix.

Expression Meaning
gX Generic metric for X algorithm of 5¢" user in
it time interval ¢
ri(t) Data rate achieved by the i*" user at time ¢
Ri(t) Past average throughput achieved by the ¢ user
up to time ¢
T Delay threshold for the i*" user
04 Acceptable packet loss rate for the i*"* user
DHET Head of line delay of the i*" user

the metric given below:

SMR = arg max r(1). (1
l

Therefore, a user with relatively poor channel condition
has less chance for transmission. If a user continuously expe-
riences poor channel condition, then according to this algo-
rithm it may not get scheduled at all which may also affect the
overall system throughput. This is a channel aware but qual-
ity of service unaware scheduling algorithm. The algorithm
performs best when all the users experience relatively good

channel conditions.

2) BLIND EQUAL THROUGHPUT

In Blind Equal Throughput (BET) the resource is allocated
considering the past average throughput [33]. At a particular
time a UE with the lowest past average throughput is allocated
the resource. The metric for BET is given below:

1
SBET — 2
b R;i(®) @
where

Ri(t) = BRit = 1)+ (A = B)Ri(t) and 0 < <1. (3)

From the metric, it is clear that the UE with lowest expe-
rience throughput in the past will be allocated resources as
long as it does not reach higher than other UEs in the cell.
If a transmitter frequently fails to transmit packets to UEs due
to poor channel condition, It usually has a low past average
throughput. Thus the UE with the poor channel condition will
be served more often than others to ensure fairness. It doesn’t
take channel conditions in deciding the allocation and is cate-
gorised as a channel unaware scheduling algorithm. The past
average throughput of i user at time  is represented by R;(1).
This is defined as moving average throughput and is updated
every TTI for each user. The metric indicates that BET has
a significant policy to ensure the fairness in packet trans-
mission. But if a user continuously experiences poor channel
condition then the scheduler frequently allocates resources to
the user as the transmission frequently fails due to the channel
condition. This eventually degrades the network throughput.

3) PROPORTIONAL FAIR SCHEDULER
Proportional Fair (PF) scheduling algorithm [34] aims to
strike a balance between maximising the system throughput
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and ensuring equal throughput for all the users in the system.
PF scheduler is a channel aware but QoS unaware scheduler
that combines the MR and BET algorithm [5] in the metric to
make a balance between the two. The metric of PF is is given
below:

1
SPF — sMRGBET _ () —t 4
GRS il )Ri(l‘) @

where R;(t) represents the average throughput of the user i at
the time interval ¢. R;(¢) is evaluated as:

Ri(r) = (1 - 1) R-DF—r) ()
Ie Ie
where 7. is a time constant. Eq. 4 indicates that the PF
scheduler takes into consideration the number of data packets
an individual user transmits over a defined time window.
Higher the value of transmitted data rate of a user in the
past window indicates lower the chance of the user to get
scheduled. Therefore it ensures fairness among the users over
a certain time duration. Several extended versions of the PF
algorithm could be found in literature that consider different
perspectives to increase the performance including [35], [36],
[371, [38], [39], and [40]. PF scheduler shows better perfor-
mance than MR and BET. However, PF is still not suitable
in its current form for 5G or beyond systems since it does
not consider the packet validity period in the latency bound
service which is particularly required for URLLC.

4) EXPONENTIAL/PROPORTIONAL FAIR SCHEDULER

In [34], the authors propose an exponential rule based channel
and QoS aware scheduler named Exponential/Proportional
fair (EXP/PF) scheduling algorithm which was originally
developed to support the multimedia applications [41]. The
generic metric used in EXP/PF algorithm to compute the real
time flow is as follows:

SlEzXP/PF = arg max EXP i D" — W} ri(t) ! , (6)
, ; 1+ VW Ri(?)
where,
1 < HL
W = N_af Zj:a,-Di , @)

and N is the number of active downlink real-time flows.

Logarithmic (LOG) and Exponential (EXP) rules are pre-
sented in [42] that considers the recent allocation history with
low computational complexity. The metric for LOG rule is as
follows:

SiL’IOG’ ule — arg max bilog(c + a;:DIIK;, ®
i

where a;, b; and ¢ are fixed positive parameters; and K; is
channel spectral efficiency of i user.
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EXP rule is similar to LOG rule to enhance the perfor-
mance of PF. The metric for EXP rule is given below:

EXPrule oD}
S = arg max EXP

Ki, 9)
i ¢+ J/N) >, DHE

where N is the number of active users participating in down-
link real-time flows.

The LOG rule metric increases the value logarithmically
of the head of line delay on the other hand, EXP rule met-
ric increases the metric exponentially over the head of line
delay. However, EXP/PF, LOG rule and EXP rule scheduling
algorithms do not consider the transmission latency bounding
requirement of 5G network.

5) LARGEST WEIGHTED DELAY FIRST

Largest Weighted Delay First (LWDF) is a channel unaware
scheduling algorithm designed for wired networks and appli-
cable for real-time applications. It avoids deadline expiration
by considering the head of line delay in the metric [43]. The
LWDF scheduling algorithm is based on acceptable packet
loss rate for the users. The loss rate is based on the deadline
expiration. The metric of the scheduling algorithm is given
below:

SiPF = D" (10)
where
logé;
o = _fo8% (11)
T

In this case the user with highest priority in terms of the
packet loss rate and deadline expiration is selected for the
resource allocation. In the metric if HL of two flows are equal
then «; plays an important role.

6) MODIFIED LARGEST WEIGHTED DELAY FIRST SCHEDULER
The M-LWDF [44] is the modification of LWDF that com-
bines LWDF and PF to improve the performance. In this
algorithm the packet delivery delay is bounded. The metric
of the algorithm is computed by multiplying the LWDF and
PF metrics [45]. The metric of M-LWDF can be written as:

1
M—LWDF HL
sh = arg fnax o;Dj ri(t).m (12)

where DiH L represents the head of line packet delay of user i.
Now, the packet drop probability, «; of the user is calculated
as
log §;
o= ——2Y (13)
T;

where §; is acceptable packet loss rate for the i’ user and
7; is the delay threshold for the i user. M-LWDF uses the
accumulated delay for shaping the behaviour of PF, fairness
and QoS provisioning [5].
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7) COMBINED SCHEDULING ALGORITHM

An algorithm that combines the benefits of M-LWDF and
the LOG rule is proposed in [46]. The algorithm provides
better performance compared to its constituent individual
algorithms. It is also suitable for URLLC applications. The
algorithm is both channel and QoS aware. It uses weighted
delay first as a logarithmic parameter and combines with
M-LWDF metric. The logarithm of the parameter smooths the
subcarrier selection criteria that improves the performance.
The metric of the algorithm is defined as follows:

S;fmp) = arg max {log (1 + aiD,HL) Si(ﬁ/[_LWDF)} (14)
L

P . . ; .
where, S l( tmp ) represents the generic metric of the i user in

t time interval of the proposed algorithm, Sl.(ﬁ/[_LWDF) is the

generic metric of the i user in time interval ¢ of M-LWDF
algorithm which is calculated by the eq. 12, «; is the packet
drop probability of the i user due to the life time expiration
which is calculated by the eq 16. D{{L is the head of line
delay of the user i which is computed by subtracting the
packet arrival time from the current time according following
relation:

DHE =t —1,(i) (15)

where ?,(i) is the packet arrival time and «; is defined as

follows
log §;
o = — 2% (16)
Ti

Note that for a particular packet of user i, if DIF > 1ms
then the packet will be dropped according to the requirement
of URLLC. The authors show that the performance of the
combined scheduling algorithm is better than several bench-
mark scheduling algorithms but the computation cost is little
higher. However, the summary of the metric based scheduling
techniques are presented in Table 5.

B. OPTIMISATION BASED APPROACHES

Metric based method uses fixed formula based calculation
for making a decision. On the other hand, optimisation based
approaches maximise or minimise a real function. These
algorithms take input values from an allowed set and then
systematically use a method to compute the maximum or
minimum value of the function.

Several research works are found in the literature on opti-
misation based approaches. For example, in [47] an optimi-
sation based algorithm is proposed for downlink scheduling
for URLLC. The paper converts the problem into the URLLC
Service Level Agreement (SLA) Satisfaction (USS) problem.
A dynamic programming technique is used to solve the prob-
lem for small instances. For large instances, the problem is
NP-hard. To solve the large instance a low complexity near
optimal knapsack-inspired heuristic is proposed. Although
the paper finds near-optimal results, the QoS issues in terms
of packet loss rate and variable block length URLLC trans-
missions are not considered [48], [49].
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TABLE 5. Summary of the metric based scheduling algorithms.

Scheduling algorithms Metric Generation Candidate
of URLLC?
MR [32] SMH = arg max; r;(t) 4G No
BET [33] SPET = 4G No
where R;(t) = BRi(t — 1)+ (1 — B)R;(t) and 0 < S < 1
PF [34] SPF = argmax; { ri(t) 7k } 4G Yes
where R;(t) = (1= L) Ri(t = 1) + Lri(t)
EXP/PF _ a; DEE—w | 1
EXP/PF [34] St = argmax; EXP {Vw} ri(t) S OR 4G Yes
where W= N%lf > of a;DEL
LOG rule [42] SiLtOGr“le = arg max; b;log(c + aiDiHL)Ki 4G Yes
pHL
EXP rule [42] SEXPrule — argmax; EXP{ ——22i b [, LTE Yes
" ey /(1/N) >, DEL
LWDF [43] SEWDF — o, DFL, 4G Yes
where o; = ——lof‘éi
M-LWDF [44] Sy P = argmax; ai. DFEri(t). gl 5G Yes
Modified efficient M-LWDF [46] Si(fmz)) = arg max; { log (1 + ;- DZHL) . SZ.(‘]:ILWDF) }, 5G Yes
where DL = ¢ — ¢,(i)

To take the URLLC packet scheduling decision, 5G net-
works use low complexity computation. Thus the base station
may not acquire accurate Channel State Information (CSI)
due to low latency requirements of URLLC. To address the
issue, [50] explores frequency diversity where a packet will
be simultaneously sent over multiple channels. The base sta-
tion gets the information of the channels from the feedback
of the received signal by the UE. The base station uses the
feedback to address the problem of dynamic channel allo-
cation for URLLC service in absence of accurate CSI. The
Markov decision process framework is used to formulate the
problem. Then a low complexity approximation algorithm is
proposed for the problem. However, the paper does not study
the performance with multi-antenna and multiuser URLLC
transmission [51].

A joint admission control [52], [53] and resource schedul-
ing algorithm is proposed in [54] for URLLC in 5G network.
The paper considers the continuous and binary models for
resource scheduling. Scheduling the URLLC traffic for a
particular number of users in both models is NP-complete.
Finally, the paper finds an approximation algorithm for any
number of URLLC users. However, the paper shows the per-
formance of the algorithm without considering the realistic
scenarios including multi-cell setting and heterogeneous real-
time requirements of links [55].

Multi-cell and multi-channel URLLC scheduling tech-
nique for 5G and beyond networks is proposed in [55].
Instead of prior studies on probabilistic per-packet reliabil-
ity and latency guarantee for single cell and single channel
network [56], the paper [57] considers the reliability and
latency guarantee for multi-cell and multi-channel network
which is more realistic. The paper proposes a distributed
local-deadline-partition scheduling algorithm for the realistic
environment. The algorithm shows effective performance in
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terms of the number of URLLC traffic served. That means
the method can support more URLLC traffic in a real-time
environment than traditional algorithms.

A differential QoS oriented scheduling algorithm under
given delay tolerance is proposed in [58]. First-In-First-Out
(FIFO) service discipline based queue is used to model the
system which is represented by a Markov chain. This is
the extension of the authors previous work [59], [60] for
multiple services. However, to reduce the searching space the
states of similar behaviour in the chain are aggregated. This
policy reduces significantly the complexity of the algorithm.
However, the FIFO discipline is suitable for the application
of homogeneous latency requirement based application. But
for heterogeneous latency requirement applications the disci-
pline is not applicable [61].

A robust packet scheduling for OFDM system is proposed
in [62]. An optimisation technique is used to minimise the
Physical Resource Block (PRB) assignment and power allo-
cation under the required delay and reliability constraints.
A low complexity successive convex approximation based
method is used to solve the problem that yields the sub-
optimal solution. Although the technique shows efficient per-
formance in a simplified environment, a realistic scenario
with a multi-cell environment is required to evaluate the
performance study.

An uplink resource scheduling technique for Smart Grid
(SG) Neighbourhood Area Network (SGNAN) is proposed
in [63]. SGNAN consists of intelligent household electrical
appliances and the home gateway that collects data and sends
it to the data concentrator unit of the NAN. Different delay,
bandwidth and reliability are required for different home
area networks including residential, business and industry.
To meet the different quality demands the paper proposes
the priority based URLLC scheduling algorithm for the SG.
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A similar work of resource scheduling in heterogeneous cel-
lular networks for SG is found in [64]. The optimisation
technique is used to maximise the system throughput and
first-order Taylor expansion is used to approximate the solu-
tion. However, different latencies are required for different
networks of the SG. Hence the results with variable latency
are required in the study. The key features of the optimisation
based techniques are summarised in Table 6.

C. ML BASED URLLC SCHEDULING

A risk-aware machine learning based algorithm is proposed
in [65] for the coexistence of scheduled and non-scheduled
URLLC traffic. The paper proposes a hybrid orthogonal/non-
orthogonal multiple access scheme for the coexistence sce-
nario. Distributed risk-aware ML based solution proposed
radio resource management to increase the efficiency of the
network.

A machine learning based resource scheduling problem is
proposed in [66] to achieve the timeliness in remote factory
monitoring. In particular, a reinforcement learning algorithm
is proposed in the paper to minimise age of information in
URLLC. An optimization problem is formulated with an inte-
ger non-convex constraint which is most unlikely to solve in
polynomial time. The authors used a reinforcement learning
technique to solve the problem.

A scheduling and resource allocation technique is pro-
posed in [67] to increase the reliability and extra protection in
URLLC users and cell edge users against Intra-Numerology
Interference (INI). The INI is the additional interference of
different numerology as adopted by 3GPP. The INI aware
scheduling provides more resources to URLLC to ensure the
QoS. It also provides more resources to the cell edge URLLC
users.

D. SCHEDULING IN SINGLE AND MULTI CONNECTED
NETWORKS

Single-connectivity refers to the network configuration in
which a UE is connected to the network usually through a
single base station using a single connection. On the other
hand, in a multi connected network, the UE is simultaneously
connected to the network through multiple base stations.
In the multi-connected network the same data is transmitted
to multiple base stations. This increases the reliability of the
transmission which is required for 5G network in general and
for URLLC in particular.

1) SCHEDULING IN SINGLE CONNECTED NETWORKS

In single connected network research, the majority of the
algorithms follow centralised architecture. For example,
in [68] a centralised packet scheduling algorithm for single
connected networks is proposed to enhance the performance
of URLLC for multi-cell systems. To reduce the complexity
the paper proposes a sub-optimal algorithm. The low com-
plexity algorithm reduces the packet delay in the queue that
ensures the reliability and latency requirements of URLLC.
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A similar work could be found in [69] for radio resource
allocation in multi-cellular networks in 5G systems. The
paper shows 90% more latency reduction than the conven-
tional distributed scheduling algorithms. In dense cellular
networks, UEs belong to the communication range of more
than one base station. In this case cell association is an
important factor that affects the performance of the network.
Considering the fact [70] proposes a centralised joint cell
selection and scheduling algorithm. The low complexity algo-
rithm reduces the queuing delay. The proposed algorithm
is evaluated for multi-cell and multi-user environments and
shows the significant improvement of the performance over
the distributed solutions. The above methods allocate the
whole PRBs among the UEs through a centralised decision.
However, full allocation of PRB leads to inefficient use of
bandwidth [71].

Packet scheduling for Integrated Access and Backhaul
(IAB) networks is proposed in [72]. To reduce the optical
fibre link for each base station the 3rd Generation Partnership
Project (3GPP) introduces the IAB. In the integrated policy
the access to the UEs and the backhaul links share the same
hardware, protocol stack and the spectrum. For the integrated
system a semi-centralised scheduling algorithm is proposed
for resource allocation. The low complexity algorithm shows
the better performance in terms of throughput and E2E delay.

A cooperative scheduling is proposed in [73] for Cloud
Radio Access Network (C-RAN) to maximise integrated
system throughput. The intra-base station cooperation based
scheduling method is used to schedule the URLLC, eMBB
and mMTC traffic of 5G networks. A joint optimisation of
time/frequency-domain scheduling and frequency allocation
is used to maximise the integrated system throughput. The
joint optimisation increases the throughput of the cell-edge
terminals and thus increases the fairness among the UEs.
However, the detailed analysis of packet loss ratio and latency
are required to find the applicability of the method. Moreover,
the complexity of the method is high.

2) SCHEDULING IN MULTI CONNECTED NETWORKS

Multi connected network is a promising architecture to
increase the reliability and capacity of wireless network [74].
It provides flexibility by transmitting multiple copies of
the same information through multiple links from source
to destination [75]. A number of works could be found
in literature that consider centralised scheduling in multi-
connected networks. For example, in [76] the authors propose
Split Responsibility Scheduler (SRS) for 5G networks. The
functionalities of the scheduler are divided into two parts:
namely Resource Regulator (REG) and Resource Allocator
(RA). REG is responsible for handling the service behaviour
and RA is responsible for controlling the radio behaviour.
In traditional scheduler, both functionalities are handled by
the scheduler [77]. Different vendors use different strategies
to implement the functionality. Adding new functionalities to
the existing scheduler is complicated for the vendors since

VOLUME 11, 2023



M. E. Haque et al.: Survey of Scheduling in 5G URLLC and Outlook for Emerging 6G Systems

IEEE Access

TABLE 6. Key features of optimisation based approach.

Refer- Features Down- Uplink | Single | Multi Multi No. of
ence No. link user
cell cell channel
e Multiple unreliable transmissions are combined. Variable
[47] e Multiple transmission based optimisation. v v v 2-14
o Khnapsack-inspired heuristic technique.
e Deals with ultra reliability and very low latency without
perfect SCL. Variable
[50] o Same packet is transmitted simultaneously over v v v 4.5
multiple channels exploring frequency diversity.
o The feedback from the UE is used for optimal decision.
o Joint admission control and resource scheduling. Variable
[54] o Standard continuous and binary SNR models. v v v 2-100
o Low complexity approximation algorithms.
o Real-time multi-cell and multi-channel URLLC
i Variable
55 scheduling. v v v
(53] o Scheduling algorithm with a feasible set for 90
schedulability.
e QoS differential scheduling. Not
[58] o FIFO service discipline with Markov chain. v v v specified
o Similar states aggregation and low complexity solution.
o Jointly optimisation of PRB and power allocation. Variable
[62] o Convex problem derivation with a approximation v v v 2.9
algorithm.
o Priority based uplink resource scheduling. Not
[63] o Dynamic scheduling is adopted for QoS. v v specified
o Balances system throughput and fairness.
o uplink resource allocation for heterogeneous cellular
networks. :
Variabl
[64] o Optimisation technique to maximise the system v v v 5 Eirlz% €
throughput.
o Tailor expansion based solution.

the testing and tuning the new functionality is not possible
with the existing system. Thus the proposed SRS solution
is suitable for current and future multi-connected networks.
An important feature of the reorganisation (i.e., dividing into
REG and RA) is that the architecture can be configured
to run both centralised and distributed algorithms. To this
end, the paper implements both centralised and distributed
algorithms. The method is evaluated with a simple version
of centralised and distributed algorithm. However, a more
realistic environment is required to verify the effectiveness
of the SRS.

To increase the flexibility in interaction of 5G network with
the legacy LTE in heterogeneous environment [78] proposes
a resource allocation algorithm that supports a wide range
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of service requirements. The UEs of 5G are expected to
connect both networks simultaneously. In order to allocate the
resources an optimisation approach is used that maximises
the throughput in the system. Then a centralised solution is
proposed. To overcome the limitations of the centralised algo-
rithm, authors in [79] proposed a distributed solution. The
distributed algorithm demonstrates the performance similar
to the centralised algorithm when the number of UEs are less
than or equal to 20. However, the distributed RRM achieves
the energy, spectral and processing cost efficiency, but the
paper does not consider isolation and service orientation in
the model development [80].

A resource allocation scheme is proposed in [81] for Coor-
dinated Multipoint (CoMP) enabled URLLC with centralised
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C-RAN architecture. The main challenges of the environment
include fronthaul capacity and remote radio head resource
availability constraints. To mitigate the challenges the paper
proposes a packet delivery mechanism, queuing strategy and
time-frequency resource allocation for URLLC in the C-RAN
architecture. An optimisation technique is used to minimise
the total allocated bandwidth. A heuristic algorithm is used
to allocate optimum resources among the UEs. However, the
algorithm is designed only for the URLLC traffic without
considering the eMBB and mMTC traffic. Moreover, the
issue of computational overhead is ignored in the paper.
The key features of single and multi-connected scheduling
algorithms are summarised in Table 7.

V. JOINT URLLC AND EMBB PACKET SCHEDULING
ALGORITHMS

The packet scheduling algorithms described in the above
section are mainly focused on the URLLC scheduling algo-
rithms. However, the traffic of 5G networks consists of three
different types of services including URLLC, eMBB and
mMTC. Therefore, there are many algorithms that jointly
schedule these different types of traffic together. This sec-
tion provides a thorough overview of the joint scheduling
techniques for 5G networks which also includes ML based
techniques.

Optimisation based approach is one of the most preferable
techniques for researchers to schedule the traffic in 5G net-
works. In a 5G network URLLC packets may arrive to the
scheduler during the ongoing eMBB transmission. In this
case, how to schedule the URLLC packets is challenging.
In the literature two different optimisation techniques are
adopted including dynamic and semi-persistent approaches.
Dynamic scheduling can be classified into puncturing
scheduling and preemptive scheduling [82]. In scheduling
with puncturing technique, the packets are prioritised and
dynamically overlapped at the mini slot boundary when
URLLC packets are arrived during ongoing eMBB trans-
mission. In preemptive scheduling the resources are reserved
preemptively for URLLC packets before the packets actually
arrive in the system [83]. On the other hand URLLC packets
are pre-scheduled in semi-persistent technique with a fraction
of bandwidth [84], [85]. Fig. 3 and Fig. 4 show a typical pre-
emptive and a typical semi-persistent scheduling techniques
respectively.

A. DYNAMIC SCHEDULING

A joint scheduling of URLLC and eMBB traffic is proposed
in [86]. In this technique, time is divided into slots with 1 ms
duration. Each slot is further divided into 8 mini slots. The
eMBB traffic is scheduled at slot boundaries. Due to time
latency requirement, the URLLC traffic is scheduled imme-
diately at mini slot boundaries. A joint scheduling problem is
formulated as a joint optimisation problem. In the scheduling
maximum resources are allocated for eMBB with minimum
amount is allocated to URLLC which immediately satisfies
the URLLC demand. This immediate insertion of URLLC
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FIGURE 3. An illustration of a preemptive scheduling scheme in 5G.

traffic in mini slot (within a slot of eMBB) boundaries is
defined as superposition/puncturing. The problem is solved
with three different models of superposition/puncturing the
eMBB slot. The three orthogonal access mechanisms provide
interference-free mini slot allocation for URLLC traffic but
it degrades the eMBB spectral efficiency as the total number
available symbols for transmission is decreased [87] due to
the superposition/puncturing.

A user—centric joint URLLC and eMBB scheduling algo-
rithm is proposed in [88]. A Null-Space-Based Preemptive
Scheduler (NSBPS) is introduced in the paper for densely
populated 5G networks. A cross-objective optimisation is
used for the scheduler that fulfils the stringent QoS require-
ments of URLLC while minimising the loss in eMBB traf-
fic. System spatial degrees of freedom is used to find the
interference-free space for the critical URLLC traffic. How-
ever, in the algorithm, if no URLLC traffic exists then the
eMBB traffic is scheduled with the PF algorithm. When
the URLLC packets are arrived, the weighted PF is used to
schedule the URLLC according to following relation:

SNSBPS — arg max ﬂﬂkURLch 17
’ i i(1)
where By, 15 the scheduling constant for URLLC traffic.

A similar work of user-centric joint URLLC and eMBB
scheduling algorithm can be found in [89]. The joint Multi-
User Preemptive Scheduler (MUPS) algorithm finds suitable
eMBBs where the URLLC traffic can be preempted. How-
ever, the scheduler instantly transmits the URLLC packet sus-
pending the ongoing eMBB transmission which is the major
obstacle to meeting the interruption time of 5G NR [90]. It is
expected that 5G NR would support 1080p, 2K, 4K, 8K full
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TABLE 7. A summary of scheduling techniques in single and multi-connected networks.

Category Ezference Features Traffic Complexity
URLLC ¢eMBB mMTC
o Multi-cell scheduling algorithms with a centralised
[68] scheduling that enhances URLLC performance v Medium
o Itreduces the queuing delay of URLLC packets
o Centralised packet scheduling that supports the QoS
[69] requirements of URLLC v Medium
o Both analytical and simulation results are evaluated
Single connected o Joint cell selection and scheduling algorithm for
URLLC .
70 v Med
(701 o A realistic multi-cell, multi-user dynamic network is edium
used in the performance study
o Semi-centralised resource allocation scheme for IAB
[72] network v Low

o Flexible and low complexity algorithm

system throughput

o Intra-BS cooperation in C-RAN heterogeneous network
Joint optimisation of time/frequency-domain .

73 * P quency v v v High

(73] scheduling and bandwidth allocation to maximise &

with the SRS

o Scheduling functionality is divided into REG and RA
o Both centralised and decentralised algorithms can be
[76] implemented with the proposed system v
o Adding and testing new scheduling behavior is easy

Medium

Multi connected

developed

traffic load

o Optimisation based resource allocation algorithm for
LTE, 5G multi-connectivity networks
(78] o Both centralised and decentralised algorithms are v High

o Both algorithms show similar performance with lower

among the UEs

o CoMP enabled URLLC for C-RAN
[81] o Heuristic technique is applied to allocate the resource v High

HD video resolution with less than 1 ms mobility interruption
time, which is likely to be challenging with this technique in
high mobility condition.

In [91] a risk sensitive based resource allocation technique
is proposed for URLLC and eMBB traffics that ensures the
requirements of URLLC. An optimisation problem is for-
mulated to minimise the risk of eMBB traffic. In contrast
to traditional average-based formulation, the risk sensitive
based formulation is introduced with a conditional value of
risk that reduces the eMBB loss rate while ensuring the
latency of URLLC. The method punctures the high data rate
eMBB users with high probability in good channel condition
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while protects the low data rate eMBB users in bad channel
condition.

A dynamic multi-connectivity based joint scheduling algo-
rithm with traffic steering for URLLC and eMBB traffic
is proposed in [92]. The framework slices the URLLC and
eMBB each other to avoid the URLLC packet queue. An opti-
misation problem is formulated for joint resource alloca-
tion. A modified Effective Capacity (EC) is used to evaluate
the performance of the framework. A two-step solution is
proposed considering queue length and the EC model. The
multi-connectivity based model increases the reliability and
the number of packets in the network for densely populated
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FIGURE 4. An illustration of typical semi-persistent scheduling.

networks. At the same time it increases the eMBB packet loss
rate [93].

A novel latency, control channel, HARQ and radio chan-
nel aware joint packet scheduling algorithm is proposed
in [94]. The proposed algorithm avoids costly segmentation
of URLLC payloads over multiple transmissions and employs
the gain of frequency-selective multiuser scheduling. The
scheduler uses two different metrics to schedule URLLC and
eMBB traffic. Suppose r;(¢) denotes the throughput achieved
by the scheduler at time ¢ to user i. Then a URLLC packet is
scheduled that maximises the following metric:

i
S%RLLC = arg max M (18)

i ()’
where r;(¢) is the instantaneous full-bandwidth throughput,
and eMBB packet is scheduled according to the PF metric as
follows

Si’,”BB = arg max rilt) . (19)

The low complexity algorithm shows latency improvement
in URLLC packets and higher eMBB throughput. However,
the method satisfies the QoS requirements of URLLC but
cannot guarantee sufficient isolation requirement among dif-
ferent service slices under the high URLLC traffic load and
hence eMBB users may not get enough RBs [95].

An optimal resource allocation for aperiodic URLLC traf-
fic is proposed in [96]. The technique maximises the URLLC
admission with minimum preemption of the eMBB traffic.
The joint optimisation technique finds a policy of which
eMBBs are suitable for preemption and how many resource
blocks are allocated in the preempted packets. Two different
solutions are proposed in the paper that finds a close-to-
optimum solution.

In [97] a dynamic joint scheduling algorithm is proposed
to schedule the URLLC and eMBB traffic at frame level.
Real time queue monitoring is used to ensure the latency of
URLLC traffic. A complicated URLLC packet outage proba-
bility (i.e., packet drop probability) is analytically derived.
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Then a stochastic optimisation problem is formulated that
maximises the eMBB throughput while maintaining the con-
straints of URLLC. A low complexity two stages solution is
proposed in the paper.

A joint scheduling algorithm is proposed in [98] with
minimum impact on eMBB traffic. The preemptive sched-
uler exploits a precoder compatibility estimate with a met-
ric of degree of similarity between different Multiple-Input
Multiple-Output (MIMO) channels. The metric is used to
find which of the ongoing eMBB transmission will be paused
without recomputing the precoding matrix. This reduces the
MIMO precoder computation overhead and URLLC demod-
ulation pilot overhead. The method increases the URLLC
transmission performance and the eMBB transmission rate.
But the performance degrades when the URLLC traffic
increases significantly as more eMBB packets are punctured.

A low complexity near optimal radio resources schedul-
ing is proposed in [82] to minimise the conflict between
the URLLC and eMBB traffic. In conventional technique
the eMBB throughput is maximised while maintaining the
URLLC requirements. To minimise the conflict an optimi-
sation problem is reformulated. Then to find the near optimal
solution conflict-aware heuristic is proposed. The lightweight
heuristic algorithm is a family of greedy algorithms which is
designed motivated by the bin packing problem optimisation.
However, the lightweight heuristic degrades the performance
especially for dense networks as more eMBB packets are
punctured.

A punctured scheduling algorithm is proposed in [8] with-
out prior reservation of transmission resources for URLLC
traffic. In the technique when a URLLC packet arrives in
the system it immediately schedules the packet by puncturing
the ongoing eMBB transmission. An optimal multiplexing
of the URLLC and the eMBB traffic is used in the paper
to minimise eMBB loss rate with low modulation and cod-
ing scheme index. A recovery mechanisms for the eMBB
transmission is used to minimise the eMBB packet loss with
puncturing-aware dynamic link adaptation and eMBB-aware
scheduling decisions.
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A joint metric based resource allocation technique is pro-
posed in [99] to minimise the loss of eMBB with optimal
URLLC placement. The metric is used to allocate resources
for URLLC traffic at any mini-slot boundary when required.
The throughput to average metric is used to schedule the
URLLC traffic and PF metric is used to schedule the eMBB
traffic.

A superposition/puncturing based resource allocation
problem is formulated in [100] for joint resource and power
allocation in URLLC and eMBB traffic for 6G networks. The
problem is Mixed Integer Nonlinear Programming (MINLP)
which is NP-hard. To solve the problem, a low complexity
algorithm is proposed that achieves higher reliability and
higher eMBB data rate compared to existing algorithms.

A fronthaul network scheduling architecture and scheme
is proposed in [101]. The method is based on Burst Lim-
iting Shaper (BLS) mechanism to provide QoS guarantees
to heterogeneous traffic including URLLC and non-URLLC.
The paper uses the BLS reserved capacity to schedule the
low priority traffic dynamically. This technique increases the
overall throughput and reduces the latency.

B. SEMI-PERSISTENT SCHEDULING

In [102], a dynamic resource allocation algorithm is proposed
for IoT services. The authors use a dynamic optimisation
model for scheduling URLLC and eMBB services with RAN
slicing. The model is based on a cost function that considers
power consumption and service quality in both time and
frequency domain. However the authors did not consider the
multi-tenant multi-tire in their formulation which is most
likely in real world applications [103].

Different resource allocation schemes for transmission and
re-transmission for industrial IoT are proposed in [104]. The
paper investigates the individual resource reservation scheme
versus a pool of contention-based reservation schemes. Then
results are used to propose a novel resource allocation scheme
for packet transmission and re-transmission and drive corre-
sponding analytical models for packet loss. The paper then
finds an optimal parameter setup that allows meeting the
URLLC requirements with low resource consumption. How-
ever, for high rate of deterministic or sporadic traffic the
replicas increase the eMBB loss rate [105].

A low complexity and efficient downlink semi-persistent
scheduling algorithm is proposed in [84] based on adaptive
short term traffic prediction. The novel scheduler achieves
high throughput, fairness and low latency. The algorithm pre
allocates radio resources for mobile users based on short
term prediction of arriving traffic over multiple TTIs. Two
functions are defined in the paper considering instantaneous
channel conditions, historical data rates, the buffer occupancy
and the predicted traffic. These two functions are used to
schedule the packets by assigning the scheduling priority to
each user.

In most of the joint scheduling approaches all the resources
are allocated to the eMBB users at first. Whenever a URLLC
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service request arrives, the system instantly responds to the
request by puncturing the eMBB traffic in the next mini-slot.
The method does not consider reasonably the impact of the
puncturing that reduces the data rate of eMBB [106]. Consid-
ering the fact the paper proposes flexible resource allocation
by optimising the resource allocation and puncturing weight
matrix with Block Coordinate Descent (BCD) algorithm so
that the URLLC devices can capture resources with minimum
data rate loss of eMBB. However, The summary of the major
joint scheduling algorithms are presented in Table 8.

C. ML BASED JOINT SCHEDULING

Most of the optimisation techniques discussed in the previous
subsection do not have a closed-form solution. Either the
objective function or the constraints are complicated and
hence suboptimal solutions are evaluated using the model
based optimisation techniques. To this end, the machine
learning technique provides a good solution to learn the
optimal algorithm. In the literature different machine learning
based approaches could be found. For example, a model-
free Deep Reinforcement Learning (DRL) based solution,
DEMUX is proposed in [107] for joint URLLC and eMBB
scheduling that minimises the adverse impact of puncturing
scheduling. The DEMUX is a deep function approximator
that determines the preemption solution in each eMBB TTI.
The technique ensures fast and stable convergence of learning
the neural network by exploiting the intrinsic property of the
problem and obtains the scheduling of the URLLC and eMBB
traffic while minimising the data loss of eMBB.

Machine learning based Self-adaptive Flexible TTI
Scheduling (SAFE-TS) is proposed for joint URLLC and
eMBB scheduling in [108]. Random Forest based Ensemble
TTI Decision Algorithm (RF-ETDA) is used to compute
the TTI for each service. The proposed method improves
the performance for URLLC services compared to the other
machine learning based methods.

A coexistence scenario of URLLC and eMBB traffic over
5G NR is addressed in [109] where the QoS demand of
both URLLC and eMBB traffic are simultaneously impor-
tant. For the scenario an Al-enabled reinforcement learning-
based algorithm is proposed to improve the efficiency of
both URLLC and eMBB users. The algorithm optimises the
latency, reliability of URLLC and throughput of eMBB users.
To achieve the optimisation the paper proposes a multi-agent
Q-learning based joint power and resource allocation.

CSI reflects the channel condition among the base sta-
tions and UEs. Accurate CSI affects the performance of
the transmission. Considering the importance [110] pro-
poses a Deep Learning (DL) based CSI estimation tech-
nique for highly mobile vehicular networks. To this end, the
paper formulates and solves dynamic network slicing based
URLLC and eMBB scheduling problems for the Vehicular
User Equipments (VUEs) of the networks. The problem is
formulated in a way that minimises the threshold of rate
violation probability for eMBB slice while maintaining a
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TABLE 8. Summary of joint scheduling algorithms.

Snecf:rl_\lo Main Target uplink Scheduler Duration Closed-form
consideration applications /downlink | type Slot Mini-slot /Approximation
Dual objectives of minimising N
[86] eMBB loss rate and immediate Sgﬁiﬁlzﬁfﬁ% Downlink Puncturing 1 ms 0.125 ms /Cliosig;fi?;glﬁon 1
scheduling of URLLC traffic PP
Cross-objective optimisation
that maximise the eMBB All applications of
[88] ergodic capacity while URLE% and eMBB Downlink Preemptive 1 ms 0.143 ms Approximation
maintaining the requirement of
URLLC
MUPS Cross-optimises
[89] Zzlt:;g?/rek rﬁ zifi?;r;lrin:;;cttial égﬁipchzigzrﬁ;; Downlink Preemptive 1 ms 0.143 ms Approximation
efficiency and URLLC latency
Risk sensitive based
[91] ?(E)rt Ilnnlllﬁ:;;)?op::;iigltgi Sgiglélzig(g\sd;; Downlink Puncturing 1 ms 0.125 ms Approximation
eMBB loss rate
Dynamic multiconnectivity All anplications of
[92] based joint scheduling with URLEPC and cMBB Downlink Preemptive 1 ms 0.125 ms Approximation
network slicing
low complexity payload and R
[94] control channel aware joint Sgﬁiglzigzr&g‘; Downlink Preemptive 1 ms 0.143 ms Approximation
scheduling
Maximising the URLLC
transmission while minimise All applications of . . ) . A
[96] the data loss rate of eMBB URLLC and eMBB Downlink Preemptive 1 ms 0.143 ms Approximation
traffic.
Dynamic joint scheduling at
frame-level through stochastic All anplications of
[97] optimisation with queuing URLEPC and cMBB Downlink Preemptive 1 ms 0.125 ms Approximation
mechanism exploring the
packet drop probability
Similarity between different
MIMO channels metric based
joint scheduling algorithm to All applications of . . ) 0.071 or N
(98] reduce eMBB traffic loss rate URLLC and eMBB Downlink Preemptive I'ms 0.143 ms Approximation
that reduces the computation
overhead
Reformulation of maximising
eMBB throughput as All applications of
[82] minimising the conflicts URLE% and cMBB Downlink Puncturing 1 ms 0.125 ms Approximation
among the URLLC and eMBB
traffic
optimal multiplexing the
[8] SE}I; {;ﬁ/ﬁg;xﬁg;ﬁgﬁc égg%ﬁigzﬁ% Downlink Puncturing 1 ms 0.143 ms Approximation
coding scheme index
[99] 8%31(?6::1[;2;/}103?:2& duling Sgiiglzigzﬁg‘; Downlink Puncturing 1 ms 0.143 ms Approximation
Power consumption and
[102] zer:wsggahty bass:d dynamic IoT uplink Sen'l.lj 0.5 ms Variable Approximation
ptimisation technique for persistent
RAN slicing and scheduling
For deterministic traffic pool
based reservation and for Semi-
[104] sporadic traffic a Industrial IoT uplink ersistent 1 ms 0.144 ms Approximation
contention-based scheme is perst
proposed with replicas.

minimum probabilistic threshold rate criteria for URLLC
slice. The approach significantly reduces CSI overhead of
eMBB vehicles.

A DRL based network slicing algorithm is proposed
in [111] to slice the total available resources between the
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URLLC and eMBB traffics. In the algorithm the full time-
frequency resource is allocated for eMBB then an optimal
policy is trained dynamically to allocate the resource by
puncturing the eMBB codewords. With the assumption of a
limited amount of puncturing the eMBB traffic is tolerable,
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the paper shows that the policy never violates the latency and
reliability of URLLC while maintaining a minimum rate loss
of eMBB traffic.

In [112] the resource allocation problem is converted to a
Markov Decision Process (MDP) problem considering time-
varying channels between mobile station and the base station.
To solve the optimisation problem, a Q-learning algorithm is
introduced. Since the state space in the learning is enormous,
the paper uses Bellman equation and the Deep Q-network
(DQN) based resource allocation algorithm.

A resource slicing problem is formulated to allocate
resources to URLLC and eMBB users in [113]. The main
goal of the paper is to maximise the eMBB data rate subject
to satisfy the reliability and latency constraints of URLLC.
An optimisation-aided DRL is proposed to solve the problem.
The method combines the advantages of both optimisation
and machine learning techniques for efficient resource allo-
cation. In the optimisation phase, the problem is decomposed
into several convex subproblems to obtain a solution for each
of the subproblems. In the learning phase DRL algorithm is
proposed to intelligently distribute the URLLC traffic among
the eMBB traffic.

To schedule URLLC and eMBB traffics [114] proposes to
achieve QoS tradeoff between the traffics in 5G networks.
The paper jointly optimises the bandwidth allocation and
overlapping position of URLLC traffic in the eMBB traffic.
A DRL method based on deep deterministic policy gradient
with prioritised sampling is applied to learn the tradeoff. The
DRL achieves the long-term QoS tradeoff with the observa-
tion of environment variables. However, the summary of the
major machine learning based joint scheduling algorithms are
presented in Table 9.

VI. PERFORMANCE COMPARISON OF SOME SELECTED
SCHEDULING ALGORITHMS

A. EXPERIMENTAL SETUP

To evaluate the performance we have simulated a network
with NS-3 simulator software V3.28.1. The considered net-
work is a rectangular area of 4 Km X 2 Km. In the topology
the UEs are deployed randomly in the rectangular area. Two
Evolved NodeBs (eNB) are located at the location (1.0 Km,
1.0 Km) and (3.0 Km, 1.0 Km). Each eNB is connected to
a Packet data network Gateway (PGW) with default Evolved
Packet Core (EPC) point to point link. The network contains
two remote servers. The servers generate the data packets for
UEs. The packets are sent to the UEs through the PGW. The
data rate between the remote host and the PGW is 100 Gbps
and the delay is 0.01 ms. The remote hosts generate the
stream of data packets with specific random time intervals
and transmit to PGW. The PGW transmits the received packet
from the remote host to the eNB. The eNB performs the radio
resource scheduling and other functions to transmit packets to
UEs. We use the LTE framework and change the parameters
similar to [115]. We use k = 2 OFDM symbols, subscriber
spacing is 15 kHz and OFDM symbol duration is 71 ms.
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FIGURE 5. System throughput over number of UEs.

We have simulated the network for streaming applications.
The bandwidth of the system is 5 MHz. We ran the simu-
lation for 60 seconds. The simulation parameters are listed
in Table 10. In the following subsection we have briefly
described the network topology and simulation parameters.
Then we have analysed the comparative results of the chosen
algorithms including PE, EXP/PF, M-LWDF and the com-
bined scheduling algorithms.

B. SIMULATION RESULTS

In order to evaluate the efficiency of the considered schedul-
ing algorithms, the different performance indicators such as
throughput and delivery ratio are compared. We have used the
number of UEs from 50 to 100 in the interval of 10. Packet
generation time for UEs is random. This means the remote
hosts generate packets with different rates for different UEs.
The average packet inter generation time for different UEs
are given in Table 11.

1) SYSTEM THROUGHPUT

The total system throughput is the sum of all user throughput
within the cell. The total system throughput for different
numbers of UEs is shown in Fig. 5. The result shows
the throughput of PF, EXP/PF, M-LWDF and the proposed
scheduling algorithm for the same network setup in each
case. From the figure we see that the combined scheduling
algorithm shows the highest throughput whereas the PF algo-
rithm achieves the lowest throughput compared to all other
simulated algorithms. The combined scheduling algorithm
and M-LWDF achieve nearly similar throughput for a varying
number of UEs. The closest performance of PF is shown
with the EXP/PF algorithm. The figure also shows the per-
formance comparison between PF and other algorithms.

2) PACKET DELIVERY RATIO

At the beginning of simulation a distinct packet generation
rate is assigned to the remote hosts to generate packets for
each UE. Thus we compare the packet delivery ratio without
comparing the fairness index. The packet delivery ratio is
defined as the ratio of the number of packets received by
the receiver to the number of packets transmitted by the
transmitter to the receiver. We compute the average packet
delivery ratio of all the UEs for each simulation. The average
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TABLE 9. Summary of machine learning based approach.

Reference No. Key features Learning method

e Model-free DRL based solution for joint scheduling
[107] o Deep function approximator DRL
o Fast and stable convergence of learning the network

e Machine learning based flexible TTI selection
[108] o The selected TTI is used for resource allocation and RF
scheduling

o Q-learning based joint power and resource allocation

[109] algorithm RL

o Improves the reliability and latency of URLLC and data rate
of eMBB

e DL based CIS estimation technique
[110] o Dynamic network slicing based resource allocation problem | DL
for vehicular UEs with the CSI

o DL based network slicing
[111] o Full resources are allocated for eMBB traffic then it is DRL
punctured for URLLC traffic

e The resource allocation problem is converted to MDP
(112] problem DRL
e Bellman and DQN based resource allocation

o Optimisation-aided DRL

o Optimisation technique is used to solve the resource

(113] allocation DRL

e DRL is used to distribute the URLLC traffic among eMBB
traffic

o Jointly optimisation the bandwidth allocation and the
[114] overlapping position of URLLC and eMBB traffic DRL
o Long-term QoS trade-off is achieved with the DRL

TABLE 10. Simulation parameters. TABLE 11. Average packet inter generation time of different UEs.
Parameters name Values Number of UEs | Average inter generation time (ms)

Application type Streaming application 50 66.12

Packet generation interval Random 60 52.42

Simulation time 20 seconds 70 51.75

Bandwidth 20 MHz 80 53.28

AMC mode Piro 90 53.54

Cell radius 1.5 km 100 51.43
Transmission power of eNB 40 dB
Transmission power of UE 30 dB

100 compared to the packet delivery ratio of PF. The com-
packet delivery ratio for different numbers of UEs is shown bined and PF scheduling algorithms show the highest and
in Fig. 6. lowest delivery ratio, respectively. Although the delivery

The figure shows that the average packet delivery ratios ratios of EXP/PF, M-LWDF and the combined scheduling
of EXP/PF, M-LWDF and the combined scheduling algo- algorithms are close to each other, the M-LWDF is the clos-
rithms are very close over the number of UEs from 50 to est to the combined scheduling algorithm. The difference
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between the two is slightly noticeable when the number of
UEs are more than 80.

VII. CHALLENGES FOR SCHEDULING IN EMERGING 6G
SYSTEMS

Despite the success of 5G networks, the real world deploy-
ment exposes the limitations of the existing 5G system driven
by the ever increasing demand of data rate, new applications
and widespread penetration of wireless connectivity in all
spheres of our everyday life [2]. It is expected that the data
rate of 6G will be up to 1 Tbps. Moreover, the latency bound
of 6G is at least ten times higher than 5G. Applications such as
autonomous and connected driving [116], Vehicle to Every-
thing (V2X) communications [117] and massive IoT enabled
industry automation [118] would clearly require much more
enhanced latency and reliability requirement along with other
generic system requirement. Hence the algorithms which are
suitable for 6G needs to be designed.

Terahertz (THz) communications is expected to be one of
the key enabling technologies for the 6G network. Due to the
nature of THz communication technologies the design of 6G
causes some MAC layer design challenges including deaf-
ness problem, coupling problem and transmission scheduling
problems. Specially the scheduling problem is challenging in
the heterogeneous service environments with the low com-
putational capacity UEs. To further enhance latency perfor-
mance more innovative solutions for scheduling needs to be
designed.

Various ML algorithms will also play a crucial role in
future 6G systems. The work in [119] explores various
challenges in resource scheduling for next generation net-
works and potential role of ML variants in solving them.
It developed a delay aware traffic scheduling algorithm which
employs DRL and was able to achieve lowest average delay
compared to state of the art benchmarks. However, signifi-
cant challenges are still there. For example, adversaries can
employ ML algorithms to breach security by intelligently
jamming the signal leading to failure of the scheduler perfor-
mance. Thus further exploration is required for successfully
deploying machine learning. Emerging techniques such as
federated learning can also be employed to further enhance
the performance.
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A. LATENCY

The current 5G systems can achieve high reliability with
the cost of high latency from ten to hundred milliseconds.
Thus the system cannot achieve the 1 ms latency require-
ment of URLLC with its basic components including OFDM
numerology, radio frame structure, HARQ, Modulation and
Coding Schemes (MCSs) etc. [6]. To achieve the latency
requirement, even for a single flow the basic components of
the 5G need to be modified.

To achieve the requirements of multiple flows upper layer
optimisation is required [120]. Specifically radio resources
should be scheduled considering the stringent latency require-
ment. This is challenging in 5G since huge bandwidth of the
network is allocated for eMBB traffic. Moreover, the huge
amount of mMTC devices increases extra difficulties in the
scheduling algorithm which consumes a significant portion
of the resources of the network.

B. RELIABILITY

Reliability of transmission depends on multiple factors
including MCSs, time/frequency resources, number of anten-
nas and transmit power [121]. 5G uses an MCSs palette
that has a capacity boundary close to the Shannon limit.
In 5G, base stations transmit with a MCS which provides
guaranteed delivery of a transport block with 90% probability.
To increase the reliability additional transmission is required.
For example to increase the reliability by ten times, nine
additional retransmissions are required which is impossible
within the delay bound. A possible solution of the problem
is to reduce the data transmission time with short packet size
that requires less data processing and checksum computing
time. Another solution is to use advanced decoding and early-
feedback technique where time is divided into mini-slot with
0.125 ms duration and use additional retransmission within
the delay bound limit to achieve the reliability. The Ultra Mini
Slot Transmission (UMST) has been investigated for future
6G systems [122] which offers a promising improvement
in terms of latency performance compared to existing 5G
systems. Much more work is required to design a system that
fulfils the 6G network requirements.

C. FLEXIBLE TECHNOLOGY DEVELOPMENT

Flexible technology concerns the ability to extend the tech-
nology so that it can be adapted to changing circum-
stances [123]. The LTE network has limited flexibility
because it does not satisfy the requirements of 5G or 6G.
For example, the Transmission Time Interval (TTI) of LTE
is 1 ms and each frame consists of 10 TTIs. As a result the
networks cannot satisfy the latency requirement of URLLC.
To satisfy the latency requirement short frame structure is
proposed in [124]. Similarly, the existing LTE scheduling
algorithms including PF, EXP/PF, LOG rule, EXP rule and
LWDF cannot be used for URLLC in 5G networks. The
scheduling algorithms do not consider the latency bound of
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the URLLC. Thus flexible technology is required to adapt
with the changing requirements for sustainable development.

D. HETEROGENEOUS SERVICES

The 5G network is designed targeting three services including
eMBB, URLLC and mMTC. At present the 5G network
is establishing targeting mostly the eMBB service. In the
literature we found a number of uplink and downlink URLLC
packet scheduling algorithms and joint scheduling algorithms
of eMBB and URLLC. On the other hand some works are
found on mMTC uplink scheduling algorithm for exam-
ple, [125], [126], and [127]. But few works could be found
on downlink joint eMBB, URLLC and mMTC scheduling
algorithms. mMTC devices mostly upload data of environ-
mental phenomena, thus it is ignored in the downlink schedul-
ing algorithm. In future 6G systems, downlink scheduling is
expected to be an essential feature to send various control and
information to mMTC devices.

E. SCHEDULING IN MULTI CONNECTED NETWORKS

An important way to increase the reliability of the network
is multi-connectivity, in which users are enabled to con-
nect multiple base stations simultaneously [128] The multi-
connectivity solution also achieves high mobility and load
balancing. However, to achieve the QoS of scheduling algo-
rithms in multi-connected networks we need to consider the
radio interface of different cells in addition to traditional
time, frequency, space and power consideration of a sin-
gle cell. In the existing literature very few works could be
found on scheduling in the multi-connected networks. More-
over, ML based scheduling algorithm is one of the future
research directions for 6G wireless network that requires
further investigation.

F. RESOURCE SCHEDULING IN CLOUD ENVIRONMENT
Resource scheduling in cloud environments decreases the
execution and computation time of cloud workloads with
reduced packet deadline violation time [129]. Resource
scheduling in a cloud environment is a challenging job due to
heterogeneity and uncertainty. The scheduling problem in the
cloud environment cannot be solved with existing scheduling
algorithms. Thus cloud-oriented URLLC applications need
more attention to achieve the QoS in the cloud environment.
There are several issues including energy management, data
security and dynamic scalability in the cloud environment
that needs more attention for investigation.

G. PUNCTURING THE EMBB PACKET

In 5G and beyond systems an eNB node performs scheduling.
If an urgent packet arrives at eNB it cannot schedule the
packet until the next slot boundary. But this may violate the
stringent delay bound of URLLC. To solve the problem the
time slot is divided into mini-slot (usually 0.125 ms duration).
When whole resources are occupied by eMBB transmission
and an URLLC packet is arrived then the eNB punctures
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the ongoing eMBB transmission by transmitting the URLLC
packet in the next mini-slot duration. This causes some losses
of resources and the punctured eMBB user recovers the loss
using retransmission. The frequent preemption degrades the
performance of the network. Scheduling URLLC packets
minimising the impacts of eMBB packets is challenging in
a heterogeneous service environment.

H. PROCESSING TIME

Reducing processing time is important in downlink trans-
mission for 5G and the 6G systems. Particularly the down-
link retransmission within the stringent delay bound is chal-
lenging, because when the transmission is failed the packet
reaches close to the delay bound limit. However, a signif-
icant amount of time is spent by UE for processing. For
example, a typical 5G receiver spends 60% of the processing
time for turbo decoding and the remaining time is spent
for other operations including OFDM processing and other
operations [130]. Hence low complexity decoding and other
processing algorithms is important for the UEs devices.

ML technique and its variants will play a crucial role in
this regard. The work in [131] proposed a joint scheduling
and resource slicing mechanism for 6G URLLC systems
with particular focus to vehicular network. Federated learning
algorithm developed in the work has demonstrated significant
performance improvement. It has been demonstrated earlier
that using ML for channel estimation for both conventional
wireless system and vehicular network helps to reduce com-
plexity and thus processing time [132], [133]. Several works
also demonstrated promising performance in emerging 6G
systems by incorporating various state of the art techniques
such as edge Artificial Intelligence (AI) [134]. However, it is
evident from the works and requirements that much more
investigation is needed to realise the full potential of the
AI/ML techniques.

A joint time-slot scheduling sub-band scheduling and
power allocation scheme for 6G terahertz mesh network is
proposed in [135]. A mixed integer programming problem
is formulated in the paper. A sub-optimal Greedy Shrinking
Algorithms (GSA) is proposed in the paper. The GSA reduces
the computational complexity of the optimisation problem.

I. 6G ENABLERS: IRS AND HOLOGRAPHIC MIMO

Intelligent Reflecting Surface (IRS) is considered as one of
the key enablers for emerging 6G systems. It offers a variety
of advantages including enhanced signal reception, increased
secrecy rate and so on [136]. Holographic MIMO (HMIMO)
surface is on the other hand, a cost efficient wireless pla-
nar structure which can transform or shape electromagnetic
waves according to the requirement. They are also some-
times referred to as Large Intelligence Surface (LIS) [137].
Both IRS and HMIMO are expected to play a crucial role
in enabling latency constraint services such as edge com-
puting. In edge computing, Age of Information (Aol) is a
critically important parameter that significantly affects the
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performance. Aol is highly correlated with latency. Vari-
ous approaches are being considered for Aol minimisation
such as using aerial IRS for improving signal quality at the
destination [138]. The work applied the Successive Con-
vex Approximation (SCA) algorithm for convergence and
to minimise computational complexity which offers reduced
latency. Another challenge in 6G systems is to ensure energy
efficiency. In scheduling and routing, energy plays a crucial
role. For example, depending on the signal quality of the
receiver, scheduling priority changes. Thus IRS can be used to
control the signal quality at the receiver and hence scheduling
priority of the emerging 6G use cases such as air to ground
mesh networks [139].

VIIl. CONCLUSION

The emerging 6G network and systems are considered as
heterogeneous services oriented technologies consisting of
URLLC, eMBB and mMTC services. The requirements for
each of the services are different. Hence designing the sys-
tem that integrates the services into a single system is chal-
lenging especially the packet scheduling algorithm where
the latency and reliability requirements of different services
are different. In this paper we provide an extensive survey
on recent advances and future outlook of packet scheduling
algorithms in 5G and beyond systems. First, we have pro-
vided an overview of the scheduling algorithms with some
important characteristics of the algorithms including through-
put, link utilisation, delay bound consideration, fairness and
complexity of the algorithms. Secondly, we have provided an
overview of the metric based scheduling algorithms with a
table that includes all the metrics of the algorithms. Thirdly,
state-of-the-art descriptions of centralised and joint schedul-
ing algorithms are presented. Finally, we provide research
direction and future challenges of packet scheduling algo-
rithms in 6G systems. The overviews and future directions
presented in this survey provides an in-depth knowledge of
the scheduling algorithms. From the discussion it is clear that
significant research effort is required to design a fully func-
tioning URLLC scheduling system for emerging 6G systems.
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