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ABSTRACT With the continuous and rapid development of Cloud Computing, Big Data and Internet
of Things, it is extremely critical to protect data with homomorphism, privacy and integrity. For this,
Rezaeibagha et al. proposed a new cryptographic primitive, called homomorphic signcryption. However,
the current homomorphic signcryption schemes either only support linear computation or are built on non-
standard assumption. Therefore, it is interesting to design a leveled fully homomorphic signcryption (FHSC)
scheme from the standard assumption. In this work, we present a leveled FHSC scheme from lattices. For
this, we exert classical sign-then-encrypt method and surmount the difficulty of homomorphic multiplicative
evaluation in the way of encrypting every elements. Moreover, we prove its indistinguishability against
chosen plaintext attacks (IND-CPA) and strong unforgeability (SUF) under hard problems of standard
lattices.

INDEX TERMS Fully homomorphic signcryption, learning with errors, short integer solution.

I. INTRODUCTION
With the integration and development of technologies such as
Cloud Computing, Big Data and Internet of Things, there is
an urgent requirement to ensure the privacy and integrity of
data while providing the homomorphic evaluation. In 2009,
Gentry [1] constructed a fully homomorphic encryption
(FHE) scheme which can protect the data privacy but not the
data integrity, while Gorbunov et al. [2] proposed a leveled
fully homomorphic signature (FHS) scheme in 2015 which
could provide the data integrity apart from the data privacy.
There is an urgent demand to build a homomorphic scheme
with privacy and integrity in the homomorphic computation
setting.

For example, Smart Grid can perform functions such as
intelligent power generation, balanced load, power distribu-
tion and dynamic price adjustment. Thus, it should ensure

The associate editor coordinating the review of this manuscript and

approving it for publication was Kashif Saleem .

data privacy, integrity and homomorphism. In this setting,
we can protect them in the way of signing-then-encrypting
homomorphically, while supporting homomorphic evalua-
tion.

For this, Rezaeibagha et al. [3] proposed a linearly homo-
morphic signcryption (HSC) scheme which demonstrates
weak unforgeability (WUF) and indistinguishability against
chosen plaintext attacks (IND-CPA) based on the Decisional
Diffie-Hellman (DDH) assumption. Recently, Li et al. [4]
constructed two leveled fully homomorphic signcryption
(FHSC) schemes1 with public plaintext-result checkability.
One is in a public evaluation setting which employs FHS,
indistinguishability obfuscation (iO) and non-interactive zero
knowledge proof. Another is in a private evaluation setting

1To our best knowledge, currently the FHS schemes are all at most leveled.
Their FHSC schemes are constructed from the FHS schemes and inherit the
homomorphic capability of bottom FHS. Thus, the two FHSC schemes are
leveled. Thus, we frequently omit ‘‘leveled’’ in this work.
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which uses FHS, iO and mult-input functional encryption.
Therefore, their schemes are not built from the standard
assumption as iO they used can not be constructed under the
standard assumption to our best knowledge.

Naturally, there is an open problem: is it possible to con-
struct a (leveled) FHSC scheme from standard assumptions?
We give a positive answer in this work.

A. CONTRIBUTION
Rezaeibagha et al. [3] proposed a new cryptographic concept
of the homomorphic signcryption (HSC) and constructed an
HSC scheme based on the Decisional Diffie-Hellman (DDH)
assumption. However, their scheme is only linearly homo-
morphic. To overcome linear homomorphism, Li et al. [4]
constructed two (leveled) fully homomorphic signcryption
(FHSC) schemes. However, their schemes can not be con-
structed from standard assumption since they employ the
indistinguishability obfuscation (iO) which can not be built
from standard assumption as far as we know.

In this work, we construct a leveled FHSC from standard
lattices by the sign-then-encrypt method, i.e., sign the mes-
sage first and then encrypt it. In our construction, we utilize
the GVW-FHS scheme [2] in the process of signing, while
make use of the GSW-FHE scheme [5] in the process of
encrypting. Additionally, we prove its completeness, IND-
CPA security and strong unforgeability based on the security
of GVW and GSW.

It is worth pointing out that the homomorphic multiplica-
tion is difficult to work out as we must encrypt each element
of the signature matrix, resulting in the FHSC scheme is not
practical. It may be possible to improve the efficiency of
the scheme by utilizing other FHSes [6], [7], [8], [9] and
FHEs [10], [11], [12], [13], however this must overcome the
difficulties of homomorphic multiplication.

B. TECHNIQUE
Given a message x ∈ M. We initially sign x using GVW
to get U. Then we encrypt U with matrix encryption [14]
and encrypt x with GSW scheme. Specifically, we sign it by

V = AU + x · G, then encrypt U by C1 = BR +
(
U
O

)
and

encrypt x byC2 = BF+x ·G. Let messages (x1, · · · , xN ) and
function f ∈ F , the homomorphic operation needs to satisfy
the following conditions:

Vf = AUf + f (x1, · · · , xN ) ·G

Cf ,1 = BRf +

(
Uf
O

)
Cf ,2 = BFf + f (x1, · · · , xN ) ·G

.

Given messages x1, x2 ∈M. We have that
V1 = AU1 + x1 ·G

C1,1 = BR1 +

(
U1
O

)
C1,2 = BF1 + x1 ·G

and 
V2 = AU2 + x2 ·G

C2,1 = BR2 +

(
U2
O

)
C2,2 = BF2 + x2 ·G

.

In terms of additive homomorphism, it is easy to get
V1 + V2 = A (U1 + U2)+ (x1 + x2) ·G

C1,1 + C2,1 = B (R1 + R2)+

(
U1 + U2

O

)
C1,2 + C2,2 = B (F1 + F2)+ (x1 + x2) ·G

.

Next we consider multiplicative homomorphism. We have
V∗ = AU∗ + x1x2 · G via utilizing the homomorphic
property of GVW, where U∗ = x1U2 + U2G−1(V1) and
V∗ = V2G−1(V1). Let C∗2 = C1,2 · G−1(C2,2) and F∗ =
x1F2 + F1 · G−1(C2,2). So, we have C∗2 = BF∗ + x1x2 · G.
SinceU∗ = x2U1+U2G−1(V1) and we employ two different
types of encryption in the process of encrypting, it is difficult

for the form of ciphertext to satisfy C1 = BR +
(
U
O

)
and C2 = BF + x · G. That is to say, we cannot achieve
multiplicative homomorphism operation.
In order to overcome the above issue, we employ the GVW

in the process of signing and then apply the technique of
encrypting every ui,j ofU to obtain the corresponding encryp-
tion matrix by the GSW as it supports simple homomorphic
multiplication operations. That is to say, we encrypt it by
Ci,j = BRi,j + ui,j · G and C2 = BF + x · G. Let mes-
sages (x1, · · · , xN ) and function f ∈ F , the homomorphic
operation needs to satisfy the following conditions:

Vf = AUf + f (x1, · · · , xN ) ·G

Cf ,i,j = BRf ,i,j + uf ,i,j ·G

Cf ,2 = BFf + f (x1, · · · , xN ) ·G
,

where Cf ,1 =
(
Cf ,i,j

)
i,j∈[m] and Uf =

(
uf ,i,j

)
i,j∈[m].

In the same way, the signaturesU1 andU2 are encrypted to
get the corresponding ciphertext byC1,i,j = BR1,i,j+u1,i,j ·G
and C2,i,j = BR2,i,j+ u2,i,j ·G, respectively. For the additive
operation, we have:
V1 + V2 = A (U1 + U2)+ (x1 + x2) ·G

C1,i,j + C2,i,j = B
(
R1,i,j + R2,i,j

)
+
(
u1,i,j + u2,i,j

)
G

C1,2 + C2,2 = B (F1 + F2)+ (x1 + x2) ·G

.

Following, we consider the homomorphic multiplicative
operation. Firstly, we compute homomorphically multiplica-
tive signature to get U∗ = x2U1 + U2G−1(V1) such that
V∗ = AU∗ + x1x2 · G, where V∗ = V2G−1(V1). Secondly,
we compute homomorphically the ciphertext of x1x2 to obtain

C∗2 = C1,2 ·G−1(C2,2) = BF∗ + x1x2 ·G

where F∗ = x1F2 + F1 · G−1(C2,2). Lastly, we deal with
the encryption of U∗ = x2U1 + U2G−1(V1) by adding the
ciphertext of x2 · U1 and the ciphertext of U2 ·G−1(V1). For
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the former, we consider it as a multiplicative homomorphism
in the GSW scheme. For the latter, every Ci,j of the cipher-
text are obtained by multiplying the corresponding i-row of
ciphertext ofU2 and j-th column ofG−1(V1). Then, we have:

C∗i,j = C2,2 ·G−1(C1,1)+
m∑
k=1

(C2,1)ik ·G−1(V1)kj

Let 

R∗ij = F2 ·G−1
(
BR1,i,j + u1,i,j

)
+ x2R1,i,j

+

m∑
k=1

R2,i,k ·G−1(V1)kj

u∗ij = x2u1,i,j +
m∑
k=1

u2,i,k ·G−1(V1)kj

,

we have 
V∗ = AU∗ + x1x2 ·G

C∗ij = BR∗ij + u
∗
ij ·G

C∗2 = BF∗ + x1x2 ·G

.

Thus, the scheme satisfies homomorphic multiplication.
Since C∗ij = BR∗ij + u

∗
ij · G and C∗2 = BF∗ + x1x2 · G which

still satisfy the form of GSW. It means that the homomorphic
multiplication can continue.

C. RELATED WORK
1) FULLY HOMOMORPHIC ENCRYPTION
In 2009, Gentry [1] firstly constructed a fully homomorphic
encryption (FHE) scheme. Brakerski et al. [10] reduced the
magnitude of the noise by the modulus-switching technique
in 2012. In the same year, Brakersk [12] present an FHE
scheme without modules switching. In 2013, Gentry et al. [5]
designed a leveled FHE scheme without computing keys.
In their scheme, they employed the ‘‘approximate eigen-
vector’’ technique. Cheon et al. [13] built a homomorphic
encryption for arithmetic of approximate numbers in 2017.

2) FULLY HOMOMORPHIC SIGNATURE
Gorbunov et al. [2] firstly proposed a leveled fully homo-
morphic signature scheme in 2015. Afterwards, Tsabary [6]
testified the equivalence between the homomorphic signa-
ture and attribute-based signature. Li et al. [9] built an
NTRU-Based FHS scheme. Then Wang et al. [15] designed
a leveled strongly-unforgeable identity-based fully homo-
morphic signature (IBFHS) scheme in 2015. Based on [7]
and [15], Wang et al. [16] present leveled IBFHS schemes by
using the trapdoor vanishing and vector encoding technique.
Wang et al. [8] constructed a more efficient IBFHS scheme
whose homomorphic multiplication operation is very similar
to the homomorphic addition operation.

3) SIGNCRYPTION
In 1997, Zheng [17] initially introduced a novel crypto-
graphic primitive, called signcryption (SC). In his paper,

it could obtain that signcryption can perform both signing and
encrypting in a single logical step and its computational as
well as communication costs lower than the traditional ‘‘sign
and encrypt’’ approach. In 1999, Gamage et.al [18] discussed
the public verifiability of signcryption, which is useful for
the firewall to verify the validity of the signcryption without
decrypting them when they pass through the firewall. Then,
Steinfeld et al. [19] proposed a new signcryption scheme
based on the integer factorization and testified its unforgeabil-
ity in the random oracle model in 2000. Baek et.al [20] put
forward secure model and constructed a secure signcryption
scheme in 2002. In the same year, An et.al [21] also inde-
pendently gave a secure signcryption model and considered
the problem of insider attacks, i.e., the sender can break the
privacy of the scheme and the recipient can break the unforge-
ability of the scheme. And Malone-Lee [22] extended the
conception of signcryption to identity-based cryptographic
systems in 2002. Then Barbosa and Farshim [23] extended
the concept of signcryption to certificateless cryptographic
systems in 2008. Subsequently, Liu [24] built secure cer-
tificateless signcryption scheme in 2013. In the same year,
He et.al [25] constructed a bilinear pair-based signcryption
scheme which applied to a remote proof protocol. In 2014,
Qi et.al [26] present signcryption scheme with public verifia-
bility and forward security. In the same year, Zhou et al. [27]
constructed short signcryption scheme and apply it to Inter-
net of Things. Then Yu et al. [28] proposed a certificate-
less hybrid signcryption and proved its security in 2015.
And then Gao et al. [29] designed a secure certificateless
signcryption scheme without bilinear pairing in 2017. Fur-
thermore, there are various schemes have been proposed
which combined signcryption with different application
purposes or technologies. In recent years, Wang et al. [30]
constructed identity-based higncryption scheme, where hign-
cryption means that privacy-enhanced signcryption in 2019.
Subsequently, Bellare and Stepanovs [31] stated about secu-
rity under Message-Derived Keys: Signcryption in iMessage
in 2020. Then Liu et al. [32] present Cryptanalysis on ‘An
efficient identity-based proxy signcryption using lattice’ in
2021. And then Hu et.al [33] built a sanitizable signcryption
scheme with public verifiability via chameleon hash function
in 2022.

D. ORGANIZATION
The organization of the rest paper is as follows. In Sect.II,
we describe some background on lattices and state the related
homomorphic schemes. We define the FHSC and related
conceptions in Sect.III. In Sect.IV, we construct an FHSC
scheme, analyse the variation of noise and prove the security
of scheme. Finally, we conclude and proposed some open
problems.

II. PRELIMINARIES
Basic Notation Z denotes the set of integers. Vectors are
typed in bold lower-case letters, e.g. x and matrices are
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written in bold capital letters, e.g. X. We utilize the symbol

v
$
←− V to denote the process of opting v from V uniformly

at random. Let ∥A∥∞ denotes the infinite norm. We use λ
to denote the security parameter and negl(λ) to denote a
negligible function.

A. BACKGROUND ON THE LATTICES
Let B = (b1, b2, · · · , bn) ⊂ Rn be n linearly independent
vectors. The n-dimensional lattice generated by B is

3 = L(B) = {Bc =
n∑
i=1

ci · bi : c ∈ Zn
}.

B is called as a basis for 3.
Definition 1 ([6] Short Integer Solution Problem): Let n,

m, q be integer parameters and β > 0. Given a uniformly
matrix A ∈ Zn×m

q at random, find an integer vector r ∈ Zm

satisfying r ̸= 0 and ∥r∥∞ ≤ β. Then we have Ar = 0.
It is widely known that the SIS problem is as difficult as

certain worst-case problems in the standard lattices ([34],
[35], [36], [37]).
Definition 2 ([5]α-Bounded Distribution): A distribution

ensemble {χn}n∈N supported over the integers, is called β-
bounded if

Pr
e←χn

[|e| > α] = negl (n) .

Definition 3 ([38]Learning With Error Problem): Let n,
m, q be positive integers and χ be a distribution over Zq.
Then LWE problem is defined as follows. It is hard to find the
vector s which satisfies (a, ⟨a, s⟩ + e) over Zn

q × Zq, where

a
$
←− Zn

q, e← χ and s
$
←− Zn

q.
Lemma 1 ([2], [39], [40], [41], [42]): There exist several

efficient algorithms TrapGen, SamPre, Sam such that the
following holds. Given n, q be integers, there exist some m∗

and βsam so that for all m ≥ m∗ we have:
1. U ← Sam(1m, 1m, q) samples a matrix U ∈ Zm×m

q
which satisfies ∥U∥ ≤ βsam.
2.We have the statistical indistinguishability requirements:

A
stat
≈ A′ and (A,T,U,V)

stat
≈ (A,T,U′,V′),

where 
(A,T)← TrapGen(1n, 1m, q)

U← Sam
(
1m, 1m, q

)
V ≜ A · U

and 
A′

$
←− Zn×m

q

U′← SamPre(A,V′,T)

V′
$
←− Zn×m

q

.

Therefore, we can obtain that the statistical distance is negli-
gible in λ.

3. Given n, m, q as above, there is an efficiently and deter-
ministically computable matrix G ∈ Zn×m

q and a determin-
istic polynomial-time algorithm G−1 which takes the input
V ∈ Zn×m

q and outputsR = G−1(V) such thatR ∈ {0, 1}m×m

and G · R = V.

B. ASSOCIATED HOMOMORPHIC SCHEMES
Here, we give an FHS scheme [2] and an FHE scheme [5],
which will be cornerstones of our construction.

GVW-FHS [2]. There is an FHS scheme GVW =

(PrmsGen, GVW.KeyGen, GVW.Sign, SignEval, GVW.

Proc-ess, GVW.Verify) with massage spaceM and output
space V ,whose algorithms are as follows:
• GVW.prms ← PrmsGen

(
1λ, 1N

)
: It chooses

(V1, · · · ,VN ) by sampling Vi
$
←− V and generates

parameter (n1,m1, q1). Then it outputs GVW.prms =

(V1, · · · ,VN , n1,m1, q1).
• (pk, sk) ← GVW.KeyGen (prms) : It generates

(A,T)← TrapGen(1n1 , 1m1 , q) and sets pk = A, sk = T.
• (U1, · · · ,UN ) ← GVW.Signsk (x1, · · · , xN ) : Given

xi ∈M and private key sk , it runs Ui ← SamPre(A,Vi −

xi ·G,T) satisfying Vi = AUi + xi ·G, where i ∈ [N ].
•U∗← SignEvalpk (f , (x1,V1,U1), · · · , (xN ,VN ,UN )) :

It inputs (f , (x1,V1,U1), · · · , (xN ,VN ,UN )) and outputs
U∗.
• Vf ← GVW.Processprms(f ) : It inputs f and

(V1, · · · ,VN ) and outputs Vf .
• 0/1 ← GVW.Verifypk (Vf , y,U∗) : If f(pk,y)(U∗) = Vf ,

where y = (x1, · · · , xN ), then it outputs 1. Otherwise it
outputs 0.
Lemma 2: Assume that SIS problem is hard, then the

GVW-FHS scheme [2] is existentially unforgeable. Fur-
thermore, combining with the strong unforgeability of the
Identity-based FHS scheme [15], the GVW-FHS scheme is
strongly-unforgeable.

GSW-FHE [5]. There is an FHE scheme GSW =

(GSW.Setup, GSW.KeyGen, GSW.Enc, GSW.Dec,

GSW.Ev-aluate), whose algorithms are as follows:
• GSW.prms ← GSW.Setup(1λ, 1L) : Given security

parameter λ and maximum homomorphic depth L, it chooses
public parameter GSW.prms = (n2,m2, q2, χ).
• (pk, sk) ← GSW.KeyGen(prms) : It samples t ←

Zn2−1
q and sets sk = s = (1,−t) ∈ Zn2

q . Then, It generates

a matrix D
$
←− Z(n2−1)×m2

q and samples a vector e ← χm2 .
It computes b = tD + e. Finally, sets pk = B = (b,D) ∈

Zn2×m2
q . (Remark : Obseve that s · B = e.)
• C ← GSW.Enc(prms, µ, pk) : Given a plaintext

message x ∈ {0, 1}, it samples a uniform matrix R
$
←−

{0, 1}m2×m2 . Computes C = B · R+ x ·G ∈ Zn2×m2
q .

• 0/1← GSW.Dec(prms, sk,C): Firstly, computes

s · C = s · (BR+ xG)

= e · R+ x · sG
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Let c be the first ⌊log q⌋ column ofC, then outputs x = ⟨s, c⟩.
Then if the value closes to 0, then outputs 0. Otherwise,
outputs 1.
• GSW.Evaluate.

−MultConst(C, α). Given a ciphertext C ∈ Zn2×m2
q and

constant α, we have

α · C = B · (αR)+ (αx) ·G.

−Add(C1,C1). Given two ciphertexts C1,C2 ∈ Zn×m
q and

R1,R2
$
←− {0, 1}m2×m2 , we have C1 = B · R1 + x1 ·G and

C2 = B · R2 + x2 ·G. Thus,

C1 + C2 = B · (R1 + R2)+ (x1 + x2) ·G.

− Mult(C1,C1). Given two ciphertexts C1,C2 ∈ Zn2×m2
q

and R1,R2
$
←− {0, 1}m2×m2 , we have C1 = B · R1 + x1 ·G

and C2 = B · R2 + x2 · G. Let C∗ = C1G−1(C2) and R∗ =
R1G−1(C2)+ x1R2. Thus,

C∗ = B · R∗ + (x1 · x2) ·G.

Lemma 3: Assume that the LWE problem is difficult, then
the GSW-FHE scheme [5] is IND-CPA secure.

III. THE DEFINITION OF FHSC
This section introduces the definition of fully homomorphic
signcryption and related conceptions, such as completeness,
IND-CPA security and strong unforgeability.
Definition 4: A fully homomorphic signcryption scheme

is a tuple of algorithms (Setup, KeyGens, KeyGenr ,
Signcrypt, Unsigncrypt, Evaluate, Process, Verify) as
follows:
• prms← Setup(1λ, 1L , 1N ). Inputs the security parame-

ter λ, maximum homomorphic depth L and a data-size bound
N . It generates public parameter prms and defines a message
spaceM.
• (pks, sks) ← KeyGens(prms). It inputs the public

parameter prms and outputs a pair of sender’s keys (pks, sks).
• (pkr , skr ) ← KeyGenr (prms). It inputs the pub-

lic parameter prms and outputs a pair of receiver’s keys
(pkr , skr ).
• c← Signcrypt(prms, sks, pkr , x, i). It inputs the public

parameter prms, sender’s private key sks, receiver’s public
key pkr , a message x ∈ M and its corresponding index i ∈
[N ]. Then it outputs a signcryption c.
• x ← Unsigncrypt(prms, pks, skr , c). It inputs the pub-

lic parameter prms, sender’s public key pks, receiver’s private
key skr and the signcryption c. Then it outputs a message
x ∈M.
• c∗ ← Eval(prms, pks, pkr , f , c⃗). It inputs the public

parameter prms, sender’s public key pks, receiver’s public
key pkr , a function f and c⃗ ∈ CN . Then it outputs a sign-
cryption c∗.
• vf ← Process(prms, f ). It intputs the function f and

public parameter prms and outputs vf .

• 0/1 ← Verify(prms, pks, skr , x∗, c∗, f ). It inputs the
public parameter prms, sender’s public key pks, receiver’s
public key pkr , receiver’s private key skr , a message x∗ ∈M,
a function f and a signcryption c∗. Then it outputs 0 or 1.
Definition 5 (Completeness): For prms ← Setup

(1λ, 1L , 1N ), (pks, sks) ← KeyGens
(prms) and (pkr , skr )← KeyGenr (prms), we have:

1. For the x ∈M, if c← Signcrypt(prms, sks, pkr , x, i),
then with overwhelming probability it holds that

Unsigncrypt(prms, pks, skr , c) = x

and

Verify(prms, pks, skr , x, c) = 1.

2. For (x1, · · · , xN ) ∈ MN and a function f , if ci ←
Signcrypt(prms, sks, pkr , x, i), where i ∈ [N ] and c∗ ←
Eval(prms, pks, pkr , f , (c1, · · · , cN )), then with overwhelm-
ing probability it holds that

Unsigncrypt(prms, pks, skr , c∗) = f (x1, · · · , xN )

and

Verify(prms, pks, skr , (x1, · · · , xN ), c∗, f ) = 1.

Definition 6 (IND-CPA Security): An FHSC scheme is
indistinguishable under chosen plaintext attack (IND−CPA)
if no probabilistic polynomial time (PPT) adversary A wins
the following game with non-negligible advantage.

1. The challenger C runsSetup to obtain public parameters
prms and runs KeyGenr to obtain receiver’s (pkr , skr ). Then
it gives (prms, pkr ) to the adversary A.

2. The adversary A generates two plaintexts x0, x1 ∈ M
satisfying |x0| = |x1| and runs KeyGens to obtain sender’s
(pks, sks). Then the adversary A sends (x0, x1, sks, pks) to C.
Subsequently, C chooses a random bit b← {0, 1}, runs cb←
Signcrypt(xb, sks, pkr ) and sends cb to A.
3. At the end of the game,A outputs a bit b′← {0, 1} to C

and wins the game if b′ = b.
The adversaryA′s advantage in the above game is defined

as

AdvIND−CPAA = |Pr[b′ = b]− 1/2|.

Definition 7 (Strong Unforgeability): An FHSC scheme is
strongly-unforgeable against chosen message attack if no
probabilistic polynomial time (PPT) forger F wins the fol-
lowing game ExpSU−CMA

F ,FHSC with non-negligible advantage.
1. The challenger C runs Setup to obtain public param-

eters prms. Then the challenger C runs KeyGens to obtain
(pks, sks) and KeyGenr to obtain (pkr , skr ). He sends
(prms, pks, pkr ) to the forger F .
2. The forger F chooses (x1, · · · , xN ) ∈ M and gives

it to the challenger C. The challenger C runs ci ←
Signcrypt(prms, sks, pkr , xi), where i ∈ [N ]. And then he
sends (c1, · · · , cN ) to the forger F .

3. The forger F chooses a function f ∈ F and values
(y′, c′). Then F sends (f , y′, c′) to C.
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4. The forger F wins if the following conditions hold.
− f is admissible on the messages (x1, x2, · · · , xN ).
− u′ ̸= uf , where

u′← unsigncrypt(prms, skr , c′)

cf ← Eval(f , (x1, c1), · · · , (xN , cN ))

uf ← unsigncrypt(prms, skr , cf )

.

− Verifypks,(vf , y
′, u′), where vf = Processprms(f ).

We say an FHSC is strongly-unforgeable chosen message
attack if Pr

[
ExpSU−CMA

F ,FHSC (1λ)
]

< negl(λ).
Remark that: Let y = f (x1, · · · , xN ). If y ̸= y′, then c′

is a existentially-forgeable signcryption. Otherwise, c′ is a
strongly-forgeable signcryption.

IV. THE PROPOSED FHSC SCHEME
In this section, we represent the construction, homomorphic
evaluation and security of our fully homomorphic signcryp-
tion scheme.

A. CONSTRUCTION
In this subsection, we describe in detail the construction of
FHSC scheme.

Parameters. We let λ be the security parameter and flex-
ible parameter L = L(λ) = poly(λ) be the depth of homo-
morphism and choose parameters:

n,m, q, βSIS , βmax , βinit ,

depending on (λ,L) as follows. Firstly, we set βmax ≜
2ω(logλ)L and βSIS ≜ 2ω(logλ)βmax . And then we choose an
integer n = poly(λ,L) and a prime q = 2poly(λ,L) > βSIS
as small as possible so that the SIS(n,m, q, βSIS ) assumption
holds for all m = poly(λ,L). Finally, let m∗ = m∗(n, q) ≜
O(n log q), βsam = O(n

√
log q) be the parameter required

by the trapdoor algorithms TrapGen as in Lemma 1, and
set m = max {m∗, n log q+ ω(logλ)} = poly(λ,L) and
βinit ≜ βsam = poly(λ,L).
Our (leveled) FHSC scheme consists of algorithms

(Setup, KeyGens, KeyGenr , Signcrypt, Unsigncrypt,
Eval-uate, Process, Verify) defined as follows:
• prms ← Setup(1λ, 1L , 1N ). Inputs security param-

eter λ, maximum homomorphic depth L and data-size
bound N . Runs GVW.prms ← PrmsGen

(
1λ, 1N

)
,

where GVW.prms = (V1,V2, · · · ,VN , n1,m1, q1) and
runs GSW.prms ← GSW.Setup

(
1λ, 1L

)
, where

GSW.prms = (n2,m2, q2, χ). Let n = max {n1, n2}, m =
max {m1,m2} and q = max {q1, q2}. Defines domainsM =
Zq, V = Zn×m

q . Let U =
{
U = Zm×m

q , ∥U∥∞ ⩽ βmax

}
.

And defines the distribution U ← DU to sample U ←
Sam(1m, 1m, q) as in Lemma 1 which satisfies ∥U∥∞ ⩽
βinit . Then outputs prms = (V1,V2, · · · ,VN , n,m, q, χ).
• (pks, sks) ← KeyGens(prms). Runs (A,T) ←

GVW.KeyGen(prms) and sets pks = A ∈ Zn×m, sks = T.
• (pkr , skr ) ← KeyGenr (prms). Runs (B, s) ←

GSW.KeyGen(prms) and lets pkr = B, skr = s. Note that

s = (1,−t) ∈ Zm
q and B = (b,D) ∈ Zn×m. (Remark that

sB = e.)
• C← Signcrypt(prms, x, sks, pkr ).
-1. For a message x ∈M, runs U← GVW.Sign(x, sks).
Remark that V = AU+ x ·G,

where U =


u11 u12 · · · u1m
u21 u22 · · · u2m
...

...
. . .

...

um1 um2 · · · umm

.

-2. For ∀uij, runs Cij ← GSW.Enc(prms, uij, pkr ). Note

that Cij = B · Rij + uijG (i, j ∈ [m]), where Rij
$
←−

{0, 1}m×m (i, j ∈ [m]).
-3. For the message x ∈ M, runs C2 ←

GSW.Enc(prms, x,

pkr ). Remark that C2 = BF+ x ·G, where F
$
←− {0, 1}m×m.

Then outputs C = (C1,C2),

where C1 =


C11 C12 · · · C1m
C21 C22 · · · C2m
...

...
. . .

...

Cm1 Cm2 · · · Cmm

.

• x ← Unsigncrypt(prms,C, pks, skr ). Inputs public
parameter prms and signcryption C, runs algorithm x ←
GSW.Dec(C2, skr ). Note that

sC2 = sBF+ x · sG

= eF+ x · sG.

Then rounds and outputs the message x.
Note that we also can employ algorithm uij ←

GSW.Dec(Cij, skr ), i.e.,

sCij = sBR+ uij · sG

= eR+ uij · sG.

• C∗← Eval(prms, pks, pkr , f ,C1, · · · ,CN ). Inputs public
paramater prms, sender’s public key pks, receiver’s public
key pkr , function f and (C1, · · · ,CN ) and outputs homomor-
phic signcryption C∗.
Here, we briefly describe additive homomorphism and

multiplicative homomorphism. In the next subsection,
we will analyse these characters detailedly.

For C1 =
(
C1,1,C1,2

)
and C2 =

(
C2,1,C2,2

)
, where

C1,1 =
(
C1,i,j

)
i,j∈[m] and C2,1 =

(
C2,i,j

)
i,j∈[m].

Additive Homomorphism. We define that

CAdd = C1 + C2

=
(
C1,1 + C2,1,C1,2 + C2,2

)
. (1)

Multiplicative Homomorphism. We define that
CMult

= C1 ⊙ C2

=

(C2,2G−1(C1,i,j)+
m∑
k=1

(
C2,1

)
ik G
−1 (V1)kj

)
i,j∈[m]

,

C1,2G−1
(
C2,2

))
. (2)
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• Vf ← Process(prms, f ). Inputs function f and public
parameter prms. Then runs Vf ← GVW.Processprms(f )
and outputs Vf .

We define additive homomorphism and multiplicative
homomorphism in the Process algorithm as follows.
Addition. For V1 and V2, we have VAdd = V1 + V2.
Multiplication. For V1 and V2, we have VMult = V2 ·

G−1 (V1).
• 0/1 ← Verify(prms, pks, skr ,C∗, f ). Taking as input

public parameter prms, sender’s public key pks, receiver’s
private key skr , the signcryption C∗ =

(
C∗1,C

∗

2

)
where

C∗1 =
(
C∗ij
)
i,j∈[m]

and a function f ∈ F . Runs algo-

rithms x∗ ← GSW.Dec(prms,C∗2, skr ) and u∗ij ←
GSW.Dec(prms,C∗ij, skr ). Note that

sC∗2 = sBF∗ + x∗ · sG

= eF∗ + x∗ · sG

and

sC∗ij = sBR∗ij + u
∗
ij · sG

= eR∗ij + u
∗
ij · sG,

where
(
C∗ij
)
i,j∈[m]

= C∗1 and
(
u∗ij
)
i,j∈[m]

= U∗. Then rounds

and outputs the signatureU∗ and the message x∗. Lastly, runs
0/1← GVW.Verify(prms, pks, x∗,U∗).
Remark that: if V∗ = A · U∗ + x∗ · G, then outputs 1.

Otherwise outputs 0.

B. HOMOMORPHIC EVALUATION
In this subsection, we demonstrate that the signcryption form
(including signature form) is kept after the homomorphic
addition and multiplication. This helps us to analyse the
variation of noise-level before and after the homomorphic
addition and multiplication.

For signcryptions C1 =
(
C1,1,C1,2

)
and C2 =(

C2,1,C2,2
)
, where C1,1 =

(
C1,i,j

)
i,j∈[m], C2,1 =(

C2,i,j
)
i,j∈[m] and

C1,i,j = BR1,i,j + u1,i,j ·G (i, j ∈ [m])

C2,i,j = BR2,i,j + u2,i,j ·G (i, j ∈ [m])

C1,2 = BF1 + x1 ·G

C2,2 = BF2 + x2 ·G.

(3)

For the signaturesU1 =
(
u1,i,j

)
i,j∈[m] andU2 =

(
u2,i,j

)
i,j∈[m],

it implies that V1 = AU1 + x1 ·G and V2 = AU2 + x2 ·G.
Homomorphic Addition. Addition to (1), we can com-

pute that

CAdd = C1 + C2

=
(
C1,1 + C2,1,C1,2 + C2,2

)
=
(
(B
(
R1,i,j + R2,i,j

)
+
(
u1,i,j + u2,i,j

)
·G)i,j∈[m],

B (F1 + F2)+ (x1 + x2) ·G) .

Remark that, addition to Process(prms, f ), it implies that

VAdd = V1 + V2

= (AU1 + x1 ·G)+ (AU2 + x2 ·G)

= A(U1 + U2)+ (x1 + x2) ·G

= AUAdd + (x1 + x2) ·G.

Define CAdd,1 =
(
CAdd1,i,j

)
i,j∈[m] = (B

(
R1,i,j + R2,i,j

)
+(

u1,i,j + u2,i,j
)
·G)i,j∈[m],RAdd1,i,j = R1,i,j+R2,i,j,CAdd,2 =

B (F1 + F2)+ (x1 + x2) ·G and FAdd = F1 + F2, we have
VAdd = AUAdd + (x1 + x2) ·G

CAdd1,i,j = BRAdd1,i,j +
(
u1,i,j + u2,i,j

)
·G(i, j ∈ [m])

CAdd,2 = BFAdd + (x1 + x2) ·G

.

That is to say, homomorphic addition satisfies the form of
signcryption. In the process of unsigncrypting, we compute
that

sCAdd1,i,j = sBRAdd1,i,j +
(
u1,i,j + u2,i,j

)
· sG

= eRAdd1,i,j +
(
u1,i,j + u2,i,j

)
· sG

and

sCAdd,2 = sBFAdd + (x1 + x2) · sG

= eFAdd + (x1 + x2) · sG.

Now, we analyse the corresponding noise-level in the pro-
cess of additive homomorphism. IfU1 andU2 are bounded by
β, then it is easy to get that UAdd is bounded by 2β. If eR1,i,j,
eR2,i,j, eF1and eF2 are bounded by α, then it is also easy to
get that CAdd is bounded by 2α.
Homomorphic Multiplication. Addition to (2), we can

compute that
CMult

= C1 ⊙ C2

=
(
CMult1,i,j,CMult,2

)
=

(C2,2G−1(C1,i,j)+
m∑
k=1

(
C2,1

)
ik G
−1 (V1)kj

)
i,j∈[m]

,

C1,2G−1
(
C2,2

))
,

where
CMult1,i,j

≜

(
C2,2G−1(C1,i,j)+

m∑
k=1

(
C2,1

)
ik G
−1 (V1)kj

)
i,j∈[m]

= (BF2 + x2G)G−1(C1,i,j)

+

m∑
k=1

(
BR2,i,k + u2,i,kG

)
G−1(V1)kj

= BF2G−1
(
BR1,i,j + u1,i,jG

)
+ x2BR1,i,j + x2u1,i,jG

+

m∑
k=1

BR2,i,k ·G−1(V1)kj +
m∑
k=1

u2,i,kG−1(V1)kjG

= B(F2G−1
(
BR1,i,j + u1,i,j

)
+ x2R1,i,j

+

m∑
k=1

R2,i,kG−1(V1)kj)
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+

(
x2u1,i,j +

m∑
k=1

u2,i,k ·G−1(V1)kj

)
G

and

CMult,2 ≜ C1,2G−1
(
C2,2

)
= B

(
x1F2 + F1 ·G−1(C2,2)

)
+ x1x2G.

Remark that: Let



RMult1,i,j ≜ F2G−1(BR1,i,j + u1,i,jG)+ x2R1,i,j

+

m∑
k=1

R2,i,kG−1(V1)kj

uMult1,i,j ≜ x2u1,i,j +
m∑
k=1

u2,i,kG−1(V1)kj

FMult ≜ x1F2 + F1 ·G−1(C2,2)

,

we have{
CMult1,i,j = BRMult1,i,j + uMult1,i,j ·G

CMult,2 = BFMult + x1x2 ·G
.

Remark that, addition to Process(prms, f ), it implies that

VMult = V2G−1 (V1)

= (AU2 + x2G)G−1 (AU1 + x1G)

= A(x2U1 + U2G−1(V1))+ (x1x2)G

= AUMult + (x1x2)G.

Thus, multiplicative homomorphism satisfies the form of
signcryption.
Theorem 1: If signcryption C1 =

(
C1,1,C1,2

)
and C2 =(

C2,1,C2,2
)
defined by (3) are bounded by α. Then it holds

that
(1). The noise-level of CMult = C1 ⊙ C2 is bounded by

(m2
+ m+ 1)α.

(2). If U1 and U2 are bounded by β, i.e.∥U1∥∞, ∥U2∥∞ ≤

β, then the corresponding signatureUMult ofCMult is bounded
by (m+ 1)β.
Proof 1: (1). Since the signcryptions C1 =

(
C1,1,C1,2

)
and C2 =

(
C2,1,C2,2

)
are bounded by α, then C1,1,

C2,1, C1,2 and C2,2 are bounded by α. Owing to C1,1 =(
C1,i,j

)
i,j∈[m] and C2,1 =

(
C2,i,j

)
i,j∈[m], we can obtain C1,i,j

and C2,i,j are bounded by α.
That is to say, ∥eR1,i,j∥∞, ∥eR2,i,j∥∞, ∥eF1∥∞, ∥eF2∥∞
≤ α. Let the signcryption defined by

CMult = C1 ⊙ C2 =
(
CMult,1,CMult,2

)
.

First of all, for the signcryption CMult,1, we compute this
noise-level as follows:
∥eRMult1,i,j∥∞

= ∥e(F2G−1(BR1,i,j + u1,i,jG)+ x2R1,i,j

+

m∑
k=1

R2,i,kG−1(V1)kj)∥∞

= ∥eF2G−1(BR1,i,j + u1,i,jG)+ x2eR1,i,j

+

m∑
k=1

eR2,i,kG−1(V1)kj∥∞

≤ ∥eF2G−1(BR1,i,j + u1,i,jG)∥∞ + ∥x2eR1,i,j∥∞

+ ∥

m∑
k=1

eR2,i,kG−1(V1)kj∥∞

≤ mα + α + m2α

= (m2
+ m+ 1)α.

Thus, ∥eRMult,1∥∞ = max{∥eRMult1,i,j∥∞} ≤ (m2
+m+1)α.

Secondly, for the signcryption CMult,2, we compute this
noise-level as follows:

∥eFMult∥∞ = ∥e(x1F2 + F1 ·G−1(C2,2))∥∞
= ∥x1eF2 + eF1 ·G−1(C2,2)∥∞
≤ ∥x1eF2∥∞ + ∥eF1 ·G−1(C2,2)∥∞
≤ α + mα

= (m+ 1)α.

Finally, we can get

αMult ⩽ max
{
∥eRMult,1∥∞, ∥eFMult∥∞

}
⩽ max

{(
m2
+ m+ 1

)
α, (m+ 1) α

}
⩽
(
m2
+ m+ 1

)
α.

That is to say, the noise-level ofCMult will be
(
m2
+ m+ 1

)
α.

(2). We have UMult = x2U1 + U2G−1(V1), then the
noise-level as follows.

∥UMult∥∞ = ∥x2U1 + U2G−1(V1)∥∞
≤ ∥x2U1∥∞ + ∥U2G−1(V1)∥∞
≤ β + mβ

= (m+ 1)β.

Next, we discuss about the noise-level on the admissible
function f with depth L. If Ut is bounded by βinit , then U∗

will be bounded by β∗ ⩽ βinit ·(m+1)L ⩽ 2O(logλ)·L ⩽ βmax .
If eRt,i,j and eFt are bounded by α, then C∗ will be bounded
by α∗ ⩽

(
m2
+ m+ 1

)L
α.

Faster Homomorphic Multiplication. In addition, it is
very easy to see that the noise-level of CMult,1 is more influ-
ential than CMult,2 in the process of multiplicative homo-
morphism. So, we can employ this partial property when
computing an l-degree monomial.
Theorem 2: Given fresh signcryptions C1,C2, · · · ,Cl ,

where Ci = (Ci,1,Ci,2)(i = 1, · · · , l). Then it holds that
(1). The noise-level of C∗ = C1 ⊙ C2 ⊙ · · · ⊙ Cl =

(· · · ((C1 ⊙C2)⊙C3) · · · )⊙Cl is bounded by (l − 1)(m2
+

m+ 1)α.
(2). The corresponding signature U∗ of C∗ is bounded by

(l − 1)(m+ 1)β.
Proof 2: (1). For the noise-level in the two-multiplication,

let eRMult1,i,j be bounded by (m2
+ m + 1)α as in
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Theorem 1 and eF3 and eR3,i,j be bounded by α. Let
C2Mult = ((C2Mult,1)i,j∈[m],C2Mult,2). Then eR2Mult,i,j be the
noise-level of (C2Mult,1)i,j∈[m] and eF2Mult be the noise-level
of C2Mult,2.

Firstly, we can get the noise-level of (C2Mult,1)i,j∈[m] as
follows.
∥eR2Mult,i,j∥∞

= ∥e(F3G−1(BR2,i,j + u2,i,jG)+ x3RMult1,i,j

+

m∑
k=1

R3,i,kG−1(V2)kj)∥∞

= ∥eF3G−1(BR2,i,j + u2,i,jG)+ x3eRMult1,i,j

+

m∑
k=1

eR3,i,kG−1(V2)kj∥∞

≤ ∥eF3G−1(BR2,i,j + u1,i,jG)∥∞ + ∥x3eRMult1,i,j∥∞

+ ∥

m∑
k=1

eR3,i,kG−1(V2)kj∥∞

≤ mα + (m2
+ m+ 1)α + m2α

= (2m2
+ 2m+ 1)α

≤ 2(m2
+ m+ 1)α.

Secondly, we can obtain the noise-level of C2Mult,2 as
follows.

∥eF2Mult∥∞ = ∥e
(
xMultF3 + FMult ·G−1(C3,2)

)
∥∞

= ∥xMulteF3 + eFMult ·G−1(C3,2)∥∞
≤ ∥xMulteF3∥∞ + ∥eFMult ·G−1(C3,2)∥∞
≤ α + (m+ 1)α

= (2m+ 1)α

≤ 2(m+ 1)α.

Thus, we can get the noise-level of CMult2 as follows.

α2Mult ⩽ max
{
∥eR2Mult,i,j∥∞, ∥eF2Mult∥∞

}
⩽ max

{
2(m2

+ m+ 1)α, 2(m+ 1)α
}

⩽ 2(m2
+ m+ 1)α.

That is to say, we can get the noise-level ofC(l−1)Mult is equiv-
alent to the noise-level of the former. Addition to recursion,
we can obtain the corresponding noise-level of signcryption
C(l−1)Mult = C1⊙C2⊙· · ·⊙Cl is bounded by (l− 1)(m2

+

m+ 1)α.
(2). Addition to recursion and Lemma 1, we can obtain that

the noise-level of U∗ is bounded by (l − 1)(m+ 1)β.
In this case, we can set smaller parameters accordingly.
Completeness. Addition to the noise-level analysed on the

above, we could set appropriate parameters in order to guar-
antee the correctness of homomorphic evaluation, which in
turn assure the completeness of the proposed FHSC scheme.

C. SECURITY
Theorem 3 (IND-CPA Security): The proposed FHSC

scheme is IND-CPA secure, if the GSW scheme is IND-CPA
secure.
Proof 3: From the construction of FHSC scheme, our

signcryption are exactly (m2
+ 1) ciphertexts of GSW. Thus,

the IND-CPA security of FHSC scheme is directly derived
from the IND-CPA security of GSW.
Theorem 4 (Strong Unforgeability): Our (leveled) FHSC

scheme is strongly unforgeable, if the GSW scheme is
IND-CPA secure and GVW scheme is strongly unforgeable.
Proof 4: We assume that exists a PPT forger F can

forge a signcryption with non-negligible probability δ.
Then F can break the IND-CPA security of GSW or the
strong-unforgeability of GVW.

The reduction C runs Setup to obtain public parameter
prms and generates a pair of sender’s key (A,T) as well as
a pair of receiver’s key (B, s). Then he sends (prms,A,B)

to F . In the process of signcryption querying, F chooses
messages (x1, · · · , xN ) and sends them to C. Then C sign-
crypts messages to obtain the signcryptions (C1, · · · ,CN )

and sends them to F .
Assume that the forger F can forge a signcryption. That is

to say, the forger F sends a tuple of forgery
(
f , y′,C′

)
to C,

where C′ =
(
C′1,C

′

2

)
, C′1 =

(
C′ij
)
i,j∈[m]

.

Firstly, f is an admissible function. If not,
(
f , y′,C′

)
is

not a forgery. Secondly, C consider forger’s signcryption C′.
C unsigncrypts the forger’s signcryption C′ to obtain the
corresponding signature U′. Then the C computes Cf =

Evalprms (f , (x1,C1), · · · , (xN ,CN )) and unsigncrypts the
signcryption Cf =

(
Cf ,1,Cf ,2

)
to obtain the corresponding

signatureUf . IfU′ = Uf , it means that the forger can decrypt
the homomorphic signcryption Cf . That is to say, F breaks
the IND-CPA security of GSW.
Otherwise, we have Uf ̸= U′. Let y = f (x1, · · · , xN ) and

Vf = Processprms (f ). It holds that Vf = AU′ + y′ · G =
AUf + y · G. Thus, U′ is indeed a forgery of GVW. In other
words, F breaks the strong unforgeability of GVW.

V. CONCLUSION AND OPEN PROBLEMS
In this paper, we constructed a leveled FHSC scheme
and proved its completeness, IND-CPA security and
strong-unforgeability under the standard assumption. How-
ever, the proposed FHSC scheme is not efficient enough.
Therefore, it is interesting to design more efficient FHSC
schemes. Moreover, it is an important problem to con-
struct non-leveled FHSC schemes. It is well known that
there have been non-leveled FHE schemes using bootstrap-
ping. Thus, it maybe a method to design non-leveled FHS
schemes firstly, and then transport it to non-leveled FHSC
schemes.
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