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ABSTRACT Multi-agent system research is a hot topic in different application domains. In robotics, multi-
agent robot systems (MRS) can realize complex tasks even if the behavior of each agent seems simple
thanks to the cooperation between them. Although many control algorithms for MRS are proposed, few
experimental results are validated on real data, being essential to building new testbeds to conduct MRS
research and teaching.Moreover, most existing platforms for experimentation do not offer an overall solution
allowing software and hardware design tools. This paper describes the design and operation of Robotic
Park, a new indoor experimental platform for research in MRS. The heterogeneity and flexibility of its
configuration are two of its main contributions. It supports control design and validation of MRS algorithms.
Experiences can be carried out in a virtual environment, physical environment, or under a hybrid scheme,
as digital twins have been developed in Gazebo andWebots. Currently, two types of aerial vehicles (Crazyflie
2.X and DJI Tello) and two types of differential mobile robots (Turtlebot3 and Khepera IV) are available.
Both internal and external positioning systems using different technologies such as Motion Capture or
Ultra-WideBand are also available for experiences. All components are connected through ROS2 (Robot
Operating System 2) which enables experiences under a centralized, distributed, or hybrid scheme, and
different communication strategies can be implemented. All these features are novelties with respect to
other existing platforms. A mixed reality experience that addresses the problem of formation control using
event-based control illustrates the platform usage.

INDEX TERMS Motion control, multi-agent systems, robotics education.

I. INTRODUCTION
RObotics is an inherently interdisciplinary field involving
different domains such as engineering, computer science,
or control [1]. The correct synergy between these fields
entails a more efficient performance of the developed sys-
tems. For instance, the quality of sensors’ measurements
will have a direct impact on the control performance, and
some tasks can be unfeasible if minimum accuracies are not
reached [2]. These issues are more challenging when the
system is composed of more than one robot and they have
to cooperate. Multi-Robot Systems (MRSs) [3], also known
as swarms when the number of agents is high [4], is one of
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the areas with great interest in robotics. These systems are
designed to solve tasks that are computationally complex or
highly time-consuming for a single robot. A good configu-
ration of MRS directly influences an increase in efficiency,
effectiveness, flexibility, and fault tolerance [5].

MRS is an extensive research field, and therefore, the
taxonomy criteria of these systems are varied: the diversity
of its agents (homogeneous or heterogeneous) [6], its con-
trol and communication architecture (centralized, distributed
or hybrid) [7], its operating environment (indoors or out-
doors) [8], the positioning system, the technology used in
communication such as Ultra-Wide Band (UWB) [9], the
technique used to build the environment [10], among others.
Additionally, the variety of control algorithms available in
the literature for MRS is wide. In this way, for formation
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problems by consensus or leader-follower (one of the most
studied for MRS), it is possible to find studies focused on
the most traditional control algorithms such as Proportional
Integral Derivative (PID) controllers [11] or Linear-Quadratic
Regulator (LQR) [12] or in more complex algorithms such as
robust control [13], predictive control [14], intelligent control
through neural networks [15] or genetic algorithms [16].

Experimental platforms, or testbeds, are essential tools to
evaluate and validate in-depth the developments of MRS in
a controlled environment. Depending on their nature, these
platforms can be virtual, physical or hybrid [17]. On the
one hand, full virtual platforms are the most accessible
tool to develop and validate algorithms since they do not
require a reserved physical space and their only constraint
is the computing capacity of the system on which they run.
The most used software tools are Gazebo, Webots, Cop-
peliaSim and CARLA [18]. On the other hand, the phys-
ical environments allow validating in a real platform the
MRS theoretical developments. Some examples of these plat-
forms are Robotarium [19], the first MRS platform remotely
accessible or DuckieTown [20], Pi-puck ecosystem [21]
designed for differential vehicles. Other low-cost and open-
source mobile robot homogeneous platforms can be found
in SMARTmBOT [22] and HeRo [23]. In this way, the main
operating experimental platforms for MRS make use of dif-
ferential action mobile robots, being very few heterogeneous
platforms. Finally, hybrid platforms are the so-called mixed
reality, combining real and virtual robots [24].Within this cat-
egory are the Digital Twins (DTs), which are virtual replicas
of real physical systems that, unlike conventional simulators
or digital models, can interact with the physical system in
real-time through bidirectional communication [25].

Although virtual platforms allow working with any system
in almost any scenario in a faster and safer way than using
real robots, it often happens that algorithms with perfect
simulation results do not work under real-world conditions.
Indeed, most of the results for distributed MRS are only still
being validated in simulation, being crucial to building new
testbeds to conduct MRS research.

This paper describes the development of a complete het-
erogeneous experimental platform called Robotic Park. This
platform is designed to support MRS experiences combining
different types of vehicles: micro-aerial quadcopter Crazyflie
2.1 [26] and DJI Tello [27], and differential mobile robots
such as Turtlebot3 Burger and Khepera IV. The heterogeneity
of the agents in Robotic Park along with the flexibility of
its configuration are two of its main features. Most existing
testbeds usually work with homogeneous agents and their
systems offer very good experiences but less flexible config-
urations than Robotic Park. The architecture of Robotic Park
allows to work in a virtual environment (simulation of the
system), in a physical environment (robots in a real scenario),
or in a hybrid scheme. The virtual environment includes two
different simulators, based on Gazebo [28] and Webots [29].
Gazebo is the most used open-source 3D robotics simulator.

It supports a wide range of sensors and objects and high
compatibility with systems such as ROS and ROS2. However,
it may present a certain barrier to entry for users not familiar
with its environment. For this reason, Robotic Park includes
a Webots simulator with less compatibility than Gazebo but
simpler to use. It provides a friendly interface that enables
programming and simulating MRS in short periods of time.
This broader the user profiles who can benefit from working
with our platform. Both tools allow students or researchers to
develop and test algorithms before implementation with real
robots.

Furthermore in the physical environment of Robotic Park
in addition to the different types of vehicles three position-
ing systems that use different technologies are available:
LightHouse (internal), Loco Positioning System (internal),
and Vicon Motion Capture (external). All elements are con-
nected through a ROS2 network. This system has been chosen
for being more suitable when implementing decentralized
architectures and allows adding new robots and sensors with
minimal changes to the existing infrastructure. Robotic Park
can also be used as a hybrid platform, i.e., to combine real
and digital twin robots in an experience. This combination
of agents is possible thanks to the implementation in ROS2.
In fact, the implementations and experiment designs are iden-
tical for simulation and experimentation on hardware. Using
the real or virtual environment only depends on the nodes or
parameters that are executed, whereas the nomenclature and
typology of the variables are the same in both environments.
Therefore, in this work, a complete heterogeneous flexible,
and easy-to-use indoor platform to performMRS experiments
is developed. The main contributions are summed up to:

• It enables the use of highly heterogeneous agents, allow-
ing experiences with a variety of robots of different
nature.

• It supports virtual, real, or hybrid scheme experiences.
This expands the validation of MRS algorithms usually
done by simulation to real or hybrid environments.

• It includes two hybrid frameworks that enable combin-
ing real and virtual agents in mixed reality experiences,
as the digital twins are indistinguishable from the real
agents. This fact allows MRS mixed reality experiences
regardless of the number of agents and their nature.

• All components are integrated through ROS 2 which
allows centralized, distributed, or hybrid control and
communication architectures for multi-agent systems.
This is a novelty regarding the widespread use of ROS
in other environments and allows running distributed
systems in a simpler way.

• It supports control strategies design and validation of
MRS algorithms. Particularly interesting is the use of the
platform for experimentation tasks based on distributive
and cooperative work among agents involving restric-
tions in the computation time and data transmission,
where event-based control techniques can be applied.
In this regard, the communication between nodes is
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implemented in such a way that changing from one
policy to another is simple and transparent to the user.
A comparison between periodic and event-based com-
munication is presented in this paper applied to the
formation control problem.

• Technical details in the development of Robotic Park,
which are usually omitted in most of the publications,
are also presented in the paper.

The design of Robotic Park was motivated by our interest
in experimentation tasks with MRS involving restrictions in
the computation time and data transmission. The platform has
beenworking for one year and some experiences have already
been carried out, showing its potential. Authors have studied
event-based control techniques to reduce the occupancy of the
communication channel [30]. It has been shown that the use
of these strategies can optimize the communication and the
use of the microcontrollers of the robots [31]. This is essential
when working with power-constrained agents. The reduction
of unnecessary operations allows the extension of the life
of the batteries and extends the length of the experiences.
In [32] an experience making use of mixed reality is pre-
sented. In that case, real aerial robots and mobile differential
robots digital twins were combined for the formation by the
consensus problem.

The paper is organized as follows. Section 2 describes
in detail the experimental environment and its components.
Section 3 presents the control problem of multi-agent sys-
tems focused on formation with distance constraints. Sec-
tion 4 includes experiences and discusses experimental
results using the platform. Finally, Section 5 ends the paper
with conclusions and suggestions for future works.

II. EXPERIMENTAL PLATFORM
The platform called Robotic Park, as shown in Figure 1, is a
testbed focused on carrying out control and robotics experi-
ences. Its setting and components are focused on indoor appli-
cations. The target users of this platform are researchers and
students. For researchers, a variety of robots with different
configurations are available to validate theoretical develop-
ments in real environments. For students, this type of platform
is a bonus incentive to reinforce knowledge and verify that
theoretical concepts have applications in the real world.

Figure 2 shows a schematic laboratory diagram of the
platform including the different components and their inter-
actions. The platform logo is shown in the upper right cor-
ner. Components directly connected to the Robot Operating
System 2 (ROS2) laboratory network are shown within the
marked green area. This includes the robots (Kheperas IV, DJI
Tello and Turtlebot3 Burger), a laptop to address communi-
cation with the Crazyflies and user interaction, and a personal
computer (PC) to run the software Tracker 3.9 related to the
ViconMoCap system. Vicon’s positioning system data is read
from a node running on the laptop. As the other two posi-
tioning systems available, the Lighthouse and the Loco, are
outside the ROS2 network. Their data are published through

FIGURE 1. Robotic Park experimental platform.

the Crazyflies which uses the Crazyradio PA connected to the
laptop. Using the appropriate deck, Crazyflies can use any
of the positioning systems. The Kheperas IV and DJI Tello
are connected to the ROS2 network through a client-server
node that can be run on the laptop or on a Raspberry Pi as a
base station. The Turtlebot3 Burger uses its own Raspberry
Pi to connect to the ROS2 network. All these components are
described in more detail below.

A. ROS2
The ROS2 is an open-source and modular tool that helps to
build robot applications. A network defined in this middle-
ware is composed of nodes, topics, and services. Nodes are
the processing units of the network with specific purposes,
such as reading sensors, controlling motors, etc. Communica-
tion between nodes is carried out through topics and services.
Topics are variables based on the publisher-subscriber model.
When call-and-response-based communication is required,
services are used.

We have chosen this framework for the following reasons:
i) Its use is widespread among roboticists which increases
Robotic Park accessibility; ii) It enables to integrate all com-
ponents (software components, drivers for robots hardware,
and robotic algorithms) in the same network; iii) ROS2 is
multi-platform. It has first-class support for Windows, Linux,
and Mac operating systems allowing seamless development
of on-robot autonomy that can be programmed in C++ and
Python. This includes most of the target community; iv) it
allows running distributed systems in a simpler way. The last
reason is the main advantage of ROS2 over its initial version,
ROS, which has a centralized system architecture where all
the elements processes are connected to the ROS_MASTER.
In ROS2 this is no longer required. Moreover ROS Noetic,
the current distribution of the original ROS, has been under
development for over half a decade and will be the last.
ROS2 is also compatible with more complex technologies
such as the Fiware platform [33], an open-source platform
for developing Internet of Things (IoT) applications.
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FIGURE 2. Schematic diagram of Robotic Park components: a) Lighthouse base stations b) Cameras Vero v2.2 c) Loco Positioning System anchors d) PC
with software Tracker 3.9 e) Laptop f) Raspberry Pi as base station g) Crazuflie 2.x h) DJI Tello i) Khepera IV j) Turtlebot3 Burger k) Digital Twins of real
robots.

In the designed architecture, each robot is defined within a
namespace (virtual subspace of the network where all nodes
and topics are prefixed in the name), and all the nodes nec-
essary for its operation are grouped. For instance, Figure 3
shows the generic namespace of a Khepera IV robot, agent03.
In this way, the robot set can be scaled without variable name
conflicts. A driver node is defined for each robot which is
responsible for the communication with sensors and actua-
tors. If off-board controllers are available in a robot, they
will be under the same namespace. Digital Twins in a ROS
network are indistinguishable from real robots since they use
the same nomenclature and types of nodes and topics. In soft-
ware tools such as Gazebo, their appearance and sensing
capabilities are configured in.urdf files [34].

B. POSITIONING SYSTEMS
Indoor positioning systems are indispensable to perform con-
trol experiments with any mobile robot system. One of the
first issues to be considered in the design is how to obtain the
location of the robots accurately. As previously mentioned,
the arena (which is the volume for experimentation) is an
indoor working environment. Its size is 2 m × 2 m × 2.5 m
(length, width, height). To cover the positioning of robots we
have three positioning systems: Vicon MoCap, LightHouse
and Loco Positioning System.

The Vicon’s Motion Capture system is an external posi-
tioning system. It estimates the position of the robots from

FIGURE 3. Robot namespace example.

the detection of reflective markers with a previously defined
geometry. It is composed of six Vero v2.2 infrared cameras
with a resolution of 2.2 megapixels. They are located around
the arena in the upper area of the laboratory walls with an
angle that maximizes the covered space. These cameras are
connected to a PC running on the Windows operating system
that executes Vicon’s Tracker 3.9, the software related to the
Vicon MoCap system. The software computes the position of
the robot by image processing detecting a marker distribution
previously predefined for each robot. The position data of
each robot is published into the ROS2 network through a topic
of the type geometry_msg/Pose using a node that incorporates
the Vicon’s Software Development Kit (SDK). Its precision
and accuracy are below the millimeter. Its run frequency is
100 Hz (frequency of the robot position controllers), being
possible to increase it up to 250 Hz.
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FIGURE 4. Crazyflies with Loco Positioning deck (left, green), Motion
capture marker deck (center, red), and Lighthouse positioning deck (right,
blue).

The Lighthouse is an internal and optically-based posi-
tioning system of the Crazyflie quadrotors. Its main advan-
tages are the direct acquisition of the global positioning of the
robot without delays due to data processing and transmission,
and its low cost. The system uses the SteamVR Base Station
as an optical beacon and enables an accuracy better than a
decimeter and a millimeter of precision. Base stations are
made up of two rotating drums (V1) or one with two inclined
light planes (V2) that use laser light. The robot must be
equipped with a light receiver (a photodiode) that measures
the angle between the sensor and the base station. By using
multiple receivers (lighthouse deck), it is possible to estimate
the position and orientation of the object relative to the base
station. From the known position of the base station, the
position of the robot can be calculated. The system allows
an operating frequency of 50 Hz with a range of 6 meters.
The data is sent by the robot to the ROS2 network through a
topic of the type geometry_msg/Pose through the Crazyradio
PA.

The Loco Positioning System uses a similar philosophy
to the LightHouse but it is based on a different technology:
Ultra-Wide Band (UWB) technology instead of laser. The
system supports a configuration with 4, 6, and 8 anchors
strategically placed in the working environment. By sending
short, high-frequency radio messages between the anchors
and the robot receivers, the system measures the distance
from each anchor to the receivers and calculates the receiver
position from that information. It can be configured for a
range of up to 30 meters with accuracy like the LightHouse
system. The data is sent by the robot to the ROS2 network
through a topic of the type geometry_msg/Pose through the
Crazyradio PA.

Figure 4 shows the different decks that can be connected
to the Crazyflies to use the different positioning systems
described above. In the case of differential robots, due to
the precision of their motors, they can use their odometry
to define an initial position and the MoCap system as the
external positioning system. Figure 5 shows the Turtlebot3
Burger robot using odometry and the Khepera IV robot with
MoCap markers.

FIGURE 5. Robot Turtlebot3 Burger (left) and Khepera IV (right).

C. ROBOTS
The main feature of Robotic Park is to offer experiences for
heterogeneous MRS. In its implementation, two types of the
most used robots are included: aerial and differential drive
robots. The description of the available robots is given below.

1) AERIAL ROBOTS
a: Crazyflie 2.x
These are classified as micro aerial vehicles. Due to their
small size (92 · 92 · 29 millimeters), low mass (27 grams),
and inertia, they are suitable for indoor experimentation.
Crazyflie is an open-source platform with a wide range of
sensors. It includes an API in Python to interact with the robot
through the Crazyradio PA antenna. A maximum of 15 robots
can be connected to each antenna. It has a STM32F405
microcontroller and a Bluetoothmodule to be controlled from
a PC or a mobile device. Among its most outstanding sensors,
they have a multi-ranger deck, which allows obtaining the
distance to obstacles in the main axes of the robot; a Flow
deck v2, for the estimation of movement in the X-Y plane by
visual odometry; and an AI deck, which supposes an increase
in the computing and communication through the GAP8 low-
power processor.

b: DJI Tello
It is a commercial quadrotor whose main advantage over
the Crazyflie is the improvement in the quality of its front
camera. If we compare its physical characteristics, its size is
similar (98·92.5·41 millimeters) but DJI Tello is heavier than
Crazyflie (80 grams). It is a closed platform that includes a
SDK in Python to interact with it. Its local positioning is done
through visual odometry and a distance sensor located in its
lower area. The velocity controller runs on board. To close
the position control loop is necessary an external positioning
system (such as Vicon Motion Capture). They use 2.4 GHz
802.11n Wi-Fi to communicate, and the robot can be config-
ured as an Access Point to increase the number of agents.

The model of both quadrotors is the same and it only
changes the physical parameters [35]. As it is a non-linear
model, it is possible to carry out a large number of exper-
iments with different types of controllers. The proposed
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FIGURE 6. Block diagram of the quadrotors’ control architecture.

control solutions go from advanced nonlinear algorithms [36]
to simple linear PID controllers [37]. Linear controllers have
better performance when the robot works around an oper-
ating point. The control architecture of this type of agents
usually has two levels made up of a cascade system each
one, as shown in Figure 6. The upper level is in charge of
controlling the position and speed of the robot. This level
usually runs at 100 Hz. Its input signal is the target position
and its outputs are the thrust and the Pitch and Roll angles.
The next level is the stability control and it is defined by the
Attitude controller and Rate controller. It requires a higher
operating frequency, 500 Hz, and its output signals are the
commands that each robot’s rotors must receive.

2) DIFFERENTIAL MOBILE ROBOTS
a: Khepera IV
It is a wheeled mobile robot designed by K-Team [38]. Its
weight is 540 g and its payload limit is 2 Kg. It is specially
designed to work on hard and flat surfaces indoors. It uses
the odometry of its wheels to estimate its local position and its
velocity. Therefore, it needs an external positioning system to
know its initial position and correct the estimate if the wheels
slides. Among the sensors that the robot incorporates, are a
monocular color camera (752 · 480 pixels, 30 FPS), 8 Infra-
red proximity and ambient light sensors with up to 25 cm
range, 4 Infra-red ground proximity sensors for line following
applications and fall avoidance, 5 Ultrasonic sensors with
range 25 cm to 2 m and 3 axis gyroscope and accelerometer
are included. Communication is possible using 802.11 b/g
WiFi and Bluetooth 2.0 EDR. Due to the Linux version of
the robots’ CPU (Yocto 1.8), communication to the ROS2
network is via WiFi with a client at a base station within the
network.

b: Turtlebot3 Burger
It is an open-source wheeled mobile robot developed by
ROBOTIS’ Co [39]. It is one of the most used platforms for
teaching robotics. It is a robot specifically designed to operate
in indoor environments with ROS/ROS2. Its main advantage
over the Khepera IV is its greater configuration flexibility
(its main CPU is a Raspberry Pi 4 with 2Gb of RAM). Its
dimensions are 138·178·192millimeters. Its weight including
sensors is 1kg and its maximum payload is 15kg. Its sensors
in the basic configuration are a 360 Laser Distance Sensor

FIGURE 7. Block diagram of the differential mobile robots’ control
architecture.

LDS-01 or LDS-02 and an IMU with 3 axis gyroscope and
accelerometer.

The full model of these robots is made up of three levels:
direct kinematics, dynamic, and motors. However, due to the
characteristics of these robots, we generally work with their
direct kinematic model [40]. These robots are non-holonomic
and subject to the following constraint:

ẋ sinϕ − ẏ cosϕ = 0 (1)

where ẋ and ẏ denotes the linear velocities and ϕ the orienta-
tion of robot.

The position control architecture is made up of a single
level with two controllers: position and orientation, as shown
in Figure 7. The feedback signal of this control level is the
position of the robot, p⃗i, and its control signal is the linear,
vi, and angular, ωi, velocity commands. It is necessary a first
function to transform the pose value from global to local
frame. The outputs of this function are the distance error,
edistance, and the yaw angle error, eyaw. Obstacle avoidance is
also implemented at this level. All robots on the platform have
obstacle avoidance implemented by artificial potentials [41].

D. SIMULATORS
Simulators are a key tool in any experimental platform as
they provide a fully controlled virtual testing and validation
environment. They allow users simultaneous experimentation
without occupying resources or having to schedule reserva-
tions in the real platform. Likewise, they allow experiences
to be carried out when the set of users is geographically
distributed.

The construction of a complete experimental platform usu-
ally requires the development of a simulator as a first step.
Deploying a simulator does not require a large budget and
solutions are running on different operating systems. In fact,
the only constraint factor is the computational resources of
the device on which they run.

Among the available tools for dynamics simulation,
Robotic Park currently uses two of them, which, as explained
below, perfectly fit our necessities: Gazebo and Webots.

1) GAZEBO
This tool is one of the most used in robotics applications
because of its high integration with ROS/ROS2 [28]. Digital
twins of the Khepera IV robots, DJI Tello and Turtlebot3
Burger operating with ROS2 are currently available. The
Crazyflie rotors plugin is only available for ROS Noetic.
Figure 8 shows a high-fidelity replica of the real laboratory
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FIGURE 8. Robotic Park in Gazebo 11.

FIGURE 9. Robotic Park in Webots.

visualized using Gazebo. In this virtual environment, robots
will be subject to the same spatial constraints as in the real
one, and the ultrasound and laser measurements sensors will
be the same in both environments. In the experiences carried
out in ROS2, the simulated/real-time ratio is very close to one,
which ensures that the behavior in the simulation accurately
replicates the real robots.

2) WEBOTS
Webots launched in 2004 [29], provides a complete mobile
robotics simulation development environment. Its use has
been growing in recent years. This open-source tool was not
designed to work exclusively with ROS, offering much more
versatility to perform experiences outside of the ROS/ROS2
networks. In addition, it includes libraries with a large num-
ber of robot models equipped with many sensors and actu-
ators developed by the same manufacturers. This makes
researchers focus on control tasks and, hence, avoid spending
a lot of time in the development of the model. Specifically,
in the 2023a version, Khepera IV, Turtlebot3 Burger, and
Crazyflie 2.1 robot models are available.

III. MULTIAGENT CONTROL ARCHITECTURE
MRS robots are provided with an advanced control system
usually comprised of several hierarchically ordered subsys-
tems. In this paper, a three-level control structure of each
agent is used as illustrated in Figure 10: individual controller

at the low level, coordination at the middle level, and path
planning at the upper level. The first level (individual con-
troller) takes care of the position and orientation of each
agent, and its control architecture has already been presented
in section II-C. Additionally, the control law includes at this
level a term to avoid collisions between robots. Its implemen-
tation is based on repulsive potential fields as follows:

Uk =


1
2
η(

1
dk

−
1
d0

)2 if dk ≤ d0

0 if dk > d0
(2)

where Uk denotes the repulsive potential of sensor k , dk is
the value of the distance between the robot and the obstacle,
d0 is a threshold that activates the repulsive potential, and η

is a constant that characterizes the field. Then, the resulting
repulsive force Fk can be written as follows:

Fk =−∇Uk =

 η(
1
dk

−
1
d0

)
1

d2k

pk − po
dk

if dk ≤ d0

0 if dk > d0
(3)

where pk−po is the relative position between the robot and the
obstacle. Then, the sum of all repulsive forces is F =

∑
k Fk ,

and hence, this has an impact on the goal position according
to the following expression:

uoa = h · v ·
F

∥F∥
(4)

where uoa is the deviation of the goal position signal received
from the coordination level, h is the period of the controller,
and v is a constant velocity.

The coordination control of the agents corresponds to the
second level and can be implemented either with a central-
ized or decentralized control architecture [42]. In central-
ized control, the global controllers are implemented on a
single node executed on a PC. This node is subscribed to all
robot positions and generates the goal positions for each one.
This configuration improves the performance regarding agent
synchronization. However, this architecture presents serious
scalability problems when the number of agents increases.
In the decentralized control scheme, each agent has its own
onboard controller in its namespace, and it is only subscribed
to the position of a subset of the agents called neighbors. This
architecture increases the practical autonomy of the agents
and allows the onboard implementation of the controller, and
it further reduces delays when transmitting the goal position
to the position controllers.

The controllers that are involved at the Coordination level
are the formation controller, in charge of generating the
commands so that the desired formation is achieved, and the
tracking control [43], which will command the formation in
a coordinated way over the space.

Regardless of whether the architecture is centralized or
distributed, the multi-agent system can be modeled in terms
of a graph G(V, E), where V = {v1, . . . , vN } is a finite set of
N vertices representing the nodes or agents and E ⊆ V × V
is a finite set of edges, representing the communication links
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FIGURE 10. Hierarchical structure of MRS’ agent control.

between a pair o agents. An edge connecting nodes i ∈ V and
j ∈ V will be denoted as (i, j). Any two nodes (agents) i and
j are adjacent if they are connected by an edge (i, j) and E ={
(i, j) ∈ V × V : vi, vj adjacent

}
. If no edge has orientation,

that is, if all edges (communication links) in the graph are
bidirectional, the graph is undirected, (i, j) ∈ E ⇐⇒ (j, i) ∈

E . On the other hand, when any of the connections is not
bidirectional, the graph is directed. The adjacency matrix,
A = [aij] ∈ RN×N , of G is defined by aij = 1 if i and j
are adjacent or aij = 0 otherwise. Furthermore, the degree
matrix D = dij ∈ RN×N , of G is the diagonal matrix defined
as dij = deg(vi) if i = j or dij = 0 otherwise, where the degree
deg(vi) of a vertex counts the number of nodes connected
to the vertex i. In other words, deg(vi) is the cardinality of
node i′s neighbor set Ni = {j ∈ V : (i, j) ∈ E}. The Laplacian
matrix L of G is defined as follows:

L = D− A. (5)

There are several ways in the literature to approach the
multi-agent formation problem, as surveyed in [44]. More-
over, the formation can be basically defined in two ways:
a desired relative position for each pair of agents that are
connected in the graph, so that each edge will have a target
relative position defined by a vector; or a target distance dij
to be reached for each pair of connected agents i and j. This
second approach fits better with the sensing capabilities that
autonomous robots usually have, but it should be handled
with more care since further properties such as rigidity of the
graph should be considered [45].

Let us denote as pi ∈ R3 the position of any agent i. The
formation controller is defined as follows:

usi =
1
2

∑
j∈Ni

µij(d2ij − ∥pi − pj∥2)(pi − pj) (6)

where µij > 0 is a gain and dij represents the desired
distance between agents i and j. Note that the control signal
usi approaches zero when the distance between i and j given
by ∥pi − pj∥ converges to dij.

From the practical point of view, defining the formation in
terms of desired distances and not in terms of desired relative
positionsmakes themovement in the three axes to be coupled.
This implies that a disturbance in any of the axes causes the
controller to generate a new control signal for each one.

At the coordination level, the tracking controller receives
the topic target_pose, denoted by qi, as a reference signal.
This input comes from the immediately higher level responsi-
ble for the agent’s path planning. Then, the generated control
signal generated by the tracking controller, uti , is computed in
the following form:

uti = −
1
2
ki∥pi − qi∥2(pi − qi) (7)

where ki > 0 is a gain. This control signal is added to usi
defined above in (6), obtaining a new goal position, and yields
the control input for the agent i as follows:

ui = usi + uti . (8)

Moreover, there are several ways to generate this target posi-
tion qi in the coordinated movement of a multi-agent system.
One way is to define a leader of the formation that will follow
a trajectory generated by the upper level of the control archi-
tecture. In this leader-follower scheme, the leader transmits
its position to its neighbors at certain instants of time, but it
does not receive information from them. This way, the team
of robots tries to follow the leader, and the agents that are
further away from it in the communication graph will have
a slower response. This implementation shows a directed
graph. Another strategy is called dominance formation [43],
in which a weight is defined for each link, and those edges
that connect to the leader have a higher weight. In this case,
the leader receives its neighbors’ position. Finally, if there is
no leader agent in the formation, the collective movement is
achieved from the consensus between all the agents.

A. EVENT BASED CONTROL
Event-based sampling and control is an alternative to the
periodic samplingmethod that has been proven to be effective
in reducing the number of samples, updating the control
signal, etc [46]. The main idea is that it is the state/the output
of the system and not the time what determines when to
sample the system. The average rate of event-triggered trans-
missions is usually much lower than the sampling frequency
in sampled-data systems, which implies the superiority of the
event-based techniques in resource-constrained applications.
However, the sampled-data theory is no longer applicable for
the event-triggered control since the fundamental assumption
of equidistant sampling is violated, and new theoretical devel-
opments have been necessary to derive stability conditions
(see [47] and references therein).

In recent decades it has experienced a boom due to the
advantages it provides in cyber-physical systems (networked
control systems). In these systems, there is a strong cou-
pling between control, computation, and communication.
Therefore, the design of strategies must be carried out in an
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integrated manner to obtain adequate results. In the case of
battery-powered systems, such as robots, the autonomy of the
agents is a bottleneck in their development. Efficient use of
available resources has a particular impact as it allows the
extension of the system’s autonomy.

Normally, in event-based sampling, a trigger function is
defined depending on an error function and a threshold,
so that an event (sampling) occurs when the error function
reaches that limit value. Usually, the error function is defined
as an absolute difference between the last transmitted mea-
surement and the current measurement, and there are different
proposals for the threshold in the literature (constant, state-
dependent, etc) but, in general terms, the larger the thresh-
old, the lower the rate of events. Thus, the trigger time of
an event-based control system is defined by the following
recursive form:

tk+1 = inf {t : t > tk , f (e(t), x(t)) > 0} (9)

where x(t) denotes the state of the system at time t , e(t) =

x(tk ) − x(t) the error with respect to the state at the last
sampling instant (tk ) and f (e(t), x(t)) is the trigger function.
In the case of coordination control in multi-agent systems,

the event-based mechanism is implemented to reduce the
communication between agents, so that an agent transmits an
updated measurement (its position) to its neighbors when the
trigger function f (e(t), x(t)) crosses zero. In other words, this
trigger condition sets a maximum threshold for the error so
that movements of the agent below this threshold will not be
informed to the neighbors. When this implementation is used
to decrease the number of controller updates and, therefore,
to reduce the computational load, the trigger condition is
linked to the error received by the controller.

IV. EXPERIMENT AND RESULTS
In this section, we describe some of the first tests conducted
to show the potential uses of the developed platform. It is
a mixed reality experience that involves using digital twins.
The MRS is composed of different robots: 3 real Crazyflie
2.1, 1 real Turtlebot3 Burger, and 3 Khepera IV digital twins.
We will address a problem of formation control where the
agents are bound togethermaintaining a rigid formationwhile
fixing constant the hover height of the Crazyflies. We show
the fundamental parameters of the MRS used.

A. COMMUNICATION GRAPH
The directed and connected graph G(V, E) that defines the
communication between the seven agents is shown in Fig-
ure 11. The set of nodes:

V = {TB01,KH01,KH02,KH03,CF01,CF02,CF03}

(10)

represents the robots, where the prefix ‘‘TB’’ refers to the
Turtlebot3 Burger, ‘‘KH’’ to the Khepera IV and ‘‘CF’’ to the
Crazyflie 2.x.

The Turtlebot3 Burger is considered a ‘‘leader’’ and the
communication with its neighbors is directed. The links

FIGURE 11. MRS Graph G(V, E).

between the agents are defined by the following adjacency
matrix:

A =



0 0 0 0 0 0 0
1 0 1 1 1 0 0
0 1 0 1 0 1 0
1 1 1 0 0 1 0
1 1 0 0 0 1 1
0 0 1 1 1 0 1
0 0 0 0 1 1 0


. (11)

The desired formation is defined in terms of target dis-
tances dij. The values of dij for each edge are depicted over
the communication graph in Figure 11.

B. EXPERIMENTS
In the formation control experiment carried out in this work it
is intended that all agents in the formation follow the trajec-
tory described by the TB01 while maintaining the formation
specified by the set of desired distances for each edge of the
graph as shown in Figure 11.

The goal of this experience is to analyze the convergence
speed of the formation and the effect of the leader’s motion
over the formation. An event-based sampling communication
strategy (see section III-A for details) will be compared with
a traditional periodic sampling. The trigger function used
when working with the event-based scheme is send-on-delta
based on its current position with 1 cm as constant threshold
value [48].

Two different cases are detailed:
• Case 1. Each agent communicates its position to its
neighbors at 50 Hz.

• Case 2. Each agent communicates its position to its
neighbors when the event-based trigger is activated.

So, in the first case, the control law (6) will be updated
periodically according to the new neighbors’ poses received.
In the second case, the controller will be updated whenever an
event occurs in the neighborhood or at the agent itself. In both
cases, the experiment consists of two steps: First, the agents
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FIGURE 12. Global results. Case 1 (blue), Case 2 (red).

FIGURE 13. Formation progress before leader displacement from initial
poses (black) to desire constraints formation (magenta). Initial position:
∗; Final position: ∗.

start moving to acquire the desired formation (this is achieved
approximately in 12 s); and second, the agent leader moves
autonomously 0.75 m (on the x axis following a straight line).
The initial position and orientation of each agent could be
random.However, in the two cases described below, the initial
positions are the same to compare the results. The experiment
starts when the drones have taken off and reached a stable
position around 0.8 m.

To evaluate quantitatively the performance of the two
strategies, we use the following performance indices:

• Average frequency (f). With this parameter, we analyze
the number of transmissions carried out by the agents
over the time of the experiment. This index shows the
flow of information through the communication chan-
nel.

• Integral Absolute Error (IAE). This index weights
all errors equally over time. It gives global information
about the agents.

• Integral of Time-weighted Absolute Error (ITAE).
In systems that use step inputs, the initial error is always
high. Consequently, to make comparisons between sys-
tems, it is more relevant than the errors that are

FIGURE 14. Formation progress after leader displacement from
disturbances links (black) to desire constraints formation (magenta).
Initial position: ∗; Final position: ∗.

maintained over time have a greater weight than the
initial errors.

• Root Mean Square Error (RMSE). This performance
index is used to assess the accuracy of themodel in terms
of the error variance.

C. RESULTS
The global results of the performance measures described
above are shown in Figure 12. The purpose is to demonstrate
the potential of the Robotic Park platform and the impact of
event-based communication versus continuous communica-
tion. To improve the comparison, all results are normalized
with respect to the reference case, case 1. Hence, all perfor-
mance indices take a unit value for case 1, and the results
for the second case are weighed accordingly. This provides a
clearer interpretation of the results.

Upon analyzing the obtained errors, a slight improvement
can be seen in the second case (around 5%). This is mainly
due to the filtering effect that event-based communication
performs by removing the ripple in the signal transmitted
below the trigger threshold. This smoothness of the sig-
nal results in a similar smoothness of the control signals
obtained in the formation control of each agent. However,
a major improvement is obtained over the average frequency,
as expected. The observed decrease in transmitted signals is
89% (average frequency 5.07 Hz). This significant reduction
results in a more efficient operation of the MRS, whereas it
does not have a negative impact on the performance. In addi-
tion, for those agents with critical energy capacity, such as the
Crazyflies, reducing communication channel usage means an
increase in their autonomy and the range of feasible experi-
ences.

Figure 15 shows the results obtained for each of the agents
analyzing the total error calculated in the intra-swarm con-
troller. A similar error evolution is observed in the overall
results. In the case of the sampling frequencies, we observe
that the improvement is greater in the case of the ground
robots (96%, average frequency 1.57 Hz) than in the case of
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FIGURE 15. Individuals results. Case 1 (blue), Case 2 (red).

FIGURE 16. Global Errors.

the drones (81%, average frequency 8.58 Hz). This is due to
the more stable and smooth dynamics of the mobile robots,
which prevents event generation when they reach the desired
positions.

In Figure 16, the evolution over time of the error for each
agent is shown. The two steps of the experiment can be clearly
visualized in the Figure: First, the movement to reach the
formation (time 9s) and then the movement of the leader
that makes the rest of the system move accordingly (time

21s). In both cases, a decreasing trend towards zero error is
observed. In the case of the formation acquisition, all agents
respond in an equivalent way. Figure 13 shows the 3D tra-
jectories followed by the agents. However, the displacement
of the leader has a greater impact on those agents directly
connected to it, whereas the response of those agents that are
further away in the graph is smoother and slower. This also
makes the convergence to the formation slower. Figure 14
shows the 3D trajectories in this case.
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V. CONCLUSION
This work presents the experimental platform Robotic Park
for MRS research in control and robotics fields. The plat-
form allows experiences in three modes: using virtual agents,
real agents, or combining both. The hardware and software
components of the platform aim to achieve a flexible and
versatile testbed. To facilitate the development of experiences
using Robotic Park, a complete description of different types
of robots including their control architecture and the key
features of the positioning systems available are given. More-
over, the developed simulation environments which accu-
rately replicate real scenery have been presented. They allow
an efficient experience design before implementation in the
real system. An MRS experience that combines real robots
and digital twins in formation and displacement tasks has
been included to reflect the potential of the platform. This
experience illustrates a case-of-use of the system as well as
the performance of the proposed control approaches in terms
of accuracy and computational efficiency.

Future works involve adding robots with different con-
straints such as omnidirectional wheeled, spherical mobile
robots or Ackermann steering mechanisms. In the same way,
a multi-camera vision-based system will be evaluated as
a complement to the available positioning systems. Addi-
tionally, due to the distance learning format of the UNED,
with the high geographical distribution of the students, it is
planned to enable remote access to the platform. This will
enrich our existing network of remote laboratories. Finally,
the authors are currently preparing to release the source code
of the simulators to be publicly available.
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