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ABSTRACT Transient stability emergency control (TSEC) enhances power system transient stability during
large disturbances but faces challenges in the high-penetration wind power grid where the wind power
forecast error still cannot be ignored even with state-of-the-art forecasting methods. In this paper, the TSEC
problem is modeled as robust nonlinear programming with the objective of maintaining rotor angle stability
by generator tripping and load shedding while the uncertain wind power outputs are regarded as intervals.
Interval programming is employed to solve the robust TSEC problemwhere the trajectory sensitivity analysis
is applied to approximate the bounds of transient stability constraints. Numerical results on two test systems
demonstrate that the proposed method improves computational efficiency and shows good performance on
robustness.

INDEX TERMS Interval programming, trajectory sensitivity analysis, transient stability emergency control,
wind power uncertainties, worst case.

NOMENCLATURE
The main symbols used in this paper are listed below; others
are provided as required.

Abbreviations
BFGS Broyden-Fletcher-Goldfarb-Shanno

method.
DAE Differential algebraic equations.
EEAC Extended equal area criterion.
IO Interval optimization.
IPM Interior point method.
NLP Nonlinear optimization problem.
RO Robust optimization.
RTSEC Robust transient stability emergency

control.
SG Synchronous generator.
SP Stochastic programming.
SPS Special protection scheme.
TDS Time domain simulation.
TSEC Transient stability emergency control.
WT Wind turbine.
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Constants
Hm Inertia constant of WT.
nG, nW , nL Number of tripped synchronous gener-

ators, tripped wind turbines and shed
loads.

NG, NW , NL Number of synchronous generators,
wind turbines and loads.

Tep Time constant of active power control.
TJi Moment of inertia of the i-th generator.
Tv, kv Time constant and gain for the WT

voltage control.
xqs, xds q-axis and d-axis reactance of WT.

Variables
iqs, ids q-axis current and d-axis current of

W.T
M (1) First-order disturbance factor.
Pc, Qc Active power and reactive power on

grid side.
Ps, Qs Active power and reactive power on

generator side.
PW The mechanical power extracted from

the wind.
P∗
W Optimal mechanical power of WT.
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PmaxWi ,PminWi Upper and lower bound of the i-th
wind power output.

Te Electrical torque of wind turbine.
uG, uL , uW Percentages of tripped synchronous

generators, tripped wind turbines and
shed loads.

Vxi,Vyi Real and imaginary parts of voltage of
i-th bus.

Vxw,Vyw Real and imaginary parts of voltage of
WT bus.

δi(t) Rotor angle of generator i on time t .
ωm Wind turbine rotor speed.
ψs Magnetic flux of the permanent mag-

net of WT.

I. INTRODUCTION
Large-scale wind generation continues to be integrated into
power systems worldwide due to environmental benefits.
However, the fluctuating and uncertain nature of wind power
threats power system stability and brings difficulties for
power system operators [1]. For example, the wind power loss
of about 1.8 GW caused Great Britain’s power system black-
out after successive disturbances on 9th August 2019 [2].
The power system operation condition of the high-penetration
wind generation shows significant differences compared with
the traditional power system, leading to higher operation
requirements for power systems.

Power system emergency control is essential for both
microgrids [3] and transmission grids [4]. Transient stability
emergency control (TSEC) is designed to keep the rotor
angle synchronism after a severe fault. Generally, the special
protection schemes (SPS) of the TSEC are summarized in
two categories: closed-loop (response-driven) [5] and open-
loop (event-driven) [6]. A flexible control strategy based
on model predictive control (MPC) is proposed to ensure
transient stability of the sending-end system [7], [8]. How-
ever, the wide-area measurement system-based closed-loop
method [9], which is difficult to implement in practical
projects, is hindered by communication signal delay. Tran-
sient stability emergency control is usually designed as an
open-loop scheme to eliminate possible rotor instability by
applying control measures that are stored in look-up tables
beforehand, such as generator tripping and load shedding
after severe disturbance [10].

With the large-scale integration of wind power, the
mechanical inertia of the power system continues to decrease.
Researchers have proposed tripping the wind turbine to
improve transient stability [11], [12]. However, the dynamics
of wind turbines are ignored. Meanwhile, even though the
state-of-the-art forecasting method is adopted, wind power
forecast error is about 10% in ultra-short-term wind predic-
tion [13]. One of the significant challenges in TSEC research
is obtaining robust emergency control strategies for grids with
high wind power penetration.

Previous studies usually model the TSEC problem
as a large-scale optimal control problem (OCP) with
differential-algebraic equations (DAEs), which are typically
deterministic and work only for a traditional system without
uncertainty. When wind output power fluctuates over the pre-
dicted value, the robustness of the control strategy calculated
in advance decreases.

To address the renewable energy uncertainty, the dynamic
optimization framework, wherein the wind power is modeled
as uncertainty sets, has been used with stochastic program-
ming (SP) [14], robust optimization (RO) [15], and interval
optimization (IO) [16] as summarized in Table 1. The SP is
applied to solve transient stability constrained optimal power
flow (TSCOPF), where a series of representative wind sce-
narios are constructed [14]. However, SP generally requires
massive test scenarios to guarantee robustness. Compared
with SP, RO and IO are the more conservative methods. The
RO is a practical approach because the variation interval
of the uncertainties is only required. The RO is applied to
solve the preventive-corrective transient stability dispatch of
power systems against wind power uncertainty and shows
good performance on robustness [17]. However, the itera-
tive method is time-consuming and may not be computa-
tionally reliable in practical application. IO is an appealing
iteration-free method, which significantly improves compu-
tational efficiency [16]. Since the transient stability con-
straints are implicit and nonlinear, their bounds are difficult to
obtain [18]. Meanwhile, high dimensional uncertainty greatly
reduces computational efficiency. The linear approximation
method is proposed to convert uncertain NLP to a deter-
ministic optimization problem which improves optimization
efficiency [16], [18]. Trajectory sensitivity, a by-product of
time domain simulation (TDS), can quantitatively describe
the linear relationship between uncertain parameters and tran-
sient stability constraints [19]. Once the bounds of transient
stability constraints are established, the scale of TSEC is
decreased and independent of the dimension of uncertainty.

As the scale of modern power system increases, another
difficulty comes from DAEs constraints with complex
dynamic component models. Up to now, different meth-
ods have been proposed to describe and simplify the DAEs
constraints, also known as the direct method, such as tran-
sient energy function [20], extended equal area criterion
(EEAC) [21], the stability region-based controlling unsta-
ble equilibrium point method (BCU) [22], single-machine
equivalent [23] and the potential energy boundary surface
(PEBS) method [24] as summarized in Table 1. A preven-
tive generation rescheduling and corrective load-shedding
method based on EEAC is proposed under wind power
uncertainty [15]. However, simplification comes at the cost
of violating reliability. With the development of artificial
intelligence, an adaptivemethod based on deep reinforcement
learning (DRL) is proposed to solve the TSEC problem [25].
However, the DRL-based TSEC has poor explainability and
questionable accuracy, which can be used as a safety aid
rather than a basis for emergency control.
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With the rapid growth of modern computer computing
capability, the indirect method based on accurate time sim-
ulation is adopted to solve the constraints. Numerical dis-
cretization, used to discretize the emergency control problem
into a large-scale NLP, causes ‘‘curse of dimension’’. Previ-
ous research carries out a new parallel reduced-space inte-
rior point method to relieve the ‘‘curse of dimension’’ [26].
Furthermore, the direct sequential approach, in which the
DAEs constraints are moved out of the OCP, is applied to
improve calculation efficiency [27]. As a result, the simula-
tion progress and small-scale NLP progress are solved sep-
arately. An improved mixed-integer TSEC approach, which
formulates generator tripping and load shedding as discrete
and continuous control variables, respectively [28]. To fur-
ther improve the computational performance, a parallel block
and control variable selection algorithm is proposed for
large-scale power systems [29]. However, the above meth-
ods [26], [27], [28], [29] ignore the impact of wind power
uncertainty on the control strategy as summarized in Table 1.

As a continuation of our previous works [27], [29], [30],
we further extend the previous methods to the TSEC for
high-penetration wind generation grids and formulate the
robust transient stability emergency control (RTSEC) as a
robust nonlinear programming (RNLP) problem. To ensure
the transient stability of the system against wind power uncer-
tainty, this paper provides an approach to generating control
strategies. Compared to the previous works, there are several
contributions from the proposed approach of this paper:

1) Robust transient stability emergency control is proposed
where the uncertain wind power outputs are modeled as inter-
vals. The worst case of wind power variation can be identified
and addressed. Meanwhile, the wind turbine tripping model
is also proposed to enhance system stability.

2) The approximation of transient stability constraint
boundary based on trajectory sensitivity analysis can sig-
nificantly improve the computational efficiency under the
premise of ensuring accuracy.

The rest of this paper is organized as follows: the RTSEC
formulation is discussed in Section II. Section III proposes the
linear approximation method to obtain transient stability con-
straint for the worst case. Section IV shows the effectiveness
of the proposed approach on two test systems.We summarize
our conclusions in Section V.

II. FORMULATION OF RTSEC PROBLEM
Since the inertia of the power system decreases with the high
penetration of power electronic devices, the transient process
develops extremely rapidly in severe faults. The closed-loop-
based control is too slow to eliminate transient instability after
a serve disturbance [31]. As a result, the open loop control
based on the SPS system, shown in Figure 1, is adopted [10].
The control strategies are predetermined considering possible
operating scenarios and are saved in the control strategy
tables. The automatic systems detect the fault location and the
oncoming instability. The control strategies are implemented

FIGURE 1. A sketch of TSEC framework.

automatically by relay protection after the actual occurrence
of a severe contingency.

Since the control strategy table is updated periodically less
than 5 minutes [32], this open-loop scheme still requires
high calculation efficiency and robustness, although the
pre-calculation progress is offline.

A. RTSEC MODEL
To ensure the transient stability of grids against uncertain
wind power generations, an optimizationmodel is established
to determine the control strategies as (1), subject to the con-
straint of rotor angle stability.

min
uG,uL ,uW

8(uL ,uG,uW ) (1a)

s.t.



ẋ(t) = f (x(t), y(t), x0, y0,u,Pu) (1b)

0 = g(x(t), y(t), x0, y0,u,Pu) (1c)

p0(Pu) = 0 (1d)

I(x0, y0,Pu) = 0 (1e)

G ≤ G(x(t), y(t),u,Pu) ≤ G (1f)

where the model (1) is a nonlinear programming model for
transient stability emergency control. The dynamic equation
(1b) includes wind turbines (WT) and synchronous genera-
tors (SG). Equation (1c) denotes the network equation. Equa-
tions (1b) and (1c) are the DAEs model of the power system.
AC power flow constraint (1d), together with the initial con-
dition equation (1e) are used to describe steady-state power
flow and the state variables’ initial value when the wind
power varies. Constraint (1f) is the transient rotor angle con-
straint and control variable constraint. x and y are state vari-
able vectors and algebraic variable vectors, respectively. The
subscript 0 indicates the initial value of x and y. I are initial
condition equations. By solving such a large-scale RNLP, the
control strategies u, which include synchronous generator-
tripping uG, wind-generation-tripping uW and load-shedding
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TABLE 1. Taxonomy of power system transient stability emergency control methods.

uL , can be generated. PW is the mechanical power extracted
from thewind, whichwill be defined in Section III. t ∈ [0,T ],
T is the transient period.

B. OBJECTIVE FUNCTION
The objective function could be formulated as the following
form, which is the minimum cost of the active power of
tripping generators and shedding loads:

8(u) =

nL∑
i=1

cLiuLiPLi +
nG∑
i=1

cGiuGiPGi +
nW∑
i=1

cWiuWiPWi

(2)

where nG, nW and nL are the numbers of tripping SG, tripping
WT and shedding load. PGi, PWi and PLi denote the power of
the SG-tripping buses, WT-tripping buses and load-shedding
buses, respectively.

C. DYNAMIC CONSTRAINTS
The TSEC model for synchronous generators and the
LCC-HVDC model are easily found in [29] and [30]. Per-
manent magnet synchronous generators (PMSG) have been
widely used due to their high flexibility and lightweight. The
tripping model of wind turbines is proposed based on PMSG
in this paper. The tripping model of doubly-fed induction
generators can be derived from the same method.

The various dynamic models of PMSG for transient sta-
bility analysis have been proposed in [33] and [34]. Under
the assumption: (1) Electromagnetic transients are neglected;
(2) Voltage and current are fundamental frequency sinusoidal
waves, the PMSG model is described below:

1) Turbine mechanical model

dωm
dt

=
1

2Hm

(
PW
ωm

− Te

)
(3)

The mechanical power PW extracted from the wind is
modeled as uncertain intervals, shown in Section III.

The electrical power Te is:

Te =
(
ψs +

(
xqs − xds

)
ids

)
iqs (4)

2) Converter and control model for PMSG
The converter is modeled as an ideal current source after

the converter dynamic is simplified [30]. On the grid-side

FIGURE 2. Wind turbine power control reference curve.

converter, the voltage control is adopted to keep the voltage
on the interconnect point a given reference voltage vref which
is expressed as follows:

didc
dt

=
1
Tv

(kv(vref − v) − idc) (5)

where v is the grid voltage.
On the generator-side converter, the active power is con-

trolled by varying the q-axis current:

diqs
dt

=
1
Tep

(
P∗
W

ωmψs − xdsids
− iqs

)
(6)

where the optimal mechanical power P∗
W is determined

from an experimental curve relating wind energy capture to
mechanical speed for each value of the rotor speed ωm [33],
[34]. It is assumed that P∗

W = 0 if ωm ≤ 0.5 p.u., that
P∗
W = 1 p.u. if ωm > 1.0 p.u. that P∗

W = 2ωm − 1 if
0.5 p.u. < ωm < 1.0 p.u. as shown in Figure 2.

Assuming that active power on the DC line is lossless and
the generator-side converter power factor is equal to 1, thus
the following equations hold:

0 = Ps − Pc (7a)

0 = Qs (7b)

3) Wind generation tripping model
Assume that the wind generators on the same node i have

the same parameters. After the wind generators with the ratio
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of uWi are tripped, the corresponding dynamic parameters of
wind generation change as follows:

x1ds = (1 − uWi) xds
x1qs = (1 − uWi) xqs

ψ1
s = (1 − uWi)ψs

H1
m = (1 − uWi)Hm
P1c = (1 − uWi)Pc (8)

where superscript 1 denotes the dynamic parameters after the
wind generators are tripped. After equation (8) is substituted
in equation (3)-(6), It can be found that the differential equa-
tion of the equivalent wind generators is exactly the same
before and after tripping the wind turbines.

4) Network model
The network equations g are shown below:[

G −B
B G

] [
V x
V y

]
=

[
Ix
Iy

]
(9)

where V x and V y represent the real and imaginary parts of
bus voltages, Ix and Iy represent the real and imaginary parts
of injected currents,G and B represent the real and imaginary
parts of the bus admittance matrix, respectively.

The injected current Ixw, Iyw for wind turbine tripping
nodes i is expressed as:

Ixw = (1 − uWi)
PcVxw + QcVyw
V 2
xw + V 2

yw
, (10a)

Iyw = (1 − uWi)
PcVyw − QcVxw
V 2
xw + V 2

yw
(10b)

Based on (10a) (10b), the injected current of generator-
tripping buses and load-shedding nodes Ixi(t), Iyi(t) could be
rewritten as:

Ixi(t) = (1 − uki)Cx
i (Vxi,Vyi, xki)

Iyi(t) = (1 − uki)C
y
i (Vxi,Vyi, xki) (11)

where i denotes the i-th bus. Cx
i and Cy

i represent different
kinds of dynamic components. uk stands for the proportion
of generator tripping or load shedding.

D. TRANSIENT STABILITY CONSTRAINTS
The absolute deviation of rotor angle with respect to the
center of inertia (COI), which has to bewithin a certain degree
δ, is utilized as the criterion of transient rotor angle stability:

−δ ≤ δi(t) − δCOI (t) ≤ δ t ∈ [0,T ] (12)

where δCOI denotes:

δCOI =

NG∑
i=1

TJiδi(t)

NG∑
i=1

TJi

(13)

Since handling path constraints is challenging, the con-
straint transformation method [27], [35] is employed to refor-
mulate rotor angle constraints. For each i = 1, . . . ,NG, the

corresponding continuous state inequality constraint in (12)
is equivalent to

θ (x ( t|u)) = max
i

{
(δi( t|u)−δCOI ( t|u))2, i=1, . . . ,NG

}
− δ̄2 ⩽ 0 t ∈ [0,T ]

(14)

where (t|u) represents the variable values when control vari-
ables are u at the moment t .

We define θ̃ (x ( t|u)) as follows:

θ̃ (x ( t|u)) = max {0, θ (x ( t|u))} t ∈ [0,T ] (15)

If the transient stability constraint is satisfied during the
period t ∈ [0,T ], θ (x ( t|u)) is always zero. Finally, the path
constraints can be replaced as integral constraints form:

h (u) =

∫ T

0
θ̃ (x ( t|u)) dt = 0 (16)

The path constraint (12) is now converted to integral con-
straint (16). In order to increase the numerical stability of the
algorithm, a very small positive constant ε is added to slack
the constraint:

h(u) ≤ ε (17)

where ε is a positively small number, about 10−3.
The upper boundary and lower boundary constraints of uGi,

uLi and uWi are:
0 ≤ uGi ≤ 1 i = 1, . . . , rG
0 ≤ uLi ≤ 1 i = 1, . . . , rL
0 ≤ uWi ≤ 1 i = 1, . . . , rW

(18)

where we suppose that the proportion of generator tripping
uGi and uWi are continuous variables. The same assumption
is also adopted in [27] and [29].

III. TRANSIENT STABILITY CONSTRAINT FOR WORST
CASE
A. WIND POWER UNCERTAINTY MODELLING
In the RTSECmodel (1), the mechanical power PW extracted
from the wind is modeled as an uncertainty interval given
below:

PWi ∈

[
PminWi ,PmaxWi

]
i = 1, . . . ,NW (19)

In this uncertainty interval, the i-th uncertainty variable PWi
is limited between the lower bound PminWi and upper bound
PmaxWi . The PminWi and PmaxWi can be obtained by wind prediction
techniques [36].

Compared to the predicted wind power, the actual wind
power outputs are limited within the lower and upper bound.
In order to identify the power angle instability caused by
wind power output in the worst conditions, any possible wind
power output is treated equally, even in extreme cases with a
small probability of occurrence. Based on this assumption,
extreme wind output is as likely to occur as any value within
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the specified range. Therefore, the system’s stability is guar-
anteed against any possible wind power output within the
uncertainty interval.

B. TRANSIENT STABILITY CONSTRAINT APPROXIMATION
Since the transient stability constraints h(u,PWi) are implicit
and nonlinear, their bounds are difficult to obtain when the
interval optimization is applied to solve the NLP.

According to the requirements of special protection sys-
tems, transient stability emergency control strategy tables are
updated periodically in less than 5 minutes [32]. During this
period, the error of ultra-short-termwind power forecasting is
less than 5% in China [26]. The first-order trajectory sensitiv-
ity approximation ensures an approximation accuracy in this
case of wind power error, which will be verified in Section
IV. The first-order trajectory sensitivity approximation can
overcome the need for repetitive simulation.

The worst-case transient rotor angle stability constraint
based on first-order approximation is expressed as:

h(u,PWi) ≈ h0(u,PWi0) +M (1)1PWi (20)

where h0(u,PWi0) is the nominal trajectory constraint as
wind power outputs are PWi0.M (1) is defined as a first-order
disturbance factor, which is utilized to describe the influence
of uncertain variables PWi on transient rotor angle stability.
1PWi is the power deviation between the worst and nominal
cases.

M (1)
=

∂h(u,PWi)
∂PWi

∣∣∣∣
PWi=PWi0

=

T∫
t=0

∂θ̃

∂PWi
dt

=

T∫
t=0

∂θ̃

∂x
∂x
∂x0

dt
∂x0
∂PWi

(21)

where the trajectory sensitivity ∂x
/
∂x0 is obtained through

the method proposed in [19]. ∂x0
/
∂PWi denotes the influence

of power disturbance on the initial value x0, which can be
obtained from power flow equations p0 and initial condition
equations I .

As the affine transformation (4) maintains convexity [19],
the boundary of transient stability constraint can be immedi-
ately determined through (21)(22). However, n uncertainties
will cause 2n boundary trajectories which are computation-
ally intractable. Considering that not all boundary trajectories
are necessary, the worst case of h(u,PWi) is obtained by
setting the i-th element of 1PWi according to

1PWi =


Pmax
Wi − Pmin

Wi

2
, ifM (1)

i > 0

Pmin
Wi − Pmax

Wi

2
, ifM (1)

i < 0
(22)

According to the sign of M (1)
i , the worst case of wind

power can be identified and addressed within the uncertainty
interval.

FIGURE 3. Illustrate of constraint approximate under uncertainties.

The above transient stability constraint approximate
method based on trajectory sensitivity analysis is illustrated
in Figure 3. Figure 3 shows that the points on the perturbed
trajectory θu (or θl) can be computed by the point θ0 and tra-
jectory sensitivity ∂θ

/
∂PWi. The trajectory sensitivity analy-

sis will be illustrated as follows.

C. TRAJECTORY SENSITIVITY ANALYSIS
For power system dynamics, the first-order trajectory sen-
sitivities can be analytically calculated as a byproduct of
times domain simulation (TDS) with implicit integration
techniques such as the trapezoidal method.

At time step t , after applying the chain rule of differentia-
tion to DAEs (1b)-(1c), the sensitivities of state variables with
respect to control variables u (or wind power output PWi) are
obtained:

∂f
∂xt

∂f
∂V t

∂g
∂xt

∂g
∂V t



dxt
du
dV t

du



= −


∂f

∂xt−1

dxt−1

du
+

∂f
∂V t−1

dV t−1

du
+

∂f
∂u

∂g
∂u

 (23)

Note that the coefficient matrix of the linear equation in
(23) is the same as the Jacobian matrix in TDS. So after
solving the discretized DAE system at time step t , the com-
puted LU-decomposition of the Jacobian matrix in the last
Newton step can be reused. In this way, the sensitivities can
be calculated in parallel with the TDS. The detailed TDS and
trajectory sensitivity analysis can be found in [19].

D. PROCEDURE FLOW
The direct sequential approach, also known as direct single
shooting or control vector parameterization, transcribes the
dynamic optimization problem and then solves the yielded
parametric nonlinear optimization problem (NLP) [37].
To improve the efficiency, the primal-dual interior point
method (IPM) [38] is an efficient algorithm to solve the
complex NLP. When the predictor-corrector IPM is utilized
to solve the NLP (1), the second-order trajectory sensitivity,
also known as the Hessian matrix, is desired. Since it is
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FIGURE 4. Flowchart of the proposed approach.

difficult to obtain the preciseHessianmatrix of the constraints
directly, the approximate Hessian matrix is obtained by the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, which
is introduced in detail in [39] and will not be repeated here.
In the proposed approach, there are two layers including the
simulation layer and the optimization layer which are shown
in Figure 4.

The overall process of RTSEC can be summarized as fol-
lows:
Step 1) Initialization: Set the control variables vector u =

0, parameters of the predictor-corrector IPM and the
initial Hessian matrix; set the iteration number n = 0.

Step 2) Forward simulation: Solve the power system DAE
(1b) - (1c) by the implicit trapezoidal method.

Step 3) Trajectory sensitivity analysis: The gradients of
constraints are obtained from equation (23). Calculate
the Hessian matrix by BFGS method.

Step 4)First-order disturbance factor:Calculate first-order
disturbance factorM (1) by (21).

Step 5) Solve the NLP: The TSECmodel (1) is solved by the
predictor-corrector IPM [38].

Step 6) Convergence criterion: Examine whether the con-
vergence state is achieved. If yes, the iterative process
stops; otherwise, reset n = n + 1 and proceed to
Step 2.

IV. CASE STUDY
A. SIMULATION SETTING
The proposed method is tested on a modified China Elec-
tric Power Research Institute (CEPRI) 22-bus system and

FIGURE 5. CEPRI 22-bus system with wind farm.

a modified IEEE 300-bus system. The CEPRI 22-bus sys-
tem includes 5 generators, 1 wind farm, and 1 HVDC,
as shown in Figure 5. MATLAB is used to implement the
proposed approach. The wind farm W1 power interval is set
as [427.5 MW, 472.5 MW].

To further investigate the proposed method, a modified
IEEE 300-bus system is tested, which consists of 300 buses,
69 generators, 410 transmission lines, and 199 loads. PMSGs
of the same capacity replace the synchronous generators at
buses 68, 69, 122.

The simulation time window is set to 3.5s, while the sim-
ulation time step for implicit trapezoidal integration is 0.02s.
The contingency in this paper is initiated by three-phase to
ground fault(s), which is cleared by tripping the fault line. The
emergency control measurements are set to be taken at 0.2s
after the fault lines clearance. Six fault scenarios are tested
(see Table 2). Scenarios S1, S2, S4, S5 and S6 are tested in
CEPRI 22-bus system. Scenario S3 is tested in IEEE 300-bus
system.

B. VERIFICATION OF TRANSIENT TRAJECTORY
APPROXIMATE
Considering the nonlinear power system model, the error
comes from ignoring higher-order terms. Generally, the
high-order terms cannot be computed accurately unless
extensive simulations. To test trajectory approximation accu-
racy, a deviation evaluation index is defined:

Error =
δA(t) − δN (t)

δN (t)
× 100% (24)

where the nominal trajectories δN (t) are obtained at the pre-
dicted wind power output without emergency control. The
approximate upper (or lower) bound trajectories δA(t) are
calculated by trajectory sensitivities approximation.

From Figure 6 and Figure 7, one can find that the most
deviation is less than 2.1% under Scenario S1 and 0.12%
under Scenario S3. The approximate worst-case trajectories
for rotor angles closely track the actual worst-case trajecto-
ries. It can be found that the impacts of wind forecast errors
can be evaluated during a single simulation progress.
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TABLE 2. Fault scenario sets.

FIGURE 6. Error comparison of approximate trajectory and actual
trajectory. (CEPRI 22-bus system.)

FIGURE 7. Error comparison of approximate trajectory and actual
trajectory. (IEEE 300-bus system.)

TABLE 3. Error comparison for transient stability constraint.

For further verification, Table 3 provides the nominal and
approximate worst-case transient stability constraints h(u) at
u = 0. The approximation errors of the above three scenarios
S1, S2, and S3 are less than 3.5% compared with the actual

FIGURE 8. Time simulation verification under the nominal case.

computed worst-case transient stability constraints. The tra-
jectory sensitivity analysis provides credible worst-case tran-
sient stability constraint information for optimization. Since
the trajectory sensitivity analysis is accompanied by simula-
tion progress, the proposed method avoid repeated simulation
calculations and improves computation efficiency.

C. TIME SIMULATION VERIFICATION
To illustrate the effectiveness of emergency control, time-
domain simulations are carried out after the control actions
are taken on three fault scenarios.

Table 4 shows the optimization results by the proposed
method, including the number of shedding loads nL , the
number of tripped synchronous generators nG, the number
of tripped wind generators nW , the loads shedding total
power PTL , generators tripped total power PTG and the wind
generators tripped total power PTW . As shown in Table 4,
tripping the wind generator, together with tripping generators
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TABLE 4. TSEC strategies under different scenarios.

and shedding loads, engages in the improvement of system
stability under Scenario S1 and Scenario S3.

Figure 8 gives the simulation results obtained under three
test cases. Rotor angle curves are shown in Figure 8. The
dotted lines demonstrate that the generator rotors are out of
synchronization without any control measures. As the solid
lines show, all rotor angles are within the limitations after the
TSEC takes action.

Figure 9 shows the trajectory of generator G5 rotor angle
is within the limitations after applying the TSEC strategies
when wind power varies in [427.5 MW, 472.5 MW]. The
black curve is the approximate boundary obtained by trajec-
tory sensitivity analysis. The perturbed trajectories (red lines)
lie in the pink region bounded by the black dotted line. From
Figure 8 and Figure 9, we can find that the TSEC strategies
effectively avoid transient instabilities under uncertain wind
power generations. In both Scenario S1 and Scenario S2, the
worst-case transient stability constraints are reachedwhen the
actual wind power is 427.5 MW.

The worst case of wind power is shown in the red dots in
Figure 10. The mean wind power outputs of three distinct
wind farms and their forecasted intervals are represented
by hollow circles and blue lines, respectively. The wind
power intervals of wind farms W1, W2 and W3 power in
[348.27MW, 384.93MW], [256.22MW, 283.18 MW,] and
[130.73MW, 144.48 MW], respectively. It can be found that
the worst-case transient stability constraint reaches when
the wind farms W1, W2 and W3 operate at 384.93 MW,
283.18MWand 144.48MW, respectively. In the current fault
scenario, the greater the wind speed and power output, the
easier the system loses stability.

When referring to the unbalanced faults, the only cor-
rection of the proposed method is the effective fault
impedance. The negative-sequence impedance and zero-
sequence impedance of synchronous generators can be cal-
culated following [40]. The negative sequence impedance of
PMSG can be calculated following [41].

As shown in Table 4, tripping the wind generator, together
with tripping generators and shedding loads, engage in the
improvement of system stability under Scenario S4, S5. Since
the rotor angles keep stability under Scenario S6, no addi-
tional control strategies are needed.

Figure 11 gives the simulation results obtained under
unbalanced faults when the wind power output is 450MW.

FIGURE 9. Trajectories of rotor angle G5 for varying wind power.

FIGURE 10. Explanation of the worst case for wind power.

Rotor angle curves are shown in Figure 11. The dotted lines
demonstrate that the generator rotors are out of synchroniza-
tion without any control measures under scenarios S4 and S5.
As the solid lines show, all rotor angles are within the limita-
tions after the TSEC takes action under scenarios S4 and S5.
When the double line-to-grand fault happens at bus 19, the
rotor angles keep stability without control measures.

D. ROBUSTNESS PERFORMANCE
To verify the effectiveness of the proposed method in this
paper, the acceleration energy (AE)-based transient stability
emergency control [4] is tested. Meanwhile, the deterministic
optimizationmethod [27] and the scenario-basedmethod [17]
are also tested.

Figure 12 is the time domain simulation result of the rotor
angle of generator G5 when the wind power is 427.5MW
under Scenario S2. As shown in Figure 12, we can find that
the proposed method is still available when the wind power
output reaches the worst case. However, the rotor angles will
lose synchronization if the control strategies generated by the
AE-basedmethod and the deterministic method are applied to
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FIGURE 11. Time simulation verification under unbalanced faults.

FIGURE 12. Rotor angle curve under worst-case wind power with TSEC.

the 22-bus system. When the wind power reaches the lower
bound, the proposed method shows good performance on
robustness.

A stability robustness evaluation for the two scenarios is
carried out. The results are given in Table 5. To test the
robustness of the control strategies, a stability robustness
index [17] is defined as follows:

η =
Ns
N

(25)

where N is the total number of random scenarios randomly
produced within the interval. The Ns is the number of stable
scenarios. This paper sets the total number of test cases as
100.

For comparison, a deterministic optimization method [27]
is also tested, which generates the control strategies under
the nominal case. Table 5 indicates that the proposed method
improves the robustness of emergency control strategies
compared with the deterministic method and the AE-based
method. As shown in Table 5, the rotor angles are out-of-step

TABLE 5. Robust performance under different fault scenarios.

TABLE 6. Computational performance of the proposed method.

under about 10% of wind output scenarios if the determin-
istic or AE-based method is adopted. Table 5 indicates that
the proposed method improves the robustness of emergency
control strategies compared with the deterministic method.
It can be observed that the proposed approach significantly
outperforms compared with the scenario-based method [17]
in CPU time in Table 6.

V. CONCLUSION
This work proposes a robust TSEC strategy generation
approach to eliminate possible rotor angle instability con-
sidering wind power output uncertainty which mainly results
from the wind power prediction. Simulations are performed
on the 22-bus system and themodified 300-bus system, which
show that the proposed approach can improve the system
stability for different contingencies and have a good dynamic
response. The conclusions are summarized:

1) The control strategies generated by the proposedmethod
maintain the transient rotor angle stability robustly against
wind power uncertainty in contrast to a deterministic method.

2) The worst-case transient stability constraints can be
obtained with only one-time TDS with the help of trajectory
sensitivity. Thus, the cost time of optimization can be signif-
icantly reduced over the conventional methods.

For future work, the energy storage systems can be inte-
grated into the proposed TSECmodel for the improvement of
transient stability. In addition, as only the wind power uncer-
tainty is considered in this work, the effect of photovoltaic
uncertainty can be further investigated.
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