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ABSTRACT Attention deficit hyperactivity disorder (ADHD) is one of the major psychiatric and neurode-
velopment disorders worldwide. Electroencephalography (EEG) signal-based approach is very important for
the early detection and classification of children with ADHD. However, diagnosing children with ADHD
using full EEG channels with all features may lead to computational complexity and overfitting problems.
To solve these problems, machine learning (ML)-based ADHD detection was designed by identifying
optimal channels and its significant features. In this work, support vector machine and t-test based, two
separate approaches were devised to select optimal channels individually and then proposed a hybrid channel
selection approach by combining these two channel selectionmethods in order to select the optimal channels.
After that, LASSO logistic regression-basedmodel was used to select the important features from the selected
channels. Finally, six ML-based classifiers, like Gaussian process classification (GPC), random forest, k-
nearest neighbors, multilayer perceptron, decision tree, and logistic regression were applied for the detection
of children with ADHD and evaluated their performances using accuracy and area under the curve (AUC).
This study utilized a total of one hundred twenty-one children, with sixty-one children with ADHD, aged 7-
12 years, and had nineteen channels. Ten different channels were selected by SVM based and an independent
t-test-based approach separately and six overlapping channels were identified from both channel selection
methods. Then, we selected twenty-eight features from selected six channels using LASSO. Using only six
channels and twenty-eight features, GP-based classifier achieved an accuracy rate of 97.53% and AUC of
0.999. This is an improvement of 3% over previously developed techniques published in the literature. This
study illustrated that LASSO with GP-based system performed outstanding performance in distinguishing
children with ADHD from healthy children. This proposed system will be helpful to doctors and physicians
in order to detect children with ADHD at an early stage and take the necessary steps for the patients to access
appropriate healthcare services, receive effective treatment, and be more conscious of maintaining their lives.

INDEX TERMS Attention deficit hyperactivity disorder, electroencephalography, channel selection, t-test,
feature selection, machine learning.

I. INTRODUCTION
Attention deficit hyperactivity disorder (ADHD) is one of
the major psychiatric and neurodevelopment disorders world-
wide that affects 5% of children worldwide [1]. About 11%
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of U.S children aged 4-17 years are affected by ADHD [2].
Children with ADHD have various problems like inatten-
tion, impulsivity, and hyperactivity [3]. ADHD is usually
diagnosed in children between the ages of 6 and 12 years
and can last until adulthood [4], with serious implications,
including suicide [5]. Over 40% of children and younger
who suffer from ADHD develop behavioral problems until
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adults [6], [7], leading to serious problems [8]. ADHD is
also significantly associated with comorbidities like asthma,
depression, anxiety, and learning difficulties [9], [10]. Males
are more likely to have ADHD than females and their behav-
ior differs [11].

Nowadays, the efficient diagnosis of children with ADHD
is still a major problem. Various research works have been
carried out to propose an automated system for early diagno-
sis of children with ADHD [10], [12], [13], [14]. There is
still a scope to propose an automated system for the early
detection and classification of children with ADHD. Early
detection of ADHD will be helpful for the patients to access
appropriate healthcare services, receive effective treatment,
and be more conscious of maintaining their lives. There are
various neuroimaging and neurophysiological methods, like,
electromyography (EMG), event-related potentials (ERP),
and electroencephalography (EEG) which are widely used to
investigate the effect of ADHD on brain signals.

In this study, we mainly focus on EEG analysis since it is a
more popular, low-cost, non-invasive, and portable technique.
Since EEG signals are captured directly from the human
brain, they may be more accurate and valid in reflecting
the brain’s inner physiological conditions. Various types of
works have used EEG signals to draw different types of
conclusions in different fields. For example, detection or clas-
sification of seizure using EEG [15], [16], automatic stage
of sleep-scoring using EEG [17], develop a portable wireless
closed-loop seizure controller using EEG [18]. Moreover,
EEG-based analysis is widely used for the detection of var-
ious neurological disorders like ADHD [12], [14], Parkin-
son’s disease [19], etc. EEG data is a type of multivari-
ate time series data. It typically consists of a collection of
time-ordered data points linked to various time-dependent
features containing local and global patterns. Local patterns
describe the discriminative features of the dataset, whereas,
global patterns show the overall trend of the dataset. Both
local and global patterns of EEG data may be captured by
any EEG classification system. Nowadays, effective feature
extraction and feature selection from EEG signals is still a
major challenge [20], [21], [22]. In order to address these
challenges, various feature extraction methods like statisti-
cal features [23] and deep learning-based features [23] have
been widely used to extract features for analyzing EEG data.
Unlike other domains, ADHD can be also diagnosed from
EEG signals [12], [14] and is necessary to extract features
from EEG signals. Nowadays, there are various types of
linear and non-linear features widely used for the diagnosis
of children with ADHD. For example, Khaleghi et al. [24]
extracted various morphological, time domain, frequency,
and non-linear features from EEG signals for diagnosing
children with ADHD. Alt1nkaynak et al. [4] also extracted
morphological, non-linear, and wavelet features to diagnose
children with ADHD. In our current study, we have also
extracted time domain, morphological, and non-linear fea-
tures on the basis of previous studies [4], [24], [25].

Generally, the recorded EEG datasets have several chan-
nels. While we analyze EEG signals with all channels,
some irrelevant channels may reduce robustness and also
may reduce the model performances. So, channel selection
is very important in ADHD like other domains [26], [27],
[28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38],
[39], [40]. Because, it can provide mainly three types of
benefits such as (i) reduce the computational complexity of
any processing task performed on EEG signals by selecting
the relevant, (ii) helps to improve the performance, and (iii)
reduce the setup time in some applications [26]. Moreover,
the channel selection approach was used as an effective tool
by many researchers in different fields, such as EEG emo-
tion [26], [27], [28], [29], [30], personal identification [31],
[32], user identification [33], seizure detection [34], [41],
intruder detection [35], screening of alcoholism [36], depres-
sion detection [39], [40], detecting drowsiness [42], auditory
attention detection [37], [38], brain-computer interfaces [43],
[44] and so on. It was noted that several studies proposed
effective predictive-based approaches for the detection of
children with ADHD without selecting potential channels
from EEG signals [4], [12], [13], [14], [24], [25], [45], [46],
[47], [48]. Although only a few studies gave more attention
on the selection of effective channels [49], [50].

From these surveys, we got the motivation to do this work
which will be beneficial in the ADHD research domain as
well as the clinical domain. So, there is still a scope to detect
children with ADHD by selecting effective channels. In this
study, we mainly focused on selecting relevant channels for
ADHD detection from EEG signals. In literature, there were
various methods like variance [34], entropy [34], normal-
ized mutual information (NMI) [26], k-nearest neighbors
(k-NN) [50], Gaussian mixture model (GMM) [50], and so
on were widely used to select the relevant channels from EEG
signals. In this work, we selected channels from two different
views. One was from a discriminative view and the other was
from a parametric statistical test view. Then, we proposed a
hybrid channel selection approach by combining these two
channel selection methods in order to select the optimal
channels. The combined hybrid channels selection method
provides more evidence for a channel to be selected as a more
relevant channel. This hybrid channel selection approach is a
new approach for channel selection.

Efficient feature selection-based approaches pay more
attention to determining the potential features of ADHD.
Feature selection is very important because it removes redun-
dant features, improves themodel’s performance, and reduces
overfitting problems. In the literature, there were various
feature selection techniques such as principal component
analysis (PCA) [49], [51], minimum redundancy maximum
relevance (mRMR) [52], MI [53], t-test [4], [25], support
vector machine recursive elimination (SVM-RFE) [52], least
absolute shrinkage and selection operator (LASSO) [25],
logistic regression (LR) [10], and so on, which were widely
used to select the potential features in any domain like
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ADHD. For example, Tenev et al. [54] used the forward
selection method to select the significant features for ADHD.
Khoshnoud et al. [51] implemented PCA for dimension
reduction and extracted features which were strongly corre-
lated to each other. Chen et al. [52] applied the mrMR-based
approach to select the most discriminative features. Maniruz-
zaman et al. [25] implemented two effective feature selection
methods as independent t-test and LASSO for the identifica-
tion of potential biomarkers of children with ADHD. In this
current study, we also applied LASSO logistic regression
(LASSO-LR) based model for the selection of more effective
features from the selected channels. These more effective
features were fed into machine learning (ML) algorithms that
can be easily classified children into two classes: ADHD and
healthy controls.

Nowadays, ML-based approaches have been widely used
in the field of medical imaging [46], time series [20], [21],
[55], [56], and bioinformatics [57]. Like other domains, ML-
based approaches were also widely used to discriminate chil-
dren with ADHD from healthy control [4], [10], [13], [24],
[25], [47], [49], [52], [58], [59], [60]. For example, Muller
et al. [61] proposed SVM-based children with ADHD detec-
tion system. Tenev et al. [54] investigated the changes in the
characteristics of mismatch negativity in adults with ADHD
and healthy controls using ML-based algorithms and SVM
obtained a classification accuracy of 82.3%. Kim et al. [62]
performed SVM with linear kernel for classification and
its performance was evaluated using classification accuracy.
Khoshnoud et al. [51] recorded EEG data from 12 chil-
dren with ADHD and 12 healthy controls during eyes-closed
resting. SVM and neural networks (NN) were employed to
discriminate children with ADHD from healthy controls and
got a classification accuracy of 83.3%, which was achieved
by SVM. Ahmadlou and Adeli [63] proposed an ADHD
detection approachwith the integration of non-linear features,
wavelets, signal-based processing techniques, and neural net-
works and got a classification accuracy of 95.6%. Parashar
et al. [13] also proposed an automated system for detecting
children with ADHD. Helgadóttir et al. [60] proposed a clas-
sification approach for the detection of children with ADHD
using EEG signals. They trained an SVM-based model with a
10-fold CV and obtained a classification accuracy of 76.0%.

In the present study, we adopted well-known, well-
established, and widely used six ML-based classifiers as
Gaussian process classification (GPC), random forest (RF),
k-NN, multilayer perceptron (MLP), decision tree (DT), and
LR for the discrimination of children either having ADHD or
healthy controls. In a summary, the contributions of this study
are as follows:

• We extracted different types of time domain, morpho-
logical and non-linear features from EEG signals.

• An relevant EEG channel selection method was pro-
posed that used SVM and independent t-test to
determine the optimal channels. Also, propose a hybrid
channel selection approach by combining these two

channel selection methods in order to select the most
relevant channels.

• Moreover, an efficient feature selection method was also
proposed that used LASSO to determine themore poten-
tial features for children with ADHD.

• Finally, we selected an ML-based classifier from the
set of different classifiers: GPC, RF, k-NN, MLP, DT,
and LR, respectively to classify children as ADHD
and healthy controls with higher classification accuracy
compared with other classifiers.

• Finally, we performed a performance comparison of our
proposed system with channel selection and without
channel selection.

The overall layout of this paper is as follows: Section II
presents materials and methods are presented that include
data acquisition, feature extraction, feature normalization,
channel selection, feature selection techniques, and classifi-
cation models. Experimental setup and performance metrics
are presented in Section III. Results and discussion are pre-
sented in Section IV. Finally, the conclusion and future work
direction is presented in Section V.

II. MATERIALS AND METHODS
The overview of the proposed ML-based approach for the
prediction of children with ADHD from EEG signals is
shown in Fig. 1. The first step is to divide the EEG-based
dataset (that contains both children with ADHD and healthy
subjects) into two parts: the training set and the testing set.
These two parts are separated by a dotted line as follows:
the training set or offline system (left) and the testing set or
online system (right). The next step is the data prepossessing
and data normalization and then, the extraction of different
time domain, morphological, and non-linear features from the
EEG signals. The fourth step is to select the potential EEG
channels using two methods, such as SVM and independent
t-test, and then, combined them to select the best combination
of channels. Moreover, the top significant biomarkers or fea-
tures are selected using LASSO. These significant biomark-
ers or features are trained on an ML-based framework for the
classification of children with ADHD and healthy controls.
The next step is to estimate the training parameters of the six
classifiers (GPC, RF, k-NN,MLP, DT, and LR) and transform
them into an online system to predict the children as ADHD
and healthy controls.

A. DATA ACQUISITION
We utilized an ADHD-based EEG dataset for the experiment,
which was extracted from a publicly available IEEE data
port [64]. The sampling frequency of the ADHD-based EEG
dataset was 128 Hz. The dataset was collected from sixty
healthy children (males: 50 vs. females: 10) and sixty-one
childrenwith ADHD (males: 48 vs. females: 13). The average
age of the one hundred twenty-one children was 7-12 years.
Each child watched the images of cartoon characters and was
asked to count the characters. There were different numbers
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FIGURE 1. A proposed ML-based system for the prediction of children
with ADHD from EEG signals.

FIGURE 2. International 10-20 system-based electrode locations
distribution.

in each image, from 5 to 16, and the size of the images was so
large that the children were able to easily see and count. The
dataset had 19 EEG channels such as Fp1, Fp2, F3, F4, C3,
C4, P3, P4, O1, O2, F7, F8, T7, T8, P7, P8, Fz, Cz, Pz. The
electrode distribution used in this work is depicted in Fig. 2.
Since the performance of each child in the cognitive activities
differed, the overall time period of EEG recordings varied
across the dataset.

B. FEATURE EXTRACTION
Feature extraction is one of the most critical parts of clas-
sification. If the features are not selected properly, the clas-
sification’s performance will be declined. Effective feature
extraction from EEG data is more crucial that can be used
to identify and forecast various brain illnesses [65]. There
are available various feature extraction methods in the litera-
ture. In this paper, we used three statistical feature extraction

TABLE 1. List of extracted time domain features.

TABLE 2. List of extracted morphological features.

methods such as (i) time domain, (ii) morphological, and (iii)
non-linear features to extract various kinds of features from
EEG signals. These feature extraction methods are briefly
explained in detail as follows:

1) TIME DOMAIN FEATURES
We extracted 13 different time domain features from the EEG
signals. These attributes were mean [24], [25], median [25],
1st and 3rd quartile [25], standard deviation [25], coeffi-
cient variations [25], skewness [24], [25], kurtosis [24], [25],
energy [25], [66], power [25], activity [66], mobility, and
complexity [66]. All of these 13-time domain features are
computed from each of the 19 channels. The list of extracted
feature names, their short description, and the calculation
formula are presented in Table 1.

2) MORPHOLOGICAL FEATURES
Morphological features are one kind of statistical feature
extraction method which are also computed from EEG sig-
nals. In previous studies, several available morphological
features were computed from EEG signals [24], [67]. In the
present study, we computed five morphological features
which were also extracted from each of the 19 channels. Let
zt be the considered signal. The list of extracted morpholog-
ical feature names, their short description, and calculation
formula are shown in Table 2.

3) NON-LINEAR FEATURES
Non-linear analysis can provide crucial and helpful infor-
mation about the electrical activity patterns of the brain.
In the present study, we extracted four non-linear features as
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TABLE 3. List of extracted non-linear features.

Petrosian, Katz, and Higuchi fractal dimensions, and detrend
fluctuation analysis was computed from EEG signals [24].
In Table 3, we described the list of extracted non-linear
features, their descriptions, and the calculation formula.

C. FEATURE NORMALIZATION
Feature normalization is a process to minimize redundancy
and improve the efficiency of the data. It is also known as
feature scaling. We normalized the features (see in Eq. 1)
using the following formula:

z =
X − µ

σ
(1)

where X is the original feature vectors or input features; µ

and σ are the mean and standard deviation of the respective
features. z is the standardized value and its values lie between
0 to 1.

D. CHANNEL SELECTION METHODS
EEG-based processing has become one of the more attractive
research fields in the last decades. The analysis of a large
number of channels has several problems, such as overfitting,
high computational cost, and time [34]. The optimal channel
is needed in order to improve the performance of the model
and save computational costs and time. In our current study,
two-channel selection methods, such as SVM and indepen-
dent t-test were adopted to determine the optimal channels.

1) SUPPORT VECTOR MACHINE-BASED CHANNEL
SELECTION
SVM is a supervised ML algorithm that may be used
for feature selection [68], classification [69], and regres-
sion [70]. The goal of SVM is to find a hyperplane in a
high-dimensional space that can clearly classify children as
ADHD or healthy controls, and it must be able to solve (see
in Eq. 2 and Eq. 3) the following constraint problem:

max
α

n∑
i=1

αi −
1
2

n∑
i=1

n∑
j=1

αiαjyiyjK (xi, xj) (2)

where, αi is value of the ith coefficients.

Subject to
n∑
i=1

yiTαi = 1, 0≤αi≤C, i = 1, . . . , n & ∀ i=1, 2, 3, . . . , n

(3)

The final discriminate function (see in Eq. 4) is written as
follows:

f (x) =

n∑
i=1

αiK (xi, xj) + b (4)

where b is the bias term.
In this research, we used radial basis kernel which was

clearly defined in Eq. 5 as follows:

K (xi, xj) = exp(-γ ∥xi-xj∥2) (5)

We tuned the hyperparameters as cost (C) and gamma (γ )
on the basis of the grid search method. In the current study,
we used SVM to select the most relevant channels from EEG
signals. We selected the most relevant channels using the
following algorithm:
Algorithm: SVM-based channel selection:

Step 1: Extract features (here, 22 features extracted) from
each EEG channel.

Step 2: Take 80% of the dataset for training and 20% for the
test set.

Step 3: SVM was trained on the training set.
Step 4: Compute the classification accuracy for each chan-

nel.
Step 5: Repeat Step 2 to Step 4 five times.
Step 6: Compute the average of the classification accuracy.
Step 7: Repeat Step 1 to Step 6 for all channels (here, the

number of channels is 19).
Step 8: Sort the channels based on classification accuracy in

descending order.
Step 9: Choose the channel that will produce a classification

accuracy of more than 85.0%.

2) INDEPENDENT T-TEST BASED CHANNEL SELECTION
The independent t-test is a parametric test that is commonly
used to compare the mean difference between two groups
(ADHD vs. healthy control). It is also widely used for the
identification of significant biomarkers for various diseases
like cancers [57], ADHD [25], and diabetes [71] etc. In this
study, we used an independent t-test for the selection of
channels. The procedure of channel selection using an inde-
pendent t-test is described in the following algorithm:
Algorithm: t-test based channel selection:

Step 1: Compute the mean and variance of each feature
(here, 22 features are extracted from each channel)
by ADHD vs. healthy control.

Step 2: Compute the t-test statistics under the null hypothe-
sis as follows:

t =
|µ1 − µ2|√

s21
n1

+
s22
n2

(6)
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where, µ1 and µ2 are the mean of the ADHD
and healthy control; s21 and s22 are the variances
of the ADHD and healthy control; n = (n1 +

n2) is the total of number respondents; n1 and
n2 are total number of ADHD and healthy control.
The above-mentioned statistic in Eq. 6 follows the
t-distribution with n1 + n2 − 2 degrees of freedom
(df).

Step 3: Compute the probability value (p-value) based on
the value of the t-test statistic for each feature from
t-distribution with n1 + n2 − 2 df and level of
significance (α).

Step 4: Repeat Step 1 to Step 3 for extracted all features
from each channel.

Step 5: Repeat Step 1 to Step 4 for all channels (Here, the
number of channels is 19).

Step 6: Compute the mean of each channel (see in Eq. 7)
overall features using the following formula:

X̄i. =
1
f

f∑
j=1

Xij (7)

where, i and j is the number of channels and features,
respectively; f is the total number of features, Xij
is the value of the calculated p-value for the ith

channels and jth features.
Step 7: Sort the channels on the basis of the p-value mean

in ascending order.
Step 8: Choose the channel whose p-value mean is less than

0.05.

3) HYBRID APPROACH FOR CHANNEL SELECTION
To identify the most optimal channels and avoid missing
the relevant channels, we identified the optimal channels
using a hybrid approach by combing two-channel selection
methods (SVM, and independent t-test). We identified the
most relevant channels which were shown in Eq. 8:

Hybrid approach =
k⋂
i=1

Channel selection methodsi (8)

where, k is the no. of channel selection methods (here, k=2).

E. FEATURE SELECTION TECHNIQUE
Sometimes, the dataset has redundant, irrelevant, and inac-
curate features. As a result, the performance of the pre-
dictive model is very low. Feature selection is needed to
remove these redundant and irrelevant features and identify
the most significant features as well as to improve the perfor-
mance of the predictive model. In this work, the LASSO-LR
model was applied to select more pertinent features, increase
the performance of predictive models, and reduce computa-
tional time and cost [72], [73]. The calculation procedure of
the LASSO-LR-based model is described in the following
section.

1) LASSO
LASSO is one of the popular methods that is widely used
to select the most significant features [74]. We adopted the
LASSO-LR-based model [75], [76] because our response
variable had two categories, like ADHD or healthy control.
The aim of LASSO is to minimize the error sum of squares
under the L1 constraint on the regression coefficient. In order
to estimate the regression coefficient, the log-likelihood func-
tion (see in Eq. 9) can be written as:

l (B) =

n∑
i=1

{
yiXTB− loge

(
1 + exp

(
XTB

))}
(9)

where B = (β0, β1, β2, . . . , βk) is regression coefficients;
XT = (X0, Xi1, Xi2, . . . ,Xik) are the input features with
X0 = 1, and yi is the response variable that takes two val-
ues, ‘‘1’’ for ADHD and ‘‘0’’ for healthy control. Therefore,
we have to minimize the following negative log-likelihood
function with an L1 penalty term which was explained in
Eq. 10:

n∑
i=1

{
loge

(
1 + exp

(
XTB

))
− yiXTB

}
+ λ

k∑
j=1

∣∣Bj∣∣ (10)

where λ is the amount of shrinkage. To obtain the optimal
value of λ, we adopted a 5-fold cross-validation (CV) pro-
tocol. LASSO chooses only the features whose coefficients
have non-zero coefficients. We implemented a LASSO-LR-
based model using the ‘‘glmnet’’ package in R with version
4.1.2.

F. CLASSIFICATION MODEL
In the current study, we employed six ML-based algorithms
such as GPC, DT, RF, k-NN,MLP, and LR to distinguish chil-
dren with ADHD from healthy control. These six ML-based
classifiers are briefly discussed in the following subsections:

1) GAUSSIAN PROCESS CLASSIFICATION
A GP is a generalization of the Gaussian probability distribu-
tion that can be utilized as a non-parametric supervised ML-
based algorithm. It is a random function that is fully specified
by a mean function and a covariance or kernel function [77].
The GP-based model attempts to take advantage of the best
of two different schools of techniques: SVM, developed by
Vapnik in the early nineties of the last century, and Bayesian
methods. GP also has different types of kernel functions, like
SVMs. GP can easily be capable of predicting class labels as
well as class probabilities compared to SVM. Recently, GP-
based classification has beenwidely used for the prediction of
diabetes [78], cancer [57], etc. In this study, we have adopted
three types of kernel functions, such as radial basis function
(RBF), dot product, and rational quadratic kernel, which are
defined in Table 4.

In addition to the three kernels, each has some additional
parameters, like l, α, and σ 2, called hyperparameters (shown
in TABLE 4). The explanation of these hyper-parameters
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TABLE 4. Three types of GPC kernels names, calculation formula, and
their descriptions.

is more clearly explained in the existing paper [77]. These
hyper-parameters are user-defined that needed to optimize in
order to improve model performance. In our current study,
we optimized these hyper-parameters using a grid search
method. After optimizing parameters, we chose the better
kernel on the basis of classification accuracy.

2) RANDOM FOREST
RF is an ensemble learning that was developed to solve the
various problems, that occurred in DTs [79]. It is improved
by averaging a set of DTs. It is easily enabled to solve the
overfitting problem that is usually associated with DTs [80].
Moreover, it can be also used for both regression and classi-
fication problems. It is also a tree-based classifier that uses
the input features of a set of DTs for making decisions over
training sets. It is regarded to be more accurate and better
performance compared to DT. In RF, there has also some
parameters such as the number of trees (n_estimators), maxi-
mum depth (max_depth), minimum samples required to be a
leaf node (min_samples_leaf), the minimum number of sam-
ples required to split an internal node (min_samples_split)
and the maximum number of leaf nodes (max_leaf_nodes),
and bootstrapping, which is more clearly explained in [81].
These parameters are used in order to build an RF-based
model, which is also user-defined. In this work, we tuned
these parameters using the grid search method in order to
improve the performance of the RF-based model.

3) K-NEAREST NEIGHBORS
k-NN is a non-parametric method in statistics, first developed
in 1951 by Fix and Hodges [82]. It is not only used for
classification problems but also used for regression problems.
In both problems, the input comprises of the k-nearest train-
ing samples in the dataset. If the output is continuous, then
k-NN is used as regression, whereas k-NN is used as classi-
fication when the output is a categorical variable. Different
metrics such as Euclidean distance, hamming distance, etc.,
can be used in the k-NNmethod. In the current study, we have
used k-NN with Euclidean distance for the classification of
children either with ADHD or healthy controls. In k-NN-
based classification model, the value of k is the number of
nearest neighbors to include in the majority of the voting
process, in which k is user-defined and the optimum value
of k is highly data-dependent [83]. We tuned the value of k
using the grid search method and selected the optimum value

of k, at which point the k-NN model provided the highest
classification accuracy.

4) MULTILAYER PERCEPTRON
MLP is also a supervised ML-based technique that is a
fully connected class of feed-forward neural networks. It can
also be used for regression and classification [84]. MLPs
are made up of neurons known as perceptions. MLP is
comprised of three nodes of layers: input, hidden, and out-
put layers. Input layers represent the input features while
output layers represent the output or class label. A hidden
layer is a layer between the input and output layers. Each
node (except the input node) uses an activation function.
There are various activation functions such as sigmoid, tanh,
ReLU, etc. MLP has high processing power that can be
used to solve both linear and non-linear problems. MLP has
some additional parameters (activation functions, optimiza-
tion functions, learning rate, etc.), called hyper-parameters.
The choice of the optimum value of these hyper-parameters
is user-defined and depends on the data structure [84]. In this
work, we tuned these hyper-parameters using the grid search
method to improve the model’s performance.

5) DECISION TREE
DT is one of the supervised predictive models in statistics
and ML. It may be used for both classification and regression
problems; however, it is most often used to tackle classifi-
cation problems [85]. It is a tree-structure-based classifier,
with leaf nodes representing class labels, internal nodes rep-
resenting the input features, and branches representing the
decision rules [85]. The main goal of this model is to build
a model on the training set and predict the class label on the
test set on the basis of input features [85]. There are also
some hyper-parameters (max_features, min_samples_leaf2,
and min_samples_split) in the DT model, which are more
clearly explained in [85], which are also user-defined. So,
these parameters need to be defined during the trained model.
In the present work, we also optimized these parameters using
the grid search method.

6) LOGISTIC REGRESSION
LR is one of the simplest and most well-known supervised
ML-based algorithms that is widely used to predict the prob-
ability of a response variable. The response variable must be
dichotomous, which means it takes only two possible values:
‘‘1’’ for yes/success or ‘‘0’’ for no/failure. It has established
a relationship between the response variable and a set of
predictors. The logistic function can be clearly explained in
Eq. 11:

P(z) =
1

1 + exp (-z)
(11)

where, z = β0+β1X1+β2X2+, . . . ,+βkXk ;β0, β1, β2, . . . , βk
represents the sets of unknown parameters that must be
estimated, and X1,X2, . . . ,Xk represents the sets of given
predictors. Now, we have trained the LR-based model by
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TABLE 5. Hyperparameter optimization of classifiers using grid search
method.

estimating these unknown parameters using a maximum
likelihood estimator over the training dataset. Using these
estimated parameters, we have predicted the class label or
response variable (here, ADHD and healthy controls) over the
test dataset and also computed the probability of the response
variable or class label.

III. EXPERIMENTAL SETUP AND PERFORMANCE
METRICS
In this section, we have first discussed the experimental setup
in order to conduct this study. Then, the performance metrics
are also discussed in this section.

A. EXPERIMENTAL SETUP
The R-programming language with version 4.1.2 and Python
with version 3.10 is used for this experiment. Windows
10 version 21H1 (build 19043.1151) 64-bit is used as the
operating system. In terms of hardware, Intel(R) Core (TM)
i5-10400 with 16 GB RAM setup is used. In this work,
first, we selected the relevant channels from EEG signals.
Then, we adopted 5-fold cross-validation for the feature
selection and classification model. During training models,
we optimized various hyper-parameters of utilized ML-based
algorithms. We set a range of each hyper-parameter in each
predictive model, which is shown in Table 5. After that,
we performed another experiment to compare the perfor-
mance of our proposed system with channel selection and
without channel selection.

B. PERFORMANCE METRICS
Five performance metrics such as accuracy (ACC), recall
(Rec), precision (Prec), F1-score, and area under the curve
(AUC) computed from the ROC curve were used to eval-
uate the performance of predictive models. True posi-
tive (TP), true negative (TN), false positive (FP), and
false negative (FN) are used to calculate the ACC, Rec,
and Prec, which are mathematically defined in Eq. 12
to Eq. 15:

1) ACCURACY
ACC is the proportion of correctly classified cases (TP and
TN) from the total number of cases and is mathematically
defined as follows:

ACC(%) =
TP + TN

TP + TN + FP + FN
× 100 (12)

2) RECALL
Rec is the proportion of correctly positive classified cases
(TP) from the cases which are actually positive and defined
as follows:

Rec (%) =
TP

TP + FN
× 100 (13)

3) PRECISION
Prec is the proportion of correctly positive classified cases
(TP) from the cases which are predicted as positive and
defined as follows:

Prec (%) =
TP

TP + FP
× 100 (14)

4) F1-score
F1-score is the harmonic mean of recall and precision. It is
mathematically defined as follows:

F1-score (%) = 2×
(
Rec × Prec
Rec × Prec

)
×100 (15)

IV. EXPERIMENTAL RESULTS AND DISCUSSION
We designed this section as follows: first, we discussed the
result parts of channel selection with how the most relevant
EEG channels were selected for ADHD using SVM and
the independent t-test method. Secondly, we discussed the
result part of feature selection with how the potential features
were selected using the LASSO-LR-based model. Thirdly,
we discussed the predictive performance evaluations of six
classifiers. Finally, we discussed the comparison of our cur-
rent study with existing studies in the literature.

A. EXPERIMENTAL RESULTS OF CHANNEL SELECTION
1) CHANNEL SELECTION USING SVM
The utilized dataset in this study had 19 channels.
We extracted 22 features from each channel. Then,
we employed SVM on the training set and optimized the
hyperparameters as follows: cost (C): 120 and gamma (γ ):
0.001. After optimizing the hyperparameters, we trained the
models again and computed the classification accuracy of
each channel for the test set, as shown in Fig. 3a. We chose
the channels that provided a classification accuracy of more
than 85.0%. As shown in Fig. 3a, we observed that ten
channels provided more than 85.0% classification accuracy,
and also their positions were presented in Fig. 3b. Therefore,
we selected ten channels as Fz, F8, P7, P3, F3, Fp2, C4, Pz,
C3, F7 for our next experiments.
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FIGURE 3. SVM-based Channel selection approach: (a) Classification
accuracy of each channel (sorted in descending order); (b) Distribution of
the electrode locations. Turquoise colors represent electrodes selected
using SVM.

TABLE 6. Channels obtained from independent t-test.

FIGURE 4. Distribution of the electrode locations. Turquoise colors
represent electrodes selected using a t-test.

2) CHANNEL SELECTION USING INDEPENDENT T-TEST
To identify the region of the brain that was affected by ADHD
and the more relevant EEG channels that can play an impor-
tant role in discriminating the children with ADHD from
healthy control children. We computed the p-values of the
extracted 22 features for each channel using an independent
t-test. Then, we calculated the mean of p-values of each
channel over 22 features and ordered them from the smallest
to largest, which are shown in Table 6. As shown in Table 6,
we observed that the p-values of ten channels were less than
0.05. Therefore, we chose these ten channels (F4, C3, F3, C4,
T7, F8, T8, Cz, F7, and Fz) as more relevant channels for
children with ADHD, and their position was also shown in
Fig. 4.

3) CHANNEL SELECTION USING HYBRID APPROACH
We observed that SVM and independent t-test identified
ten different channels (See Fig. 3 and Table 6). The next

FIGURE 5. (a) Relevant channels selection from hybrid approach;
(b) Distribution of the electrode locations. Turquoise colors represent
electrodes selected using a hybrid channel selection approach.

experiment of this study was to choose the unique or over-
lapping channels from the two-channel selection methods.
We identified six common or overlapping channels (Fz, F8,
F3, C4, C3, and F7) among them, which are shown in
Fig. 5a, and also their positions were illustrated in Fig. 5b.
Finally, we extracted a total of 132 (6 × 22) features from
selected six channels, which were used for feature selec-
tion in order to extract more potential features for children
with ADHD.

B. EXPERIMENTAL RESULTS OF FEATURE SELECTION
In order to select the significant features, we adopted the
LASSO-LR-based model and needed to determine the opti-
mum value of λ. We optimized the value of λ using the
minimum criteria for a 5-fold CV protocol. The identification
process of significant features for children with ADHD using
the LASSO-LR-based model is presented in Fig. 6. In order
to determine the optimum value of λ, we generated a plot of
binomial deviance versus log (λ) (See in Fig. 6a). The optimal
values of the parameter (λ) are indicated by the dotted vertical
lines, and a value λ of 0.0095 with log (λ)= −4.658 was cho-
sen (See in Fig. 6a). The optimum value (−4.658) obtained
from Fig. 6a was used to select the significant features with
non-zero coefficients in Fig. 6b. After removing the features
with zero coefficients, twenty-eight features with non-zero
coefficients were selected using LASSO-LR based model
(See in Fig. 6b), and their (twenty-eight features) contri-
butions are presented in Fig. 6c. The selected twenty-eight
significant features were used in ML-based algorithms
for the discrimination of children as ADHD and healthy
control.

C. HYPERPARAMETER OPTIMIZATION OF CLASSIFIERS
In ML, each classifier or algorithm has some additional
parameters called hyperparameters. These hyperparameters
need to be tuned in order to improve the model’s perfor-
mances [86]. In this study, we set different hyperparameters
of the classifiers and tuned these hyperparameters with a
5-fold CV on the training set using the grid search method.
We chose the hyperparameters of the classifiers that provided
the highest classification accuracy. The optimized values of
the hyperparameters of different classifiers are shown in
Table 7.
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FIGURE 6. Significant features selection for children with ADHD using
LASSO-LR based model: (a) Optimal parameter selection in LASSO-LR.
(b) The binomial deviance was generated vs. log(λ). (c) Contribution of
selected significant twenty-eight features for ADHD.

TABLE 7. Optimized value of the classifiers.

D. PREDICTIVE PERFORMANCE OF SIX CLASSIFIERS
After selecting the more relevant six common channels along
with twenty-eight features and optimized values of hyperpa-
rameters, we implemented six classifiers (GPC, RF, k-NN,
MLP, DT, and LR) to discriminate the classification of chil-
dren either having ADHD or healthy control. The differ-
ent performance metrics of the proposed GP-based classi-
fier with other classifiers are shown in Table 8. As shown
in Table 8, it was noted that GP with RBF-based classi-
fier gave comparatively better performance scores for the
selected channels than other classifiers. The GP with RBF
classifier provided 97.53% classification accuracy, 98.46%
recall, 96.92%precision, and 0.999AUC. Similarly,MLP and
LR-based classifiers also performed better than RF, k-NN,
and DT. The classification accuracy of MLP and LR were
95.03% and 94.23%, and the AUC values were 0.994 and
0.995. The normalized confusion matrix of our proposed
system is presented in Figure 7.

E. PERFORMANCE COMPARISON WITH CHANNEL
SELECTION VS WITHOUT CHANNEL SELECTION
In order to show the efficiency of our proposed system,
we conducted another experiment to make a comparison
between model performance with channel selection and with-
out channel selection. We have computed the model per-

TABLE 8. Performance scores of classifiers for six common channels.

FIGURE 7. Normalized confusion matrix for the proposed system.

formance using all channels in order to differentiate chil-
dren with ADHD from healthy children. In both cases
(channel selection and without channel selection), we have
used the same feature extraction and classification methods.
We observed that the GP-based classifier obtained a clas-
sification accuracy of 96.70% in the case of all channels
approach, whereas our proposed systemwith the combination
of hybrid-based channel selection-based classifier obtained
a classification accuracy of 97.53%, which is a compara-
tively approximately 1% improvement over without a channel
selection approach (See in Table 9).

F. COMPARISON OF OUR PROPOSED WORK AGAINST
PREVIOUS STUDIES
The comparison of different studies on the classifi-
cation of ADHD is briefly illustrated in Table 10.
Mohammadi et al. [47] extracted different types of fractal
dimension-based non-linear features from EEG signals and
identified more efficient features using DISR and mrMR
methods, which were used to classify children as ADHD
and healthy controls. They showed that 93.7% of classifi-
cation accuracy was obtained by MLP. Moreover, different
time domain features were also used to discriminate against
children with ADHD and healthy controls. Yang et al. [48]
adopted PCA for the dimension reduction, and k-NN pro-
duced a classification accuracy of 83.5%. Autoregressive
(AR)-based features were extracted from EEG signals by
Marcano et al. [50]. They adopted two classifiers, such as
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TABLE 9. Comparison of performance between our proposed system with channel selection and without channel selection.

TABLE 10. Comparison with our works against existing published similar works in literature.

k-NN and GMM to select the best combination of channels,
and the highest accuracy rate of 90.0% and an AUC of
0.98 was obtained by k-NN.

Khoshnoud et al. [51] explored non-linear features
from 19 EEG channels. They employed SVM and neu-
ral networks (NN) for the discrimination of children with
ADHD after selecting efficient features using PCA. The clas-
sification accuracy rate of 83.3% was achieved by SVM.
Khaleghi et al. [24] explored various features such as time
domain, frequency domain, time-frequency, and non-linear
features, respectively. Using these features, k-NN-based clas-
sifier was employed for classification and obtained an accu-
racy and recall rate of 86.4% and 91.8%, respectively.
Chen et al. [52] employed the mRMR-based method for the
identification of significant features from different time
and frequency features. The results of their findings illus-
trated that SVM obtained an accuracy rate of 84.59% and
0.916 AUC. Chen et al. [58] also applied convolution neural
networks for the prediction of ADHD children. They also
illustrated that the accuracy rate of CNN was improved by
almost 10% compared to their previous study [52].

Chow et al. [49] extracted two types of features: mobility
and theta beta ratio (TBR), from 32 EEG-based channels.
They adopted an independent t-test for the identification
of optimum channels using mobility and TBR-based fea-
tures. The optimum channels were identified on the basis of
p-values (p<0.05). They identified 12 channels and adopted
LR to classify children as ADHD and healthy controls. They
showed that Hjorth mobility features were better predic-
tors for ADHD than TBR. LR produced better accuracy,

recall, and AUC of 79.2%, 79.6%, and 0.885, respectively.
Alt1nkaynak et al. [4] discriminated children with ADHD
and healthy controls using MLP, NB, SVM, k-NN, AdaBoost
(AB), LR, and RF and obtained an accuracy rate of 91.3%
by MLP. Parashar et al. [13] also studied sixty children with
ADHD and sixty healthy control children. They adopted three
classifiers (AB, RF, and SVM) for classification and obtained
an 84.0% accuracy rate with AB. Ekhlasi et al. [59] proposed
a system that can be easily classified into children with
ADHD and healthy controls. They applied genetic algorithms
for feature selection and NN for classification. They illus-
trated that NN produced the highest classification accuracy
of 89.7%.

Our previous published papers [25], extracted different
types of time domain andmorphological features and adopted
LASSO and t-test for feature selection. Moreover, four ML-
based classifiers, such as SVM, k-NN, MLP, and LR were
used for the classification of childrenwith ADHD and healthy
controls, and SVM produced 94.2% classification accuracy
and 0.964AUC. TABLE 10 confirmed that LASSO-LR based
approach along with a GP-based classifier can identify and
diagnose children with ADHD with 97.5% accuracy, which
is comparatively higher than all existing methods of previous
studies in the literature.

V. CONCLUSION AND FUTURE WORK DIRECTION
This study proposed an ML-based system for the diagnosis
of children with ADHD on the basis of more relevant chan-
nel selection and feature extraction using EEG signals. The
first step of this study was to extract twenty-two features
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from each EEG channel. The second step was to select the
more relevant channels using two channel selection meth-
ods: SVM and independent t-test. Ten different channels
out of nineteen were selected by SVM and an independent
t-test. Then, six overlapping or unique channels were selected
from both channel selection methods. Since each channel
had twenty-two features, a total of one hundred thirty-two
features were extracted from the selected six channels. The
third step was to determine the more potential features using
the LASSO-LR-based model. The fourth step was to clas-
sify the children as either having ADHD or healthy, where
six classification methods were adopted and experimented.
Our findings showed that GP-based classifier achieved the
highest classification accuracy of 97.53% and AUC of 0.999.
An improvement of almost 3% in classification accuracy and
AUC was obtained over our previous published papers [25].

We will have the plan to extend this study by adding more
children with ADHD subjects from EEG signals. We will
also adopt our proposed method to mix EEG data of other
similar psychiatric diseases. Furthermore, we will adopt a
deep learning-based classifier and try to develop a web-based
method for the automated prediction of children with ADHD
that will help physicians to take the necessary steps for early
diagnosis of ADHD.
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