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ABSTRACT Gray to Color conversion causes difficulties because of the nature of its intrinsic multi-
modality. Despite recent significant advancements in this domain by numerous learning-based approaches,
there still have two drawbacks: 1) implausible color assignment and 2) contextual ambiguity. Recently deep
learning models are being used for colorization as they outperform others. In a training image, desaturated
color components are greater than saturated color components due to the larger background areas (clouds,
pavement, dirt, walls, etc.) compared to the focused objects. This imbalanced feature representation biases
the learning model in favor of major features. However, small regions with specific colors are the region
of interest. To solve this problem, we proposed the Deep Localization Network (DL-Net) by modifying
the mean squared error backpropagation algorithm. We compute chromatic component-based Local Losses
(LLs) which are the primary component of the proposed DL-Net. The LL employs priority on rare semantic
components of the original image features. It works to improve diverse-range dependency modeling in an
effort to reduce contextual ambiguity and color leakage that promotes the production of more plausible
coloring. With a number of current methodologies, we contrast our proposed approach. The experimental
findings demonstrate that our proposed method produces good colorization of images and outperforms other
methods in terms of SSIM, MSE, and PSNR quality criteria.

INDEX TERMS Imbalance feature, mean square error, local loss function, deep localized network,
colorization.

I. INTRODUCTION
Color visuals are more perceptible to human sight. Instead
of viewing grayscale images, people experience higher
satisfaction and pleasure to view colored ones. Images
from antiquity, medicine, and astronomy are typically drab
and unable to depict their accurate interpretations and
expressions. It is vital to colorize the image in order to gain a
greater understanding of its semantics.

For image colorization, researchers used a variety of
methods. User-guided colorization [1], [2], [3] and data-
driven colorization [4], [5], [6], [7], [8], [9], [10] are the two
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primary categories into which existing techniques for color-
ing grayscale photos can be divided. The amount of human
interaction needed for traditional user-guided colorization to
correctly color the image is too tremendous [4], [5], [9].
The user-guided approach has lost popularity in favor of
data-driven strategies [4], [5], and [9] since they are simpler
and involve less human work. A reference color image is
needed in a data-driven approach in order to add color to
the grayscale image. Using the reference image as a guide,
the user manually selects color values. Image colorization
methods based on deep network learning are also growing in
popularity today.

Convolutional Neural Network (CNN) is a deep learning
network. The CNN can efficiently extract different picture
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properties and categorize them for colorization [11]. Convo-
lution Neural Networks (CNNs) are composed of two distinct
alternating layer types: convolutional and sub-sampling
layers [11]. The first convolutional layer in a CNN extracts
primitive features of network traffic while the subsequent
convolutional layers deduce more sophisticated features.
The activation unit in a CNN represents the results of the
convolution operation of the input data with a kernel. The
convolution layer is followed by a max-pooling layer for
the dimensionality reduction of data. Finally, the dense layer
classifies the output classes combining all complex features
identified by convolutional layers.

Through several underlying network layers, Deep Neural
Networks (DNNs) extract representative features and hidden
structural knowledge from data by training. To optimize
the model’s parameters, the feedback is generated by the
loss function in every epoch during training. The loss
function is the measurement of the disparity between the
predicted output and the ground-truth value, i.e., error.
In each epoch, networks update the weights of the model in
proportion to the error. The backpropagation algorithm gives
the same importance to the misclassification errors of data
instances from each class. The training process adapts the
classifier in favor of the majority class for imbalance class
distributions [12]. In imbalance distribution, harder instances
from classes with fewer observations produce lower class
probabilities by the models. However, correct instances have
greater SoftMax probabilities than those misclassified and
out-of-distribution instances [13]. Thus, the training process
with an imbalance class distribution does not hinder the
model performance of clear class separation tasks but it
affects the instances that are inherently more difficult to
classify.

Since the training process with an imbalance class distribu-
tion typically underestimates the class probability estimates
of minority class instances, thus learning models misclassify
the minority class observations for hard instances [14].
Therefore, the predicted class probabilities are unreliable in
imbalanced class distributions.

In many real-world problems like microarray, medical
images, color visualization, sequencing, etc., feature dis-
tributions have greater importance than class distributions.
In these problems, the same scenarios arise when feature
distributions are imbalanced. Therefore, the training process
is biased to the larger feature subsets in imbalanced
feature distribution, and characteristics of fewer feature
subsets disappear in the resultant models. Handling feature
imbalance is of great importance because the fewer feature
subsets are the feature of interest concerning the learning
task.

There are many existing methods dealing with the
colorization problem. But in the colorization process, we see
that desaturated color components are far more prevalent
than saturated color components in training images, which
dramatically influences the training process and causes
saturated color components to skew toward desaturated

components in the targeted image. Sometimes the colors of
smaller items blend in with the background in the targeted
image.

The class imbalance is usually handled by re-sampling the
dataset to make it class balanced or by rescaling the data
samples or using the weighted function for imposing higher
weight on the minority class [12]. In the training process,
the features of a sample determine the gradient directions
on the loss function. The feature imbalance problem is
usually seen in the computer vision domain. An image is
composed of blocks of different colors where the blocks
are of different sizes. However, all blocks have the same
importance. The features of a sample determine the input
dimension of a learning model. For colorization models, the
output dimension is also the same as the input dimension.
Feature rescaling or reproducing is not possible. The feature
imbalance issues can be handled by adjusting color block loss
(local loss) gradients.

In this context, we propose a novel learning algorithm
where the feature set of instances is first clustered into several
feature subsets (similar groupings). Instead of calculating
a global loss function, loss functions are calculated for
every subset of features. The backpropagation algorithm
is developed based on local loss functions. In contrast
to conventional models which propagate global loss as
feedback into hinder layers where each mismatch gets the
same importance, the proposed algorithm propagates losses
computed by a subset of features as feedback into the
respective nodes of the hinder layers in which that subset
of features is extracted. We can assign weights with each
loss function according to the priority of the clustered feature
subset. To focus more on any feature cluster, higher weights
can be assigned to training. This learning process can impose
local features to extract more realistic features from feature
sequences. The proposed algorithm can give an unbiased
model for highly imbalanced features. Experimental results
show that the proposedmethod outperforms existing methods
in terms of SSIM, MSE, and PSNR, and produces improved
colorized images.

The rest of the paper is divided into four sections.
Section II contains the literature review. Section III discusses
the proposed methodology in detail. Section IV shows the
experimental results. Finally, the conclusion is written in
Section V.

II. LITERATURE REVIEW
A. BACKGROUND
In this subsection, we will focus on the idea of how
colorization tasks work. In the early stage, image colorization
was performed by user interaction. Early methods mainly
depended on user-complex doodling (such as dots or strokes)
to direct the coloring process due to the multimodal difficulty
of image colorization. User-interacted colorization is roughly
divided into scribbles and examples based. It is typically
unrealistic to assume that one or more reference photos
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will have enough color information to provide acceptable
colorization results. In recent times, colorization is performed
by data-driven methods. A vast number of source photos
can be used to train in data-driven methods because those
work without user interaction. In terms of colorization, this
entails automatically discovering hues that naturally go with
actual items. By expanding the network layers and increasing
the training samples, the methods produce better outcomes.
These methods are briefly described below.

1) SCRIBBLE-BASED COLORIZATION
One of the oldest methods of colorization is the scribble-
based method. It is a user-guided colorization method.
It interpolates colors to the crucial section or part of the image
depending on user-specific scribbles. The authors in [2]
provided a technique based on optimization for spreading
the user-specific color scribbles to every pixel in the image.
The nearby pixels with the same intensity levels had been
colored with the same color from the user’s color scribbles,
giving them a gray appearance. For this work, they employed
the quadratic cost function. Yatziv and Sapiro [3] suggested
a method for determining pixel color by combining the
color information from various scribbles. By preventing
the color from flowing over the boundaries of the objects,
Huang et al. [1] improved the method in [3].

2) EXAMPLE-BASED COLORIZATION
Example-based colorization transfers color components
using a reference image that is connected to the input image.
It is also a user-guided colorization method. Welsh et. al. [7]
offered a semi-automatic process for converting a ground-
truth reference image to a grayscale image. This technique
compares the reference image with the brightness value and
texture information of the gray image. The user analyzes
the brightness values in the vicinity of each reference
picture pixel and assigns the weight to grayscale image
pixels that correspond. According to Sousa et. al. [6], each
pixel in a grayscale image is given a color based on how
intense it is in a reference color image with a similar
subject matter. On the basis of superpixels, Gupta et. al. [8]
derived features by matching from both the input image
and reference image. These techniques have considerable
difficulties despite producing amazing outcomes. These
techniques are effective if the user can provide a suitable
reference image from the internet or the natural world that
contains the desired colors, but this is a laborious operation.

3) LEARNING-BASED COLORIZATION
Learning-based colorization is data-driven and automatic.
The automatic means the model colorizes images without
any user interaction after feeding the input image to the
model. For this reason, the automatic colorization method
based on learning has become more popular as a solution to
the issue of user guidance dependency. These methods are
familiar for the mapping between the color image and the
grayscale input in a sizable dataset. A network is comprised

of sums of nonlinearly transformed linear models and it is
trained to approximate the non-linear functions between the
input and output. First, it derives complex features by linear
combinations of the inputs, and next, it derives the model’s
target function as a non-linear function from the derived
features. Different model architectures are used for image
colorization.

B. RELATED WORK
Dahl et. al. [15] proposed an automatic method to produce
full-color channels for gray images using 4 pre-trained
layers from VGG16 [16]. They used hypercolumns [17]
with CNN for this task. They constructed a color output
image by forwarding the input image to the VGG network,
extracting features, and finally concatenating them. Hwang
and Zhao [18] designed and built an automatic grayscale
image colorization method based on the baseline regression
model. Baldassarre et. al. [19] proposed a method that
combines Deep CNN with Inception-ResNet-v2 [20]. This
Inception-ResNet-v2 model is pre-trained and is used for
high-level feature extraction. They trained from scratch in
their Deep CNN model. An et. al. [4] proposed a model
with the help of a VGG-16 CNN model, which relied on
classification. Cross entropy loss and color rebalancing were
used in this approach. Qin et. al. [21] used ResNet [22] for
their colorization method. Their method combines classified
information and image features.

Zhang et. al. [23] proposed an automatic colorization using
CNN. Zhang’s method is a classification model where the
whole color range is divided into groups (classes). They
used class rebalancing during training time to increase the
variety of colors on the output image. Zhang et. al. [24]
fused low-level cues with high-level semantic information.
Iizuka et. al. [5] developed an end-to-end technique that
jointly learns global and local image features. This method
exploits classification labels (category of images) for increas-
ing model performance. Qin et. al. [25] used a dense network
for extracting texture and detailed features from the image
as it has a small amount of information loss than that of
other CNN architectures. Su et. al. [26] proposed an instance
colorization network, where they extracted both object-level
and full-image features for colorization. Dai et. al. [27]
proposed an encoder-decoder model consisting of the local
pyramid attention (LPA) module and the spatial semantic
modulation (SSM) module. They used the LPA module for
producing a range of scales of local features and spatial
semantic modulation for plausible color generation. Xu and
Ding [28] proposed a model of automatic image colorization
which is based on semantic segmentation technology. They
utilized a semantic segmentation network to quicken the
convergence edges of the image. Wu et. al. [29] proposed a
generative adversarial network-based model which used fine-
grained semantic information for image colorization. They
built an ethnic costume dataset covering four Chinese minor-
ity groups and applied a coloringmodel based on Pix2PixHD.
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Hesham et. al. [30] proposed a colorization model using
a scaled-YOLOv4 detector. They detected different objects
from multi-object images and applied colorization to them.
Guo et. al. [31] proposed a GAN-based bilateral Res-U-net
model for image colorization. Liu et. al. [32] proposed a
super-resolution network with color awareness that combines
the concepts of picture colorization and super-resolution
to enhance panchromatic pictures’ spectral and spatial
resolution. Kumar et. al. [33] proposed a pairing model of the
Siamese network and convolutional neural network for image
colorization. By integrating the networks, they looked into
the possibility of improving colorization. Özbulak et. al. [34]
used Capsule Network (CapsNet) for image colorization.
The generative and segmentation properties of the original
CapsNet are proposed for the image classification problem,
but they altered the network and used it to colorize the images.
Kong et al. [35] introduced an adversarial edge-aware model
that integrates multitask output with semantic segmentation
for image colorization. They employed a generator that
learns colorization under chromatic ground truth values
and extracts deep semantic characteristics from a given
grayscale. For training, they also incorporated adversarial
loss, segmentation loss, and semantic difference loss in
terms of human vision. Wu et. al. [36] proposed a GAN-
based model. For retrieving bright colors, they made use
of the enhanced and varied color priors contained in pre-
trained Generative Adversarial Networks. They used a GAN
encoder to first find matching features that are similar to
exemplars, and after that modulate these features into the
colorization process. Nguyen-Quynh et al. [37] suggested
an encoder-decoder image colorization model by exploiting
both global and local priors. Bahng et. al. [38] proposed a
model consisting of two conditional generative adversarial
networks. The first network turns text into a palette, while
the second network colorizes images using those palettes.
Liang et. al. [39] proposed a colorization network based on
the cycle generative adversarial network (CycleGAN) model,
which combines a perceptual loss function and a total varia-
tion (TV) loss function to secure colorized medical images
and to improve the quality of synthesized images. Using
generative adversarial networks (GANs), Treneska et. al. [40]
suggested a self-supervised technique that produces color
images. They also employed transfer learning for visual
understanding. Using deep convolution GAN, Wu et. al. [41]
provided a new technique for coloring remote sensing images.
The GAN generator collects detailed picture characteristics.
The generator and discriminator successfully optimize one
another to produce color images. Sugawara et. al. [42] used
graph signal processing in their colorization method. Two
separate networks are used; the first is a global graph that
connects the key pixels on an image, and the second is a local
graph that connects the global graph to each individual pixel.
A color image is retrieved using the hierarchical combination
of these two graphs. Afifi et. al. [43] presented the HistoGAN
technique for controlling the color of GAN-generated images.
They proposed a histogram feature that specifies the colors

of GAN-generated images by altering the recently created
StyleGAN architecture [44]. Gain et. al. [45] proposed
an encoder-decoder CNN architecture with filtering-based
rebalancing techniques to colorize images. Three models are
developed based on the indoor, outdoor, or human image
type. A user will choose a mode according to the image
type. Larsson et. al. [46] proposed an automatic deep neural
network model which is trained with semantic features.

Though these methods can solve some problems of reliable
colorization, still object color matching and proper color
saturation are unsolved and ongoing research issues.

III. PROPOSED METHODOLOGY
In this paper, the proposed network is built on encoder-
decoder architecture. CIE L∗a∗b∗ color space [47] is a
useful tool for color manipulation. The L∗a∗b∗ color model
decouples the intensity components (represented by lightness
L∗) from the color-carrying information (represented by
a∗ for red-green and b∗ for yellow-blue). The lightness
information can be separated from color information in
L∗a∗b∗ space highly compared to any other color model.
The lightness information contains the main image features.
Lightness information can be mapped into the gray level
(intensity) and vice versa [47]. The lightness channel L∗ is
defined as model inputW ∈ RH×W×1 and the other two a∗b∗

color channels as the model output Y∈ RH×W×2. X∈ RH×W×2

is the ground truth color channels. Where H andW are height
and weight respectively. We assume the task is to learn the
mapping function f:W ∈ Y. The predicted a∗b∗ channels Y is
combined with the input L∗ channel X to estimate the color
image Z= (W, Y). The model’s mean square loss function is:

MSE =
1
N

∑
N

(X (i, j) − Y (i, j))2 [48] (1)

The intrinsic ambiguity and multimodality of the colorization
problem make this loss function vulnerable. The mean of
the set is the best way to solve the Euclidean loss if an
object can take on a range of different a∗b∗ values. The
background colors such as clouds, dirt, pavement, and walls
cover most of the areas of the images. The averaging error
effect favors mostly covered color values in the ground truth
image and as a result, the predicted color values are strongly
biased towards the ground truth colors. For this reason, the
distribution of a∗b∗ values is biased towards the colors that
are mostly found. To solve this problem, we introduce the
Local Loss (LL) module in our Deep Localization (DL-
Net) Network. This prevents the domination of major color
values over minor color values. Our key insight is that
a clear color-ground separation can dramatically improve
colorization performance. The proposed loss calculation
equation and strategy are shown in Equation 2 and Figure 1
correspondingly. According to the figure, the whole image
is divided into five color groups. The loss functions of
all groups are computed. Each loss function is propagated
through the nodes where those color values are extracted.
This learning process imposes local features to extract more
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FIGURE 1. Loss functions according to color groups.

realistic color values. The proposed learning method, based
on cluster-based losses, allows the colorization network to
learn rare color representations for accurate colorization
and to minimize the domination of the majority over the
minority.

Localized MSE =
1
N1

∑
N1

(X (i,j) −Y (i,j))2

+
1
N2

∑
N2

(X (i,j) −Y (i,j))2

+
1
N3

∑
N3

(X (i,j) −Y (i,j))2

+ . . . . . . . . .. +
1
Nn

∑
Nn

(X (i,j) −Y (i,j))2

(2)

N= Number of pixels = N1 + N2 + . . . . . .+Nn
n = Numbers of clusters.
In this proposed encoder-decoder model the encoder is a

Densely Connected Convolutional Network (DenseNet) [49]
and the decoder is a conventional CNN [50]. The DenseNet
extracts image features from gray images and the conven-
tional CNN outputs the a∗b∗ color channels. The DenseNet
can extract high-level features which are very suitable for this
colorization problem. The general structure of the proposed
model is shown in Figure 2. After getting the output (a∗b∗)
of the deep learning model we applied the rebalancing
technique [45] on a∗b∗ channel values. Different regions
of color channels are extracted and the chroma values are

adjusted according to region wise using filtering techniques.
It improves the image quality. The deep network architecture
of our proposed model is shown in Figure 2. We will describe
elaborately our model below.

A. FEATURE EXTRACTOR (DENSENET)
TheDenseNet has a strong connection among its layers. It has
less semantic information loss during feature extraction than
other CNN architectures and reduces the gradient vanishing
problem. The DenseNet concatenates its output from the
previous layer with all of the future layers.Wemodify the first
convolutional layer to make the model suitable for grayscale
input. We discard the last linear layer to create a H

32 ×
W
32 ×

1024 feature representation from DenseNet. These features
are used as input in the colorization network, which is a CNN.
The different convolutional layers and outputs of DenseNet
are shown in Table 1.

B. COLORIZATION NETWORK (CNN)
The network takes H

32 ×
W
32 × 1024 feature representation as

input and applies a series of convolutional and up-sampling
layers. For up-sampling, we use the basic nearest-neighbor
technique. The network outputs are H × W × 2 a∗b∗

tensor. The different convolutional layers and their outputs
are presented in Table 2.

C. GLOBAL LOSS FUNCTION AND GRADIENT DESCENT
Given a set of training data:

X = {(x1, y1), (x2, y2), (x3, y4), . . . . . . (xN, yN) (3)
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FIGURE 2. The structure of our proposed deep learning model.

TABLE 1. The model structure of the proposed Dense Network.

TABLE 2. The model structure of the proposed Colorization Network.

where,
xj = Ground truth pixel value
yj = Predicted output pixel value by network
N = Number of pixels of each batch

Global Loss Function:

E(X, W) =
1
N

H,W∑
i,j=0

(X (i, j) −Y (i, j))2 (4)

=
1
N

H,W∑
i,j=0

(
X ij −f (akij)

)2
(5)

N = H×W=Number of pixels
E(X, W) = Error function
W = Weight parameters of CNN
akij = Predicted value without activation
Xij = Ground truth value for corresponding Predicted akij
f = Activation function
Then, the weight parameters are changed according to:

W i+1
= W i

− α
∂E

∂W i (6)

where
α = Learning Rate; i = Iteration
Gradient descent:

∂E

∂Wk
PQR

=

h−l1∑
i=0

w−l2∑
j=0

∑
z

∂E

∂akZij
×

∂akZij
∂Wk

PQR

[51] (7)

Input Feature map dimension = h × w
Weight kernel dimension = l1× l2
Output Feature map dimension = (h - l1 +1) (w - l2+1)
k = Layer position of network
P = Kernel position of a layer
Q × R = row × column of a kernel
Z = output feature set position of a layer

akZij =

∑
l1

∑
l2

( wkPl1l2
∑
z

Ok−1
z,i+l1,j+l2

)

 + bkP (8)
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where,W = Weight value; O = Output value; b = bias value

∂akZij
∂Wk

PQR

=
∂

∂Wk
PQR

∑
l1

∑
l2

( wkPl1l2
∑
z

Ok−1
z,i+l1,j+l2

)


+ bkP

]
=

∑
z

Ok−1
z,i+Q,j+R (9)

δkZij =
∂E

∂akZij
=

l1−1∑
m=0

l2−1∑
n=0

∑
z

∂E

∂ak+1
Z,i−m,j−n

∂ak+1
Z,i−m,j−n

∂akZ,ij
(10)

=

l1−1∑
m=0

l2−1∑
n=0

∑
z

δk+1
Z,i−m,j−n

∂ak+1
Z,i−m,j−n

∂akZ,ij
(11)

∂ak+1
Z,i−m,j−n

∂akZij
=

∂

∂akZij

∑
P

∑
Z

Wk+1
PQRf

(
akZij

)
(12)

= f
′
(
akZij

) ∑
P

Wk+1
PQR (13)

Then,δkZij =
∂E

∂akZij

=

l1−1∑
m=0

l2−1∑
n=0

∑
Z

δk+1
Z,i−m,j−n

∑
P

Wk+1
PQRf

′
(
akZij

)
(14)

As the backpropagation process is a chain rule, the gradient
descents of the hidden layers are influenced by the gradient
descents of output or final layer. In the final layer there exists
single feature set. Thus, the value of Z and P is ignored from
the gradient descent calculation of final layer.

Gradient Descent of Output Layer:
From Equation 5,

E =
1
N

H,W∑
i,j=0

(
X ij −f (akij)

)2
Now,

δk11=
∂E

∂ak11
= −

2
N

{X11 −f (ak11)}f
′(ak11)

= −
2
N

(x11− y11)f
′(ak11) (15)

δk32=
∂E

∂ak32
= −

2
N

{X32 −f (ak32)}f
′(ak32)

= −
2
N

(x32− y32)f
′(ak32) (16)

δkQR =
∂E

∂akQR
= −

2
N

{XQR −f (akQR)}f
′(akQR)

= −
2
N

(xQR− yQR)f
′(akQR) (17)

From Equation 7 we get,

∂E

∂Wk
QR

=

h−l1∑
i=0

w−l2∑
j=0

∑
z

∂E

∂akZij
×

∂akZij
∂Wk

PQ

Then,

∂E

∂Wk
11

=

h−l1∑
i=0

w−l2∑
j=0

δkijO
k−1
i+1,j+1 (18)

= −
2
N

h−l1∑
i=0

w−l2∑
j=0

(X ij− Y ij) f ′(akij)O
k−1
i+1,j+1

∂E

∂Wk
32

=

h−l1∑
i=0

w−l2∑
j=0

δkijO
k−1
i+3,j+2

= −
2
N

h−l1∑
i=0

w−l2∑
j=0

(X ij− Y ij) f ′(akij)O
k−1
i+3,j+2 (19)

∂E

∂Wk
m′n′

=

h−l1∑
i=0

w−l2∑
j=0

δkijO
k−1
i+m′

,j+n′

= −
2
N

h−l1∑
i=0

w−l2∑
j=0

(X ij− Y ij) f ′(akij)O
k−1
i+m′

,j+n′ (20)

D. LOSS LOCALIZATION AND EFFECT ON LEARNING
We divide the targeted a∗b∗ image of each batch of the
training data into multiple areas based on its color groups
using k-means clustering. Then we again divide the output
a∗b∗ image of the CNN of that batch into the same number
of areas based on the pixel location of the corresponding
cluster. We calculate losses based on color groups instead of
computing the loss on the whole image. Let L1, L2,. . . ,Ln
be the losses of ncluster colors. Each Li propagates on those
nodes of the hinder layers in which corresponding color
features are extracted. For this reason, the proposed unbiased
training method can overcome the pitfalls of conventional
deep learning methods for imbalanced feature problems.

Proposed Localized Loss Function:

E (X, W) =
1
N1

∑
N1

(X (i, j) −Y (i, j))2

+
1
N2

∑
N2

(X (i, j) −Y (i, j))2

+ . . . +
1
Nn

∑
Nn

(X (i, j) −Y (i, j))2 (21)

And the final layer representation of Localized Loss:

E =
1
N1

∑H1W1

i,j=0

(
X ij −f (akij)

)2
+

1
N2

∑H2W2

i,j=0

(
X ij −f (akij)

)2
+ . . . . . . +

1
Nn

∑HnWn

i,j=0

(
X ij −f (akij)

)2
(22)
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where,
N = Number of pixels of each batch = N1 +

N2+. . . . . .+Nn
Ni = Number of pixels in cluster i = H i×W i
n = Numbers of Clusters
f = Activation function
Gradient descents will be calculated separately under each

cluster. We assume δk11 is calculated under cluster 1, δk32 is
calculated under cluster 2, and δkQR is calculated under the
last cluster n.

δk11 =
∂E

∂ak11
= −

2
N1

{X11 −f (ak11)} f
′(ak11)

= −
2
N1

(x11− y11) f
′(ak11) (23)

δk32 =
∂E

∂ak32
= −

2
N2

{
X32 − f

(
ak32

)
f ′

(
ak32

)
= −

2
N2

(
x32 − y32

)
f ′

(
ak32

)
(24)

δkQR =
∂E

∂akQR
= −

2
Nn

{XQR −f (akQR)f
′(akQR)

= −
2
Nn

(xQR− yQR)f
′(akQR) (25)

Now,

∂E

∂Wk
11

=

h−l1∑
i=0

w−l2∑
j=0

δkijO
k−1
i+1,j+1

=

h−l1∑
i=0

w−l2∑
j=0

−
2
N1

(X ij− Y ij) f ′(akij)O
k−1
i+1,j+1 (26)

∂E

∂Wk
32

=

h−l1∑
i=0

w−l2∑
j=0

δkijO
k−1
i+3,j+2

=

h−l1∑
i=0

w−l2∑
j=0

−
2
N2

(X ij− Y ij) f ′(akij)O
k−1
i+3,j+2

(27)

∂E

∂Wk
m′n′

=

h−l1∑
i=0

w−l2∑
j=0

δkijO
k−1
i+m′

,j+n′

=

h−l1∑
i=0

w−l2∑
j=0

−
2
Nn

(X ij− Y ij) f ′(akij)O
k−1
i+m′

,j+n′

(28)

δkij is calculated under cluster t with Nt pixels.
From the Equation 18, 19, and 20 for the global loss, we see

that every gradient is impacted by the total pixel values of
each batch. But, from the Equation 26, 27, and 28 we see that,
using the proposed localized loss function, the gradients of

the major and the minor pixel are impacted by the perspective
values of the cluster groups. Although the calculation of
the gradient descent of hidden layers is the same as above
in Equation 7 to 14, the impact of the gradient descent of
the output layer (with local loss) propagates to the gradient
descent of hidden layers.

IV. EXPERIMENT
A. DATASET
We used the place365 [52] validation dataset to train
and verify the proposed model. Place365 validation set
contains 36500 images. Place365 validation dataset consists
of 365 scene categories containing 100 images per category.
We took 80% for training and 20% for testing from each scene
category.

B. ENVIRONMENT SET UP AND TRAIN DETAIL
Using PyTorch [53] and Python 3.7, we developed our
environment. We used a GeForce GTX 1050 graphics card
with 4GB of RAM and an Intel Core i5 8400 desktop
computer as hardware. Adam optimizer [54] has been used
to backpropagate the loss during the training. The learning
rate was set to 0.001. We train and validate our proposed
model using the Google Colab [55] with local GPU runtime.
We could maximize batch size 32 to avoid the overflow of
GPU memory. Each input was resized to 224 × 224 pixels.
This configuration and setup took approximately 15 days
without any interruption to complete 40 epochs (45,000
iterations) for 36500 images.

C. EVALUATION METRICS AND COMPARISON METHODS
1) EVALUATION METRICS
To assess the accuracy of the predictions, we employ both
quality and quantity measurements. For quality assessment,
visual perception is used to show the performance of the
model. For quantity assessment, a number of evaluation
markers such as Color peak signal-to-noise ratio [56]
(PSNR), structural similarity [56] (SSIM), and MSERGB are
chosen as indicators.

2) QUALITATIVE COMPARISON
We first visually inspected the model’s color image
quality.

In the case of qualitative analysis, we first evaluate our
proposed network model with global and local loss modules.
In Figure 3A, we have shown six different images ordered
column-wise from our proposed colorization method with
global loss and local loss along with the ground truth and the
gray version bywhich the proposedmodel generated the color
image. The local loss outputs reliable color in every region
of objects of each image. Moreover, images by the local
loss module are deeper and brighter compared to the ground
truth.

There exists object color mismatch and desaturated color
as the result of the global loss. The global loss module

VOLUME 11, 2023 78925



M. Gain, R. Debnath: Novel Unbiased Deep Learning Approach (DL-Net) in Feature Space

FIGURE 3. A). Some results of the local loss and global loss. The first row contains the result of global loss, the second row is the result of our
proposed local loss and the third row is the ground truth and fourth row is the input gray images.

form desaturation and object color mismatch problem in the
first, third, fourth, and sixth images. The proposed local
loss module chooses the objects-wise suitable color and
also forms saturation. In the second and fifth images, the
global loss module chooses some colors correctly but remains
desaturation.

In Figure 3B, we have shown another six different images
order column-wise that are outputs of global loss and
proposed local loss using the same network, ground truth, and
gray images used as input of the models.

In the first and fifth images, the global loss fails to choose
a good color in all areas. But the local loss chooses very
plausible colors in all areas. In the second to fourth images,
the global loss chooses the same color in all areas but the
local loss chooses reliable color. In the sixth image global
loss chooses the wrong color. For this why the dump of
dust looks like a green hill. But the local loss chooses
satisfactory color which helps to find the original image

content. From Figure 3A and Figure 3B, we see that the
proposed method trained with a satisfactory level using
the given training data. In the case of qualitative analysis,
we also compare our method with seven other methods.
In Figure 4, we have displayed eight images row-wise where
columns represent outputs of the proposed method and other
methods, ground truth, and input gray images. For the second,
fourth, sixth, and eighth images, all existing methods form
desaturation and failed to peak the correct colors of the
objects in the images except Gain et. al. [45] at the sixth and
Su et. al. [26] at the eighth image. Our proposedmethod peaks
object-wise saturated color and look similar to the original.
For the first, third, fifth and seventh images, every model
chooses some colors but the results of our proposed method
are more similar to ground truth compared to any other
method.

In Figure 5, we have displayed another seven different
images in order row-wise for showing the qualitative
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FIGURE 3. (Continued.) B). Some results of the local loss and global loss. The first row contains the result of global loss, the second row is the
result of our proposed local loss and the third row is the ground truth and fourth row is the input gray images.

comparison of our method with seven other methods. In these
ground truth images; colors of some objects look different
colors that usually do not exist in nature. For the first three
images and the seventh image, every method along with our
proposed method chooses a different color from the ground
truth. But in visual perception, the output of our method looks
more vibrant than that of the original images. In the fourth and
fifth images, the outputs of our proposed method look similar
to the ground truth images. However, some methods generate
over-saturated color images and others generate desaturated
color images.

In the sixth image, all existing methods form a grayish
effect but the outputs of our proposed method look very
pleasant though it chooses a different color from the ground
truth. From visual perception, we can say that our method can
produce more plausible images compared to others. These
results show us that the proposed method trained with a

satisfactory level using the given training data. Additionally,
we displayed the results of the colorization of old and
contemporary photographs downloaded from the internet
which are shown in Figure 7.

3) QUANTITATIVE COMPARISON
To assess the quantitative performance of various works,
we employ the Peak Signal-to-Noise Ratio [56] (PSNR),
Structural Similarity Index Measure (SSIM) [56], and MSE
loss for the similarity metric approach. The image quality
may be roughly evaluated using PSNR and typically, the
greater the PSNR the better the image quality. The similarity
between the reconstruction image and the original image is
evaluated at the pixel level. A higher SSIM indicates greater
structural similarity. The SSIM calculates the correlation
between two pictures (generated and ground truth). PSNR can
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FIGURE 4. Outputs of our proposed method and some existing methods, ground truth and input gray image.

be defined as follows:

PSNR = 10log10
2552

MSE
(29)

where,MSE =
1
N

∑
N

{X (i, j) − Y (i, j)}2

Here,X(i,j) and Y(i,j) denote (i, j)th pixels in both the output
and ground truth RGB images. N represents the number of
pixels of the sample. The SSIM can be defined as follows:

SSIM (X ,Y ) =
(2µXµY + c1) (2σXY + c2)(

µ2
X + µ2

Y + c1
) (

µ2
X + µ2

Y + c2
) (30)

where,µX andµY present the average ofX and Y respectively
whereas σX and σY indicate the variance of X and Y ,
respectively. Moreover, σXY expresses the covariance of X
and Y . Here, c1 = (k1L)2 and c2 = (k2L)2 with k1 = 0.01,
k2 = 0.03, and L = 255 [57]

We have compared our results with different methods
(Deoldify [58], Iizuka et. al. [5], Larsson et. al. [46],
Zhang et. al. [23], Zhang et. al. [24], Su et. al. [26],
Gain et. al. [45]). We have taken eight images randomly from
the dataset. The ground truth, input gray images, and the
outputs of the proposed methods and other existing methods
are shown in Figure 6.

From Figure 6, we see that the method in Deold-
ify [58] chooses a desaturated color in every image.
The method in Iizuka et al. [5] forms desaturation in the
second, fifth and seventh images and Su et al. [26] in
the second and fourth. Larsson [46] and Zhang et al. [25]
form desaturation in the second, fourth, fifth, and sixth
images. Zhang et al. [23] forms desaturation in the second
and over-saturation in the third images. Gain et al. [45]
form saturation in the seventh and eighth images. We find
that there is no significant difference visually between the
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FIGURE 5. Results of our proposed method and existing methods, ground truth and input gray image.

image generated from the proposed method and the ground
truth.

Table 3 shows a comparison of MSE, PSNR, and SSIM
values between the global loss and the proposed local loss
module for different images. From Table 3, we find that
the average MSE value of our proposed localized method is
smaller than the global loss method. The average PSNR and
SSIM values for the proposed localized method are better
than that of the global loss method for all the considered
images. The average MSE value of the proposed localized
method is 29% less than the global loss method. Besides,
the average PSNR and SSIM value of the proposed localized
method is 12.22 % and 5.29% higher correspondingly than
the global loss method.

Table 4 shows a comparison of MSE, PSNR, and SSIM
values among different methods for different images. From
Table 4, we find that the average MSE value of our method
is smaller than other methods. The average PSNR and SSIM
values for the proposedmethod are better than that of all other
methods for all the considered images. TheMSE values of the
proposed method are 88%, 36%, 60%, 42%, 56%, 55%, and
39%, which are less than that of the methods in Deoldify [58],

Iizuka et. al. [5], Larsson et. al. [46], Zhang et. al. [23],
Zhang et. al. [24], Su et. al. [26] and Gain et. al. [45],
respectively.

Besides, the average PSNR values of the proposed method
are 7.81%, 3.50%, 6.50%, 7.15%, 5.04%, 7.77%, and 5.69%,
which are higher than that of the methods in Deoldify [58],
Iizuka et. al. [5], Larsson et. al. [46], Zhang et. al. [23],
Zhang et. al. [24], Su et. al. [26] and Gain et. al. [45]
respectively.

In addition, the average SSIM values of the proposed
methods are 1.46%, 0.32%, 1.00%, 1.00%, 0.25%, 5.05%,
and 1.10% that are better than that of the methods in
Deoldify [58], Iizuka et. al. [5], Larsson et. al. [46],
Zhang et. al. [23], Zhang et. al. [24], Su et. al. [26], and
Gain et. al. [45] respectively.

D. DISCUSSION
Colorization is a very ill-posed problem as there is no
linear formula to generate color values from luminance
components. Deep learning techniques show notable progress
in the colorization process in recent times. In this paper,
we proposed a new Local Loss (LL) model for image
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FIGURE 6. Comparison of results of our proposed method with some other methods and ground truth image.

TABLE 3. Comparison of MSE, PSNR and SSIM between global and local loss methods. Here, Image No. (3A #1 to 3A #6) are corresponding to Figure 3A
and image No. (3B #1 to 3B #6) are corresponding to Figure 3B.

colorization. The performance of the deep learning model
largely depends on the balance state of the dataset. Unlike
other image processing problems, balance data indicate the
balance state at the feature (intensity) level instead of the
sample level in the colorization task. When a small color area
exists inside a large color area, the larger color area affects the

small color area during training and the model blends small
region color in its background. The number of desaturated
pixels is higher than the number of saturated pixels in an
image because the background areas are very larger than the
main object area. For this reason, color bleeding problems and
desaturated problems are found in the predicted color image
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TABLE 4. Comparison of MSE, PSNR and SSIM among different methods. Here, Image No. (1 to 8) are corresponding to Figure 6.

FIGURE 7. Colorization of Legacy Images.

in the existing methods. Because in the case of regression
loss, the effect of minor features is affected by major features
and the gradient descent of minor features disappeared during
backpropagation. To solve this problem, we consider the
MSE loss of each color object, where we separate different
color regions using k-means clustering techniques. Then we
apply the loss function separately on different regions to solve

desaturation. From the experimental results, we found that
our proposed method solved the above-mentioned problem
effectively.

We compared our proposed method with several existing
efficient methods and found that the visual effects of our
proposed method outperform other methods, which are
shown in Figure 4 and Figure 5. Utilizing the PSNR,
SSIM, and MSE assessment measures, we also compared
our suggested strategy with other methods. We found our
proposed method performs well compared to other methods
which are shown in Table 4, and Figure 6.

We also tested our proposed model using historical images
and got plausible color visuals which are shown in Figure 7.
We have trained our model using only 28,800 images

which is on average 17 times smaller than the above-
mentioned compared methods. Because of hardware limi-
tations, we fail to use more images. We hope if one can
train with more training data, the performance of the model
will be better than the present results of the proposed
methods.

V. CONCLUSION
In this paper, we present a novel automatic image colorization
model based on deep learning whose backpropagation
algorithm is developed according to chromatic component-
based Local Loss (LL). Existing learning-based colorization
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methods contain implausible color peak issues. This is
because major colors in images outnumber minor colors in
feature representation. The performance of the deep learning
method depends on the balance state of training data. The
optimization method is biased by the unbalanced feature
representation, and the influence of minor colors is lost
during optimization. As a result, minor colors disappeared
by the model. We developed a Deep Localization Network
(DL-Net) addressing this issue. The proposed method uses
a chromatic component-based local loss in the backpropaga-
tion algorithm. By focusing component-based loss over local
areas, local losses are produced. It increases the diverse-range
color modeling and helps to remove contextual ambiguity.
Besides, it can prioritize the selected semantic elements from
the source image which encourages the creation of more
plausible coloring. In terms of MSE, PSNR, and SSIM, our
proposedmethod outperforms themore sophisticated existing
techniques.

Due to hardware limitations, our learning model is
currently trained with small-sized data. More training data
may improve colorization by our method, but this also
necessitates more hardware resources. We will work with
more data in the future. Moreover, our proposed local
loss backpropagation algorithm can be used on any deep
learning or other learning models to efficiently solve feature
imbalanced regression problems.
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