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ABSTRACT As a fundamental branch in cross-modal retrieval, image-text retrieval is still a challenging
problem largely due to the complementary and imbalanced relationship between different modalities.
However, existing works have not effectively scanned and aligned the semantic units distributed in different
granularities of images and texts. To address these issues, we propose a dual-branch foreground-background
fusion network (FB-Net), which is implemented by fully exploring and fusing the complementarity in
semantic units collected from the foreground and background areas of instances (e.g., images and texts).
Firstly, to generate multi-granularity semantic units from images and texts, multi-scale semantic scanning
is conducted on both foreground and background areas through multi-level overlapped sliding windows.
Secondly, to align semantic units between images and texts, the stacked cross-attention mechanism is used
to calculate the initial image-text similarity. Thirdly, to further adaptively optimize the image-text similarity,
the dynamically self-adaptive weighted loss is designed. Finally, to perform the image-text retrieval, the
similarities between multi-granularity foreground and background semantic units are fused to obtain the
final image-text similarity. Experimental results show that our proposed FB-Net outperforms representative
state-of-the-art methods for image-text retrieval, and ablation studies further verify the effectiveness of each
component in FB-Net.

INDEX TERMS Image-text retrieval, foreground-background fusion, multi-scale semantic scanning, seman-
tic unit, overlapped sliding window.

I. INTRODUCTION
In the digital multimedia era, a large amount of multimedia
data is being generated every moment, and digital multime-
dia information has exploded in recent years. Cross-modal
retrieval [1] aims to implement a retrieval task across dif-
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ferent media types, such as retrieving images using sounds
or retrieving videos using images. The key issue of infor-
mation retrieval is to rank the relevant items by calculating
the similarities between the queries and the relevant items.
However, it is impossible to directly measure the cross-modal
similarity due to the inconsistency of feature encoding in
different modalities, that is, ‘‘heterogeneity gap [2].’’ Partic-
ularly, there are many popular cross-media datasets that are
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used to test the performance of cross-modal retrieval [24],
[32], [33], [41]. In addition, deep learning-based approaches
tend to outperform traditional methods in most fields, such
as face recognition. Especially, convolutional neural network
(CNN) has shown its superiority in many applications. There-
fore, deep learning technology provides a huge opportunity
for cross-modal retrieval.

As a typical pattern of cross-modal retrieval, the researches
on image-text retrieval have a positive effect to promote
the development of cross-modal retrieval. Previous research
[3]on image-text retrieval used more straightforward strate-
gies to mine semantic information, for instance, mapping
the original features of images and texts to one embedding
space [4]. In this stage, the research of image-text retrieval
mainly focuses on the global-level instances [5], while more
detailed semantic information existing in the local-level
patches is ignored. Therefore, to capture more complete
semantic information, numerous studies about image-text
retrieval have concentrated on the local-level fragments [15],
[16], [17]. Specifically, to generate fine-grained fragments for
images, the frequently-used partition strategies are uniform
blocking or salient object detection [38]. Similarly, fine-
grained fragments of texts are obtained by simply cutting the
texts into several sentences or lots of words. However, the
above-mentioned methods of fine-grained data partition may
destroy the integrity of semantic units, which brings negative
impacts on semantic understanding and further degrades the
performance of image-text retrieval.

For the task of image-text retrieval, the semantic unit refers
to a specific semantic concept with its attributes, such as the
breed of a dog, the color of a car, the architectural style of a
building, etc. Particularly, a semantic unit is corresponding to
a local region of an image or a sequence of words in a text.
It is actually difficult to accurately locate the semantic units
in images and texts. Therefore, it is of great importance to
correctly divide the fine-grained fragments with fully cov-
ering the semantic units. However, previous works cannot
well solve the problem of semantic unit capturing, and the
reasons lie in the following aspects: 1) Uniformly dividing
an image may cut an object into multiple blocks, 2) The
techniques of object detection can only find the salient objects
in the image, while totally ignoring the semantic units in the
background of the image, 3) The simple policy to partition a
text into sentences or words may also fail to completely locate
semantic units.

Although great progress in image-text retrieval has been
made in recent years, it still faces many difficulties and
challenges. In particular, the following key issues should be
solved.

• The semantic units existing in the foreground and
background areas should be completely identified.
Inspired by related studies in computer vision, we clas-
sify the semantic units in images and texts into two
types: 1) the foreground semantic unit, and 2) the back-
ground semantic unit. It is worth noting that there

actually exists a complementary relationship between
them.Unlike the tasks in computer vision, such as salient
object detection, these two types of semantic units in
images and texts are equally essential and complemen-
tary to each other for image-text retrieval. However,
previous works on image-text retrieval have paid more
attention to identifying the foreground semantic units,
which can be extracted by image segmentation or salient
object detection. Therefore, to enhance the performance
of image-text retrieval, the complementary relationship
between foreground and background semantic units
should be carefully explored and exploited.

• The semantic units distributed in different data gran-
ularities should be accurately captured. Note that
the semantic information existing in image blocks and
word sequences at different levels of data granulari-
ties are complementary to each other. Furthermore, the
complete semantic information of images and texts is
widely distributed in different levels of data granulari-
ties. However, the goal of completely generating seman-
tic units cannot be achieved by existing strategies about
fine-grained fragments partitioning for images and texts,
and the main reasons contain the following two folds.
First, semantic units of images and texts do exist in dif-
ferent levels of data granularities, therefore, partitioning
images and texts into single-grained local regions cannot
identify all the semantic units. Second, previous works
often use the uniform grid division scheme to partition
fine-grained fragments, such as cutting an image into
blocks of the same size or dividing a sentence intowords.
Such a simple strategy may cut a complete semantic
unit into several pieces, and thus result in incomplete
semantic units.

To better illustrate the complementary relationship
between foreground and background semantic units in images
and texts at different levels of granularities, we provide an
image-text pair about the topic ‘‘Kayaking’’ in Figure 1,
in which two things are discovered. First, the foreground
semantic units and the background semantic units focus on
different aspects of ‘‘Kayaking’’. Specifically, the former
pays much attention to the attributes and components of the
kayak (i.e., red kayak) and the actions of the two athletes
(i.e., paddle a red kayak), while, the latter concentrates on
the surrounding environment (i.e., on a clear lake). Second,
semantic units do exist at different levels of granularity.
For the text, semantic units distribute at the level of word
sequences, such as ‘‘paddle a red kayak’’ and ‘‘a clear
blue sky’’, or exist at the level of a single word, such as
‘‘shadows’’ and ‘‘backpacks’’. For the image, semantic units
exist in different sizes of image blocks, due to the fact that
a single receptive field cannot ‘‘observe’’ all semantic units
in images. For instance, the semantics units distribute at the
level of the whole image, or at the level of multi-granularity
of foreground and background image blocks, such as ‘‘man
wearing life jacket’’ and ‘‘paddle’’.
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FIGURE 1. Examples of semantic unit distribution in images and texts. The complete semantic information (i .e., the jigsaw with
pieces I, II, III, IV, V, and VI) about the topic ‘‘Kayaking’’ is distributed in lots of semantic units, which are captured from both
Background areas (i .e., pieces I, II, and III) and Foreground areas (i .e., pieces IV, V, and VI) of image and text at different levels of
data granularities.

Consequently, to capture more complete semantic infor-
mation and thus promote the performance of image-text
retrieval, we would like to identify and collect as many
semantic units as possible. Thus, we design the multi-scale
semantic scanning strategy to capture semantic units with
multi-level overlapped sliding windows. The above analysis
inspires us to solve the image-text retrieval problem from
a new perspective, that is, completely identifying and accu-
rately partitioning the semantic units that are distributed in
the foreground and background areas in images and texts
at different levels of granularities. Therefore, in this work,
we propose a two-branch foreground-background fusion net-
work via multi-scale semantic scanning to achieve two goals:
1) Completely identifying the semantic units existing in the
foreground and background areas, and 2) Accurately dividing
the semantic units distributed in different data granularities.
The main contributions of this work are summarized as fol-
lows:
• A dual-branch foreground-background fusion net-
work is proposed to solve the task of image-
text retrieval. The proposed network consists of:
1) Multi-granularity foreground semantic unit min-
ing sub-network (F-Net), and 2) Multi-granularity

background semantic unit mining sub-network (B-Net).
These two sub-networks aim to thoroughly cap-
ture the multi-granularity semantic units in the fore-
ground and background areas. Afterward, two types of
image-text similarities are learned separately fromF-Net
and B-Net.

• Themulti-scale semantic scanning and alignment are
proposed to accurately capture the semantic units in
images and texts. First, we scan the images and texts
with multi-level overlapped sliding windows to obtain
the semantic units. Notably, to ensure that the semantic
units are captured as completely as possible, the adjacent
sliding windows are overlapped with each other to main-
tain the continuity of local regions. Second, the stacked
cross-attention is used to realize the alignment between
the semantic units of images and texts, and the matched
pairs of semantic units contain more complete semantic
information than the unmatched ones.

• Dynamically Self-AdaptiveWeighted loss (DSAW for
short) is proposed to optimize the image-text similar-
ity through dynamically assigning proper weights to
each selected sample. Specifically, DSAW loss assigns
higher weight scores to two types of samples: 1) positive
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samples with lower similarity to the anchor, and 2)
negative samples with higher similarity to the anchor.
Particularly, DSAW loss estimates the importance of
each selected sample by comparing it with other selected
ones.

The remainder of this paper is organized as follows.
We review related work in Section II. In Section III,
we describe the proposed FB-Net. Then, Section IV dis-
cusses the extensive experiments and compares our method
with the state-of-the-art of image-text retrieval. Finally,
we conclude the paper in Section V.

II. RELATED WORK
In recent years, due to the rapid development of deep learning
models in computer vision and natural language processing,
image-text retrieval has also received increasing attention.
Due to the variety of multi-modal data, it is crucial to align
image and text features. In the following, existing studies
of image-text retrieval are classified into two categories: 1)
Global alignment and 2) Local alignment.

A. GLOBAL ALIGNMENT
In global alignment, many studies explore mapping images
and sentences to a common embedding space. Thus, a global
representation is generated for each image-text pair. Some
typical traditional approaches, such as CCA [3] and its vari-
ants [4], [5], [6], project visual and textual features into a
common embedding space to learn their mapping matrix
before applying deep neural networks (DNNs) to image-text
retrieval. With recent advances in deep learning for image
and text modeling, deep learning approaches have become
the mainstream for image-text retrieval. Andrew et al. [7]
proposed Deep Typical Correlation Analysis (DCCA), which
combines traditional CCA with deep networks to maxi-
mize the correlation of two sub-networks. Feng et al. [8]
proposed a correspondence self-encoder model (Corr-AE)
to reduce the correlation learning errors between differ-
ent modalities. Then, Rehman et al. [43] comprehensively
compute the performance of three modified versions of the
Correspondence Auto Encoder (Corr-AE). Faghri et al. [9]
proposed a two-stream global feature learning network and
computed pairwise similarity by global features. After this,
Zheng et al. [10] further improved the two-stream network
architecture to align the full global features better. Recently,
Jia et al. [11] used a global alignment-driven approach of
pre-processing and fine-tuning, which also yields satisfac-
tory results. Gu et al. [28] conducted a study to investigate
richer representations by integrating the generative model
into image-text embedding.

However, the above approaches only consider global-level
semantic information in images and texts. A single level of
data granularity cannot well bridge the ‘‘granularity gap’’.
Therefore, image-text retrieval with only global alignment
cannot obtain excellent performance, because fine-grained
fragments are also useful for image-text similarity learning.

B. LOCAL ALIGNMENT
Local alignment refers to learning the correspondence
between local regions in the image and words in the sen-
tence. Fine-grained fragments can provide rich comple-
mentary information for coarse-grained instances. Recently,
many works have fully explored the fine-grained align-
ment between local image regions and keywords. First,
Peng et al. [12] proposed cross-modal correlation learning
(CCL) to model inter-modal and intra-modal correla-
tions from global and local information. After that,
Karpathy et al. [13] proposed a deep neural network model
to extract fine-grained features for image regions. Thus, the
potential alignment is inferred between sentences and image
regions. Unlike previous work embedding image regions and
sentences, Karpathy et al. [14] further divided sentences into
words to model the association of finer-grained texts with
image regions. Rehman et al. [24] proposed a semantic-
based cross-media retrieval method, which discussed a new
similarity measurement in the embedded space to conduct
cross-media retrieval.

Thereafter, Lee et al. [15] proposed the stacked
cross-attention mechanism (SCAN), which uses an attention
mechanism to align all the fine-grained fragments of the
two modalities of images and texts, and the correspondence
of the fine-grained fragments are deeply mined to infer the
image-text similarity. Chen et al. [16] and Kim et al. [17]
used the attention mechanism to explore the correspon-
dence between local images and words, and further mined
fine-grained fragments to infer image-text similarity. How-
ever, due to the complexity of semantic information mining,
these approaches may not capture the best fine-grained cor-
respondences very well. Liu et al. [18] proposed the Bidi-
rectional Focused Attention Network (BFAN), which elim-
inates small weight-contributing regions and redistributes
attention to the weight-bearing regions. Zhang et al. [19]
proposed a context-aware attention network (CAAN) that
uses inter-modal relationships between image regions and
words to complement and enhance each other for image and
sentence matching. After that, Zhuge et al. [20] proposed an
alignment-guided masking strategy. Diao et al. [21] devel-
oped attention-filtering techniques for performing the local
alignment. Wang et al. [22] proposed a Position-Focused
AttentionNetwork (PFAN) to improve the accuracy of image-
text similarity.

Although the above works have achieved some achieve-
ments in image-text retrieval, more and more researchers are
finding that it is difficult to further improve the performance
only with fine-grained fragments.Â Therefore, Ma et al. [42]
proposed a global and local semantics-preserving-based deep
hashing method for cross-modal retrieval. In fact, different
granularities of data are complementary to each other when
representing specific semantic concepts.

Therefore, this paper focuses on obtaining the alignment
relationships between multi-granularity foreground areas and
multi-granularity background areas of images and texts,
which may provide additional clues for image-text retrieval.
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There is a significant complementary relationship between
the foreground target and background areas of an image.
Meanwhile, for the text, foreground words are used to
describe the foreground semantics, such as salient objects,
while background words are exploited to represent the back-
ground semantics, such as the atmosphere, environment and
so on. Hence, these two types of words are also complemen-
tary to each other.

III. THE PROPOSED METHOD
In this section, we will elaborate on the proposed Dual-
branch Foreground-background Fusion Network (FB-Net) to
improve the performance of image-text retrieval. Particu-
larly, FB-Net fully exploits the complementary relationships
between the foreground and background semantic units of
different granularities.

A. PROBLEM FORMULATION
As a typical representative of cross-modal retrieval, image-
text retrieval includes two retrieval tasks: 1) image-to-text
(i2t), and 2) text-to-image (t2i).
Definition 1 (Image-Text Retrieval): Let D be a multime-

dia database that contains n image samples {I i}ni=1 and m text
samples

{
T j

}m
j=1, namely,D =

{
{I i}ni=1 ,

{
T j

}m
j=1

}
. Let QI be

an image query, the image-to-text retrieval is to return a set of
texts RT . Additionally, for a text query QT , the text-to-image
retrieval returns a set of images RI .
To achieve the Multi-scale Semantic Scanning, n level

overlapped sliding windows are defined in our work. Partic-
ularly, we provide the definitions of the uth (1 ≤ u ≤ n) level
sliding window for image and text respectively.
Definition 2 (The uth Level Overlapped Sliding Window

for Image): Suppose that the width and height of the image
are w and h respectively, and thus the width and height of the
sliding window are win−w = ⌈w/x⌉ and win−h = ⌈h/x⌉
respectively, where x = u+1

2 . Furthermore, the sliding step at
the direction of the width and height is set to stepsize−w =
w/2x, and stepsize−h = h/2x respectively. Therefore, after
the process of sliding, the total number of image blocks is
M = (2x − 1)2 = u2.
Definition 3 (The uth Level Overlapped Sliding Window

for Text): For text T with K words, we suppose that
the set of word features of T is represented as Tq =
{w1, . . . ,wk , . . . ,wK }. st is the sliding step, win = u is the
window size, t level un is the text feature in the nth window of
the uth overlapped level sliding window, and the text features
in the overlapped sliding window are merged: t level un =∑st×(n−1)+ win

g=1+ st ×(n−1) wg, n ∈ [1,N ], where N is the number of
merged text areas, N =

⌊K− win
st

⌋
+ 1.

B. FRAMEWORK OF FB-Net
In this paper, we propose a dual-branch foreground-
background fusion network based on the stacked cross-
attention mechanism. The complete recognition of semantics
in both foreground and background areas significantly

improves the accuracy of image-text retrieval. Specifically,
FB-Net contains two subnetworks: 1) F-Net and 2) B-Net.

Algorithm 1 The Optimization Procedure of B-Net in Pro-
posed FB-Net

Input: 1) The multi-modal training set� = {(Ii,Ti)}N
t

i=1 and
validation set 8 = {(Ii,Ti)}N

v

i=1,the number of epochs
E , the batch size B the learning rate η and the hyper-
parameters β1, β2 . . . βu.

Output: The optimized parameters 2̃
B
of the B-Net.

1: Initialize parameters2Bof the B-Net and setMAPmax =

0
2: for δ = 1, 2, . . . ,E do
3: for ρ = 1, 2, . . . ,

[
N t/B

⌉
do

4: Randomly sample B image-text pair from � to con-
struct a mini-batch;

5: Compute the similarity of sample
pairs, then construct the B-Net matrix
Sbackground , . . . , Sbackground u with SUA by the
forward propagation;

6: Calculate the gradients ∇2
B by the backward prop-

agation;
7: Update the parameters 2B through descending

their stochastic gradients: 2B
← 2B

− η∇2B;

8: end for
9: Linearly weighting of the B-Net matrix matrix:

β1Sbackground
1
+ . . .+ βuSbackground u

10: Validate the performance of the current cross-modal
retrieval model on 8, then obtainMAPcurr;

11: if MAPmax > MAPcurr then
12: MAPmax = MAPcurr
13: 2̃B

= 2B
;

14: end if
15: end for

Object detection techniques are used to extract foreground
areas through F-Net. The foreground areas of images and
texts are input to the multi-level overlapped sliding windows
for feature extraction. By designing sliding windows of dif-
ferent scales, we construct n levels of multi-granularity sub-
networks. To align semantic units between images and texts,
the stacked cross-attention mechanism is used to calculate the
initial image-text similarity. Finally, to perform the image-
text retrieval, the similarities between multi-granularity fore-
ground semantic units are fused and the final similaritymatrix
is represented as Sforeground 1 , . . . , Sforeground n . Particularly,
Sforeground 1 represents the coarse-grained foreground sub-
network.

For the uth level of granularity of F-Net (F-Net(Lu)), the set
of feature vectors for foreground image areas is as follows:

I level up =

{
f level u1 , . . . , f level um , . . . , f level uM

}
,∀m ∈ [1,M] (1)

where f level um is the feature vector of the mth image area at
the uth level of granularity for F-Net, M is the number of
foreground areas of the image.
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FIGURE 2. Framework of our proposed FB-Net. It contains two branches: 1) B-Net and 2) F-Net. There are three steps to calculate the image-text similarity
for each branch, that is, 1) Step1 (Semantic unit scanning and generating), 2) Step2 (Semantic unit alignment), 3) Step3 (Image-text similarity
optimization). Afterwards, in Step4 (Foreground-background Fusion), the image-text similarities obtained from B-Net and F-Net are fused together to
perform image-text retrieval.

Similarly, the set of feature vectors of foreground text areas
for F-Net(Lu) is as follows:

T level u
e =

{
elevel u1 , . . . , elevel un , . . . , elevel uN

}
,∀n ∈ [1, N] (2)

where elevel un is the feature vector of the nth text area at the uth
level of granularity for F-Net, N is the number of foreground
areas of the text.

The following formula is used to determine the similarity
in the mth row and nth column of the matrix Sforeground u :

Sforeground u (m, n)

= S(m, n) = S i(m, n)+ S t(m, n)

=
1
M

M∑
m=1

(
f level um

)T
rtm∥∥f level um

∥∥ ∥∥rtm∥∥ + 1
N

N∑
n=1

(
elevel un

)T rin∥∥elevel un

∥∥ ∥∥rin∥∥ (3)

The structure of B-Net is similar to that of F-Net, and the
similarity scores are calculated by the attention weighting

of features. In this paper, we propose the multi-level sliding
window strategy for both image modality and text modal-
ity. We design sliding windows of different scales and
construct u levels of multi-granularity sub-networks. The
similarity matrix of each sub-network can be written as
Sbackground 1 , . . . , Sbackground u , in which Sbackground 1 repre-
sents the coarse-grained background sub-network.

For the u level of granularity of B-Net (B-Net(Lu)), the set
of feature vectors for background image areas is as follows:

Ilevel ur =

{
ilevel u1 , . . . , ilevel ux , . . . , ilevel ux

}
,∀x ∈ [1,X] (4)

where ilevel ux is the feature vector of the xth image area at the
uth level of granularity for B-Net, and X is the number of
background areas of the image.
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Furthermore, the set of feature vectors of background text
areas for B-Net(Lu) is as follows:

T level u
q =

{
t level u1 , . . . , t level uy , . . . , t level uY

}
,∀y ∈ [1,Y] (5)

where t level uy is the feature vector of the yth text area at the
uth level of granularity for B-Net, and Y is the number of
background areas of the text.

The following formula is used to determine the similarity
in the xth row and yth column of the matrix Sbackground u :

Sbackground u(x, y)

= S(x, y) = S i(x, y)+ S t(x, y)

=
1
X

X∑
x=1

(
ilevel ux

)T
rtx∥∥ilevel ux

∥∥ ∥∥rtx∥∥ + 1
Y

Y∑
y=1

(
t level uy

)T
riy∥∥∥t level uy

∥∥∥ ∥∥∥riy∥∥∥ (6)

Finally, we linearly fuse the similarity matrix of each
sub-network to obtain the final image-text similarity matrix
SF as follows.

SF = λ1

(
α1Sforeground 1 + . . .+ αuSforeground u

)
+ λ2

(
β1Sbackground 1 + . . .+ βuSbackground

u
)

(7)

where α1, . . . αn, β1, . . . βn, λ1 and λ2 are the balance param-
eters. Note that, the matrix SF well reflects the complemen-
tary relationship between multi-granularity foreground and
background semantic units. Thus, we use SF for image-text
retrieval.

For simplicity, we take the B-Net as an example to illustrate
the optimization procedure of parameters2B in Algorithm 1.

C. SEMANTIC UNIT GENERATION WITH MULTI-SCALE
SEMANTIC SCANNING
To completely and accurately capture the semantic units
and improve the performance of image-text retrieval, in this
section, we will illustrate how to implement the multi-level
slidingwindow strategy to achievemulti-scale semantic scan-
ning. Since the image is intrinsically a two-dimensional
array and the text is a one-dimensional array, the multi-scale
semantic scanning mechanisms for images and texts are quite
different. Therefore, we discuss the multi-level sliding win-
dow strategy for images and texts respectively.

1) MULTI-LEVEL OVERLAPPED SLIDING WINDOW STRATEGY
FOR IMAGES
To ensure that the semantic units can be completely captured,
the adjacent sliding windows in images should be overlapped
with each other to maintain the continuity of local regions.
Thus, there are more chances for overlapped sliding windows
to obtain the semantic units with more complete semantic
information. Therefore, we set a certain overlap between
adjacent sliding windows when sliding on images. The width
and height of the sliding window are defined as follows:

win_w = ⌈w/x⌉

win_h = ⌈h/x⌉ (8)

where win−w = ⌈w/x⌉, and win−h = ⌈h/x⌉ refer to the
width and height of the sliding window respectively, and the
width and height of the image are w, and h respectively.
To make the adjacent sliding windows be overlapped to each
other, the stepsize of the sliding window on the image is
defined as follows:

stepsize_w = w/2x

stepsize_h = h/2x (9)

where stepsize−w, and stepsize−h denote the stepsize at the
direction of width and height respectively, and parameter x
is used to control the overlapping degree between adjacent
sliding windows. After scanning the whole image with over-
lapped sliding windows, the number of image blocks gener-
ated by the proposed multi-level overlapped sliding window
strategy isM = (2x − 1)2.

2) MULTI-LEVEL OVERLAPPED SLIDING WINDOW STRATEGY
FOR TEXT
Similar to images, neighboring words in a text have a high
correlation with each other. Moreover, the number of words
in a semantic unit of a text is unable to determine in advance.
Therefore, we also use a multi-level overlapped sliding win-
dow strategy to segment a text at different levels of granular-
ities.

Different from images, the sliding window for texts
uses the one-dimensional data scanning mode. For text
T , the set of word features is represented as Tq =

{w1, . . . ,wk , . . . ,wK }, where wk denotes the kth word fea-
ture, and K is the number of words in the text. We use the
Bi-directional GRU (Bi-GRU) with only one layer to extract
the word features within the text, and the word features in Tq
are calculated as follows:

wk =

−→
hk +

←−
hk

2
, k ∈ [1,K ] (10)

where
−→
hk and

←−
hk denote the hidden states from the forward

GRU and the backward GRU respectively.
Then, features of the words covered by the sliding window

are merged to generate the feature of the whole text. For
instance, the text feature in the nth sliding window at the uth
level is calculated as follows:

t tevel un =

st×(n−1)+win∑
g=1+st×(n−1)

wg, n ∈ [1,N ] (11)

where st is the sliding step, and win is the window size.
Particularly, the number of sliding windows N is calculated
as follows:

N =
⌊
K − win

st

⌋
+ 1 (12)

D. SEMANTIC UNIT ALIGNMENT WITH STACKED
CROSS-ATTENTION
In Figure4, to align the candidate semantic units of images
and texts, we use the stacked cross-attention with attention
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FIGURE 3. Scanning and alignment of semantic units. Multi-level sliding window strategy is designed to scan the semantic units for images and texts, and
thus maintain the local semantic continuity. Moreover, semantic unit alignment is carried out to match the semantic units of images and texts.

weights to calculate the image-text similarity. The task of data
alignment is divided into two parts: 1) alignment towards the
image embedding space, and 2) alignment towards the text
embedding space.

Suppose that the set of feature vectors for image areas is
I = {f1, . . . , fx , . . . , fX }, and the set of feature vectors for text
areas is T =

{
t1, . . . , ty, . . . , tY

}
. In order to ensure images

and texts can be directly computed in the same space, we use a
fully connected network to downscale the image features, that
is, the mapping matrixW is used to map the initial feature fx
to ix , (i.e. ix = Wfx + b ), where b are the parameters of the
network. We update feature vectors for image areas to I =
{i1, . . . , ix , . . . , iX }, and normalize each feature.

1) MODULE 1: IMAGE-GROUNDED EMBEDDING SPACE
In this module, fine-grained features of texts are mapped to
the image embedding space by the following steps. First,
the regions of texts are weighted by the attention mecha-
nism. Second, the weighted fine-grained features of texts are
summed up as the contextual features, and the cosine similar-
ities between image regions and text contextual features are
further calculated. Third, the cosine similarities of all image
regions are summed up, and the similarities of image-text
pairs are calculated by the regional feature alignment. The
detailed procedure is as follows.
simxy denotes the similarity between the image region ix

and the text region ty, and it is computed based on the cosine

distance: simxy =
iTx ty
∥ix∥∥ty∥

, x ∈ [1,X ], y ∈ [1,Y ]. Then, the

simxy is normalized by columns: simxy =
relu (simxy)√∑X
x=1 relu (simxy)

2
,

Further, we can calculate the attention weights: αxy =
exp

(
δ1simxy

)∑Y
y=1 exp

(
δ1simxy

) , where δ1 is the inversed temperature of the

Softmax function to adjust the smoothness of the attention
distribution. Then, the sum of weighted text region features
is used to calculate the contextual feature: rtx =

∑Y
y=1 αxyty,

where r tx is the textual contextual feature weighted by the
xth image region. Finally, the similarity between I and T is
calculated as follows:

S i(x, y) =
1
X

X∑
x=1

iTx r
t
x

∥ix∥
∥∥rtx∥∥ (13)

where si is the similarity between I and T based on the image
embedding space.

2) MODULE 2: TEXT-GROUNDED EMBEDDING SPACE
In module 2, the weighted features of image regions are
mapped to the text embedding space. The process of calcu-
lating the similarity between I and T is just similar to that of
module 1. First, the similarity simxy between image region ix
and text region ty is calculated and then normalized: sim

′

xy =
relu(simmxy)√∑Y
y=1 relu(simxy)

2
, and the attention weight is calculated as:

βxy =
exp

(
δ2sim

′

xy

)
∑X

x=1 exp
(
δ2sim

′

xy

) , where δ2 is the inversed temperature

of the Softmax function to adjust the smoothness of the
attention distribution.

Further, the image context features are obtained by the
weighted sum of the features of image regions: riy =∑X

x=1 βxyix . Afterwards, the similarity between I and T is

VOLUME 11, 2023 36523



J. Xu et al.: FB-Net: Dual-Branch FB-Net With Multi-Scale Semantic Scanning for Image-Text Retrieval

FIGURE 4. The mechanism of stacked cross-attention. We use the stacked cross-attention with attention weights to align semantic units and calculate
image-text similarity.

calculated as follows:

S t(x, y) =
1
Y

Y∑
y=1

tTy r
i
y∥∥ty∥∥ ∥∥∥riy∥∥∥ (14)

Then, the similarities obtained with Eq.13 and Eq.14
are integrated together to compute the image-text similarity
between I and T as follows:

S(x, y) = S i(x, y)+ S t (x, y) (15)

E. MULTI-GRANULARITY FEATURE EXTRACTION WITH
MULTI-LEVEL OVERLAPPED SLIDING WINDOW STRATEGY
With the proposed multi-level overlapped sliding window
strategy, the semantic scanning is conducted on both the fore-
ground areas and background areas respectively. Afterward,
multi-granularity features of images and texts are extracted
from the local areas that are cut by the overlapped sliding
windows at different levels.

1) MULTI-GRANULARITY IMAGE FEATURE EXTRACTION
Foreground Areas of an Image: The object detection tech-
nique creates multiple bounding boxes from an image, and
each bounding box carries explicit semantic information.
Thus, we select some bounding boxes with rich semantic
information, and the local areas surrounded by the bounding
boxes are regarded as the foreground areas. To find more
semantic units from foreground areas, we use the proposed
multi-level overlapped sliding window strategy to divide
them into many small blocks. Thus, fine-grained detailed
semantic information such as actions and states can be effec-
tively captured from semantic units.

Specifically, the foreground areas of images are detected
and cropped by the Faster R-CNN, which is a two-stage target
detection framework. The output of Faster R-CNN includes
the coordinates of the bounding box, the confidence level, the
prediction class, and the cropped target area.

For image I , we set the maximum number of targets
detected by Faster R-CNN to J . Then, we take the uth level
overlapped sliding window as an example. For the uth level
of granularity of F-Net (F-Net(Lu)), the set of feature vectors
for the foreground image areas is shown in Eq.1.
Background Areas of an Image: Different from extracting

the features of foreground areas, we implement our proposed
multi-level overlapped sliding window strategy on the whole
image.

For B-Net at the u level of granularity (B-Net(Lu)), the set
of feature vectors for the background areas is shown in Eq.4.

2) MULTI-GRANULARITY TEXT FEATURE EXTRACTION
The multi-level overlapped sliding window strategy on
images can effectively maintain the local semantic continuity,
and further improve the ability of the image-text retrieval
model to understand the semantic information in images.
Similarly, our proposed multi-level overlapped sliding win-
dow strategy can also be used in text processing, and this
strategy can make full use of word contextual relationships
to improve the accuracy of image-text retrieval.

Multi-granularity data for text refers to the sequence of
words with different sizes. In this work, we also use the slid-
ing window at different levels to extract the multi-granularity
features for texts. For the whole text, we still use Bi-GRU
to extract features of words. Then, we use our proposed
multi-level overlapped sliding window strategy for texts to
merge word features within one sliding window.

For text T , we take the uth level overlapped sliding window
as an example. Two sets of features extracted from the fore-
ground and background areas of T are represented in Eq.2
and Eq.5 respectively.

F. IMAGE-TEXT SIMILARITY OPTIMIZATION
The cross-modal similarity should follow the principle that
the similarity between the same class should be larger than
the similarity between different classes. In other words, the
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features of similar samples should become closer to each
other, while the samples of different classes should pull away
from each other. Obviously, this idea is consistent with the
triplet loss function.

But the traditional triplet loss function [37] assigns the
same weight to each sample pair. That is, the margin set
by the triplet loss is a constant. In the Wikipedia dataset,
for example, the differences between samples in the classes
‘‘literature’’ and ‘‘art’’, ‘‘history’’ and ‘‘warfare’’ are small,
while the differences between samples in the classes ‘‘sport’’
and ‘‘music’’ are large. However, the margin in the triplet loss
function is always a fixed value. If the margin is set large, the
model may not be able to distinguish ‘‘literature’’ and ‘‘art’’
well, while if the margin is set small, it may not be able to
distinguish ‘‘sport’’ and ‘‘music’’ well.

In addition, since the triplet loss function generates a large
number of sample pairs, it reduces the convergence speed
and model performance during training. Although previous
work has a triplet loss function by difficult sample mining,
it loses more valuable information. Therefore, the ability
to distinguish more valuable samples using the triplet loss
function is limited.

In most cross-modal retrieval datasets, there are many
classes with very similar semantics. It is difficult to distin-
guish semantically similar classes if the same weight was
given to each class using triplet loss. Therefore, we propose
theDynamically Self-Adaptiveweighted loss function, which
assigns a weight to each sample pair.

In image-text retrieval, a given image/text query is used
as an anchor. Moreover, if the target texts/images belong
to the same semantic concept, they are regarded as positive
samples, otherwise, they are considered as negative samples.
For anchor xi, we denote the index sets of their selected
positive and negative pairs as H+j and H−j respectively.

we provide the redefinition of the cross-modal affinity
matrix as follows:

Ãij =

{
+σ if Hj is a positive sample
−θ if Hj is a negative sample

(16)

where σ, θ are hyper-parameters.
Also, each sample pair should be given a different weight,

so that we have a negative sample pair
{
xi, xj

}
∈ H−j , whose

weight can be computed as:

M−ij =
eÃij(sij−γ )

1+
∑

k∈H−j
eÃij(Sik−γ )

(17)

and the weight of a positive pair
{
xi, xj

}
∈ H+j is:

M+ij =
eÃij(sij−γ )

1+
∑

k∈H+j
eÃij(Sik−γ )

(18)

where Sij and Sik denote the similarity between sample
pair

{
xi, xj

}
, and {xi, xk} respectively, and γ is the hyper-

parameter. The loss function for negative samples is as

TABLE 1. Parameters of sliding windows for image and text.

follows:

LNDSAW = ln

1+
∑
k∈H−j

eÃij(Sik−γ )

 (19)

Similarly, the loss function for positive samples is as follows:

LPDSAW = ln

1+
∑
k∈H+j

eÃij(Sik−γ )

 (20)

We finally obtain the function of DSAW loss:

LDSAW =
1
B

B∑
i=1

(
1
σ
LPDSAW +

1
θ
LNDSAW

)
(21)

where B is the size of the batch data.
We believe that positive samples with lower similarity to

the anchor and negative samples with higher similarity to the
anchor should be optimized than other samples. Therefore,
we optimize the samples enclosed between the most difficult
negative sample and the most difficult positive sample in each
batch of data, instead of optimizing all samples.

Informing samples can be mined for discriminative opti-
mization via the DSAW loss. In our work, all initial
image-text similarities are optimized by the proposed DSAW
loss.

IV. EXPERIMENT
In this section, to validate the effectiveness of the proposed
FB-Net for the task of image-text retrieval, extensive exper-
iments are conducted on the dataset of Pascal Sentence,
Wikipedia and NUS-WIDE, and 16 state-of-the-art methods
are compared with ours. In addition, parameter sensitivity
analyses are provided, and ablation studies are presented to
demonstrate the usefulness of each module in FB-Net.

A. DATASETS
Pascal Sentence [32] dataset contains 1000 images, which
are divided into 20 semantic categories, and each semantic
category has 50 images. Each image has five matching sen-
tences, which constitute a document. The number of labels in
the dataset dictionary is 1000.

Wikipedia [33] dataset is a widely used cross-media
retrieval dataset. The data comes from the selected articles
and pictures from Wikipedia, with a total of 29 categories.
This dataset selects 10 categories with the largest number of
articles as semantic categories and finally constructs a dataset
of 2866 image/text pairs.

NUS-WIDE [41] dataset contains 269,648 web images
with 81 concept labels and 5018 distinct tags. Note that some
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TABLE 2. The MAP scores of cross-modal retrieval for FB-Net and other compared methods on all datasets.

TABLE 3. Performance comparison of the image-text retrieval on the
pascal sentence dataset in terms of Recall@K.

noisy tags that are worthless for our work should be removed.
Therefore, two sub-datasets (i.e., NUS-WIDE-25K andNUS-
WIDE-5K) are extracted from the NUS-WIDE dataset. NUS-
WIDE-25K is constructed by selecting 560 tags and a total of
25,084 image-text pairs from NUS-WIDE. Particularly, the
training set, validation set, and testing set of NUS-WIDE-
25K contain 20,000, 2500, and 2584 image-text pairs. Addi-
tionally, six semantic concepts from the NUS-WIDE-25K
dataset (i.e.,‘‘ animal,’’ ‘‘clouds,’’ ‘‘person,’’ ‘‘sky,’’ ‘‘water,’’
and ‘‘window’’) are reused to create NUS-WIDE-5K, which
consists of 4996 image-text pairs divided into three subsets:
4500 pairs for training, 250 pairs for validating, and 246 pairs
for testing.

B. EVALUATION METRICS
1) AP AND MAP
MAP (Mean Average Precision) is used to calculate the aver-
age of all Average Precision (AP), which is defined as:

AP =
1
T

R∑
r=1

P(r)δ(r) (22)

TABLE 4. Performance comparison of the image-text retrieval on the
Wikipedia dataset in terms of Recall@K.

where T is the number of samples whose retrieval results
and query items belong to the same semantic category, R is
the size of the test set, and P(r) denotes the accuracy rate
of the top-ranked r returned items. If the r th returned item
and the query item belong to the same semantic category,
then δ(r) = 1, otherwise δ(r) = 0. The larger the value of
MAP is, the higher the performance of information retrieval
is achieved.

2) PR CURVE
The PR curve reflects the relationship between Precision and
Recall, and shows the trend of the average accuracy for the
top-ranked retrieval results. In a two-dimensional coordinate
system, the X-axis represents Recall and the Y-axis represents
Precision. The larger the area enclosed by the PR curve, the
better the performance is obtained.

3) Recall@K
Recall@K is the score of retrieving the correct results in the
top K positions of the retrieval results. The higher value of
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TABLE 5. Performance comparison of the image-text retrieval on the
NUS-WIDE-25K dataset in terms of Recall@K.

Recall@K means the better the performance of the model.

Recall@K =
1
N

N∑
j=1

estKj (23)

where N is the number of samples in the testing set. If the
top K ranked returned items match the semantic class of the
query item, then estjK = 1, otherwise estKj = 0.

C. IMPLEMENTATION DETAILS
1) FEATURE PRE-PROCESSING METHOD
As Convolutional neural networks (CNNs) have been
successfully used for deep learning applications, the
AlexNet [34] network pre-trained from ImageNet [35] is used
to extract image features. Additionally, the Bi-GRU network
is exploited to extract text features.

The confidence threshold of faster R-CNN [38] is set to
0.1, and the maximum number of detected targets per image
is set to 9. Note that, after the dimension reduction, the
features of images are transformed from 4096 dimensions
to 1024 dimensions. Besides, the dimensionality of the word
embedding is initially set as 300 dimensions, and the dimen-
sionality of the hidden state in Bi-GRU [36] is set as 1024.
Consequently, the image features and text features have the
same feature dimension.

2) NETWORK TRAINING DETAILS
We divide each sub-network into U level of granularities
(L1,L2, . . . ,LU ), and the value of U is set as 3 to balance the
performance of retrieval and the computation cost. Table.1
shows the width, height, and step size of the sliding window
in the image modality. Similarly, it also shows the length and
step size of the sliding window in the text modality. Hence,
the number of image regions (M) is 1, 4, and 9, respectively,
and the number of sliding windows (N) for text is 1, 4, and 9.
In addition, σ, θ γ are set to 50, 20, and 0.2 respectively, and
the batch size (B) is set to 128.

TABLE 6. Performance comparison of the image-text retrieval on the
NUS-WIDE-5K dataset in terms of Recall@K.

D. COMPARED METHODS
To validate the efficiency of our proposed FB-Net, we com-
pare it with several state-of-the-art methods, in which
seven non-DNN-based cross-modal retrieval methods (i.e.,
CCA [3], CMCP [23], JRL [25], JFSSL [26], and
S22UPG [27]) and nineDNN-basedmethods (i.e., DCCA [7],
CCL [12], SCAN [15], GXN [28], VSESC [16], MAVA [29],
SGRAF [21], SCL [39], CGMN [40], NAAF [30], and
VSRN++ [31]) are contained. Note that the comparison
methods are implemented using the authors’ public source
codes and are enumerated as follows.
•CCA [3] discovers linear mapping matrices in order to

optimize pairwise correlations between two heterogeneous
data sets in a subspace.
•CMCP [23] handles both positive and negative correla-

tions between various modalities, and simultaneously propa-
gates correlations between any heterogeneous data combina-
tions.
•JRL [25] uses both the semi-supervised regularization and

the sparse regularization to learn the common subspace.
•JFSSL [26] applies the graph regularization to cross-modal

data in subspace learning, thus preserving the inter-modal and
intra-modal similarity relationships.
•S2UPG [27] uses a cross-media feature learning frame-

work with the unified block graph regularization, and it uses
fine-grained data to highlight important local areas.
•DCCA [7] solves the data scalability problem and learns

to correlate the public subspace better.
•CCL [12] designs a hierarchical network, which considers

both the coarse-grained and the fine-grained data.
•SCAN [15] uses an attention mechanism to align all

fine-grained data and thus mine the correspondence between
fine-grained data.
•GXN [28] incorporates two generative networks into the

feature embedding and learns high-level abstract and local
basis representations.
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FIGURE 5. PR curves on Pascal Sentence dataset.

FIGURE 6. PR curves on Wikipedia dataset.

•VSESC [16] builds a visual embedding space and a tex-
tual embedding space, then integrates them with semantic
consistency.
•MAVA [29] proposes a visual-textual dual attention

mechanism, and distinguishes the fine-grained data at the
relational level and local level.
•SGRAF [21] learns vector-based similarity representa-

tions for the task of image-text matching, and then infers
and integrates the global and local similarities through the
attention mechanism.
• SCL [39] takes advantage of the correlations between

intra- and inter-modality items to acquire more discriminative
features for multi-modal data.
• CGMN [40] uses graph convolutional networks to inves-

tigate the intra-relation in images and sentences and accom-
plishes interrelation reasoning between regions and words
without impacting search efficiency.
•NAAF [30] proposes the Negative-aware attention frame-

work, which uses both the positive impact of matched blocks
and the negative impact of unmatched blocks to estimate the
similarity between images and texts.

•VSRN++ [31] proposes an image-text embedding
framework for cross-modal retrieval, and implements
regional relational reasoning and global semantic reasoning
to generate feature representations.

The MAP scores of all the methods for image-text retrieval
on the Pascal Sentence, Wikipedia, and NUS-WIDE dataset
are presented in Table.2. The values that are better than
others are indicated in boldface. From Table.2, we have the
following observations.

First, the proposed FB-Net achieves the best performance
on all datasets and significantly outperforms the previous best
model VSRN++. This result indicates that it is effective to
incorporate the foreground and background semantic units
in a unified network, which well mines the complementarity
between the foreground and background areas and further
validates the motivation of FB-Net.

Second, compared with the Pascal Sentence dataset, the
MAP scores of all methods (Except for CCA) are signifi-
cantly lower when using the Wikipedia dataset. The primary
explanationmay be that the semantic categories ofWikipedia,
such as ‘‘art,’’ ‘‘history,’’ and ‘‘war,’’ are more abstract than
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FIGURE 7. PR curves on NUS-WIDE-5K dataset.

FIGURE 8. PR curves on NUS-WIDE-25K dataset.

TABLE 7. Comparison of the training time on all datasets, the symbol ‘s’ represents second.

those of Pascal Sentence. It indicates that learning the seman-
tic content of these categories is more difficult. On the con-
trary, the semantic categories in Pascal Sentence, such as
‘‘bicycle,’’ ‘‘bird,’’ and ‘‘horse,’’ are more concrete and easier
to learn. Therefore, it is very reasonable that the MAP scores
onWikipedia for almost all methods are much lower than that
on Pascal Sentence.

Third, the image-text pairs in NUS-WIDE-25K relate to
various semantic concepts, raising the probability of iden-
tifying the real semantic concepts. As a result, the scores

of MAP and Recall@K on NUS-WIDE-25K are noticeably
higher compared to other datasets. The text modality of Pas-
cal Sentence and Wikipedia are sentences, while the NUS-
WIDE-25K and NUS-WIDE-5K are a set of tags. Noticeably,
the MAP and Recall@K values also show that FB-Net can
achieve superior performance in image-text retrieval whether
using sentences or tags.

Additionally, the performance of image-text retrieval is
also evaluated by Recall@K. Specifically, the parameters K
among Recall@K are set to 1, 5, and 10 (abbreviated as
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R@1, R@5, R@10). We also present an additional crite-
rion R@sum, which is produced by adding R@1, R@5, and
R@10 in both the i2t and t2i directions, to further show the
performance of Recall@K. As shown in Table.3, Table.4,
Table.5 and Table.6, FB-Net are not the best at i2t on Pascal
Sentence with R@5 and R@10, and at t2i on Wikipedia with
R@1 and R@5. However, FB-Net still achieves the best over-
all performance on R@sum, especially FB-Net significantly
outperforms the previous best model VSRN++.

Fig.5, Fig.6, Fig.7 and Fig.8 show the PR curves of the
i2t and t2i retrieval tasks on Pascal Sentence, Wikipedia,
NUS-WIDE-25K and NUS-WIDE-5K. It can be observed
that FB-Net achieves the best overall performance because
the PR curves of FB-Net cover more areas than all other
methods. This result indicates that our proposed FB-Net can
effectively improve the cross-modal retrieval performance.
In general, the PR curves of DNN-based methods are better
than the non-DNN-based methods.

We perform a comparative experiment that focuses on the
training times of deep learning techniques in order to more
accurately assess our approach. Our conclusions from Table 7
are as follows. First, when it comes to image-text retrieval,
DCCA and SCAN work less well than other deep learning
methods despite having the shortest training times.

Second, despite FB-Net requires more training time than
some models (i.e., such as DCCA, SCAN, MAVA, SGRAF,
SCL, CGMN,NAAF, andVSRN++), it is significantly supe-
rior to them on the task of image-text retrieval. It is worth
noting that VSRN++ is only second to FB-Net, however,
VSRN++ requires the longest training time.

In addition, the following observations are revealed from
the above experimental results.

• We compared seven traditional non-DNN-based meth-
ods. Namely CCA, CMCP, JRL, JFSSL, and S2UPG.
In particular, S2UPG outperforms other traditional non-
DNN-based methods in most cases. This is because
S2UPG considers fine-grained data in cross-modal fea-
ture learning. In contrast, other methods only exploit
coarse-grained data. Additionally, CMCP, JRL, and
JFSSL are superior to CCA since they fully utilize
semantic concepts to increase the interval distance
between the various semantic concepts.

• The majority of DNN-based methods outperform
non-DNN methods thanks to their superior capacity
for revealing non-linear cross-modal connections. For
example, DCCA achieves significant performance com-
pared to CCA. This is because DCCA maximizes the
correlation on top of two subnetworks by combining the
CCA with the deep network.

• Models based on the attentionmechanism perform better
than DCCA and CCL, the reasons are that these meth-
ods accurately compute the cross-modal similarity via
aligning image patches and words. Specifically, SCAN
and VSESC focus on regions of images and words
and use them as the corresponding contexts to compute

cross-modal similarity. VSESC is superior to SCAN
because it adds the semantic consistency constraint to
the objective function. Additionally, SCL offers a con-
trastive learning-based self-supervised correlation learn-
ing paradigm that creates a weight-sharing scheme,
and reduces the modality-invariant loss in the common
space.

• However, SCAN and VSESC only consider fine-grained
relations, while ignore other important clues. Unlike
them, MAVA estimates image-text similarity at the
global, local, and relationship level, therefore, it outper-
forms SCAN and VSESC. Furthermore, SGRAF per-
forms better than MAVA, because it effectively reduces
the irrelevant interactions at the coarse-grained and
fine-grained levels. Particularly, NAAF outperforms the
above approach, because it utilizes both the positive
effects of matching pairs and the negative effects of
mismatched pairs. Moreover, CGMN uses Graph Con-
volution Networks (GCNs) for intra-relation reasoning.
As CGMN demonstrates its superiority in jointly rep-
resenting different modalities, it works generally better
than GXN.

In summary, FB-Net achieves the best results on MAP,
PR curve, and Recall@K, which well demonstrates the effec-
tiveness and advantage of FB-Net for image-text retrieval.
Concretely, FB-Net accurately describes complicated and
non-linear cross-modal relationships, which is a significant
advantage over non-DNN-based methods. Since FB-Net uses
both coarse-grained and fine-grained interactions, it outper-
forms SCAN, VSESC, GXN, and NAAF with relative ease.
AlthoughMAVAand SGRAFmake full use of coarse-grained
and fine-grained data, FB-Net surpasses them because:

• FB-Net collects rich complementary semantic informa-
tion on various data granularity and fully exploits the
complementary relationship between multi-granularity
foreground and multi-granularity background areas.
F-Net and B-Net aim to thoroughly capture the
multi-granularity semantic units existing in the fore-
ground and background areas respectively.

• FB-Net accurately captures and matches the semantic
units in images and texts through multi-scale semantic
scanning and alignment. Therefore, it can accurately
describe the complete picture of the semantic concepts
and discover potential relationships among various gran-
ularities.

• DSAW loss dynamically assigns proper weights to each
sample pair, hence, FB-Net can fully utilize the relative
relationships among samples to estimate the image-text
similarity accurately.

E. PARAMETER SENSITIVITY ANALYSIS
Several hyper-parameters are contained in FB-NET, for
instance, (α1, α2, α3), (β1, β2, β3), and (λ1, λ2) in Eq.7. Note
that the values of these hyper-parameters are all selected
from the range of {0.2, 0.4, 0.6, 0.8, 1.0}, and all experiments
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FIGURE 9. MAP scores on the Pascal Sentence relative to α1, α2, α3.

FIGURE 10. MAP scores on the Pascal Sentence relative to β1, β2, β3.

FIGURE 11. MAP scores on the Wikipedia relative to α1, α2, α3.

FIGURE 12. MAP scores on the Wikipedia relative to β1, β2, β3.

about the parameter sensitivity analysis use the average val-
ues of MAP on both i2t and t2i.

Firstly, we reveal the effect of each component in
F-Net, that is, we explore the variation of MAP scores

when α1, α2, α3 change. To better illustrate the variation
trend, we fix one parameter of α1, α2, α3, and let the
other two change (shown in Fig. 9, Fig. 11, Fig. 13,
and Fig. 15). We can observe from Fig. 9, Fig. 11,
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FIGURE 13. MAP scores on the NUS-WIDE-25K relative to α1, α2, α3.

FIGURE 14. MAP scores on the NUS-WIDE-25K relative to β1, β2, β3.

FIGURE 15. MAP scores on the NUS-WIDE-5K relative to α1, α2, α3.

FIGURE 16. MAP scores on the NUS-WIDE-5K relative to β1, β2, β3.

Fig. 13, Fig. 15, and Table.10 that the fused MAP scores
of parameters (α1, α2),(α1, α3),(α2, α3) in F-Net are all
higher than MAP scores with single-granularity. This suffi-
ciently indicates that effectively mining the complementary

relationships between multi-granularity data is an effective
way to bridge the granularity gap. Additionally, we also
find that the best settings of (α1, α2),(α1, α3),(α2, α3) are
set to (0.2, 1), (0.2, 0.6), and (1, 0.2) for Pascal Sentence,
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FIGURE 17. MAP scores variation with respect to λ1, λ2 when we fix α1, α2, α3, β1, β2, β3.

set to (0.4, 0.2), (0.2, 0.2), and (0.2, 0.2) for Wikipedia,set
to (0.2, 1), (0.2, 0.8), and (0.2, 0.4) for NUS-WIDE-25K,and
set to (0.2, 0.4), (0.4, 0.4), and (0.4, 0.4) for NUS-WIDE-5K.

Secondly, we also show the effect of each component in
B-Net in Fig.10, Fig. 12, Fig.14, and Fig.16. Similar to
the parameter sensitivity analysis for (α1, α2, α3), we per-
mit any two parameters of (β1, β2, β3) to change and fix
the other one. Just like the rules found in F-Net, we have
two findings. First, the fused MAP scores of parameters
(β1, β2) , (β1, β3), (β2, β3) are also higher than MAP scores
with single-granularity. This is because the receptive field
of image regions from a single-granularity is limited, and
the fusion of multi-granularity data can enlarge the recep-
tive field of images. Second, the MAP scores with fusing
(β2, β3) are higher than that by fusing (β1, β2) or (β1, β3),
respectively, because the fine-grained features contain more
specific semantic information than the coarse-grained fea-
tures in background areas, and thus contribute more to image-
text retrieval. More specifically, the best parameter settings of
(β1, β2),(β1, β3),(β2, β) are (1, 0.4), (0.8, 0.6), and (0.8, 0.8)
for Pascal Sentence, are (0.2, 1), (0.2, 1), and (0.6, 0.2) for
Wikipedia, are (0.6, 0.2), (0.8, 0.2), and (0.6, 0.2) for NUS-
WIDE-25K,are (0.6, 0.4), (0.2, 0.2), and (0.2, 0.2) for NUS-
WIDE-5K.

Thirdly, to further verify the importance of each subnet-
work, we provide the variation of MAP scores when λ1 and
λ2 change in Fig.17, from which some interesting obser-
vations are revealed: 1) F-Net plays a more important role
than B-Net in image-text retrieval, because foreground areas
contain more valuable semantic information than background
areas. 2) B-Net still provides useful semantic information for
image-text retrieval, and it complements the semantic infor-
mation of F-Net. 3) the best parameters setting of (λ1, λ2) for
Pascal Sentence, Wikipedia, NUS-WIDE-25K, NUS-WIDE-
5K are set to (0.8, 0.2), (0.8, 0.6), (0.2, 0.2), and (0.4, 0.2)
respectively.

F. ABLATION STUDIES
To further verify the effectiveness of each component of
FB-Net, we conduct a series of ablation studies, which are
divided into two parts: (1) Ablation study 1: Exploring the
contribution of themulti-scale semantic scanning in each sub-
network, and (2) Ablation study 2: Exploring the contribution
of our proposed DSAW loss.

TABLE 8. Experimental configurations of different models in ablation
study 1.

TABLE 9. Experimental configurations of different models in ablation
study 2.

1) ABLATION STUDY 1
We conduct the ablation study by fusing various configura-
tions of F-Net and B-Net in Table.8, and results are shown in
Table.10, in which Li represents the sub-network at the ith
level, M refers to the number of regions that an instance is
divided, and N is the number of sliding windows. Note that
‘‘✓’’ indicates that the corresponding component is included.
Some observations from Table.10 are listed as follows.
• Combining the sub-network at L1 level, L2 level and
L3 level, F-Net(L1+L2+L3) achieves the best perfor-
mance on all datasets. Similarly, B-Net(L1+L2+L3) out-
performs all other configurations of B-Net. Hence, it can
be concluded that 1) each level of F-Net and B-Net com-
ponent plays a very positive role in image-text similarity
learning, and 2) there actually exists a complementary
relationship between various data granularities, as well
as between the foreground and background areas.

• The contribution of each level of the sub-network is
unbalanced. For F-Net, the best performance is achieved

VOLUME 11, 2023 36533



J. Xu et al.: FB-Net: Dual-Branch FB-Net With Multi-Scale Semantic Scanning for Image-Text Retrieval

TABLE 10. Ablation study 1: exploring the contribution of the multi-scale semantic scanning in each sub-network.

TABLE 11. Ablation study 2: exploring the contribution of our proposed DSAW loss.

by F-Net(L1) on Pascal Sentence, while that is achieved
by F-Net(L2) on Wikipedia, NUS-WIDE-25K, and
NUS-WIDE-5K. For B-Net, the highest MAP score is
gained by B-Net(L2) on Pascal Sentence and is got by
B-Net(L3) on Wikipedia, NUS-WIDE-25K, and NUS-
WIDE-5K. The reasons lie in that there is an obvious
contrast between themulti-granularity semantic unit dis-
tributions of Pascal Sentence, Wikipedia, NUS-WIDE-
25K, and NUS-WIDE-5K. Therefore, it is of great
importance to provide a comprehensive and complete
scan for the multi-granularity semantic units, which are
scattered in both foreground and background areas.

2) ABLATION STUDY 2
We further test the effectiveness of our proposed loss function
in this ablation study, in which Tri and DSAW represent the
triplet loss function and DSAW loss function respectively.
The experimental configurations and results are shown in
Table.9 and Table.11, and more analysis is given as follows.

• Compared to other models, FB-Net(DSAW) achieves
the best performance, because it is not comprehensive to
mine the semantic units by a single sub-network. That
is, FB-Net(DSAW) fully combines multi-granularity
foreground and multi-granularity background informa-
tion and identifies multi-granularity semantic units in
foreground and background areas comprehensively and
accurately.

• Furthermore, F-Net always outperforms B-Net, regard-
less of what type of loss function is used. However, the
former cannot replace the latter in the task of cross-
modal retrieval, because they are complementary to each
other. Overall, by combining F-Net and B-Net, FB-Net
(DSAW) achieves better performance than any single
sub-network.

• DSAW loss significantly outperforms triplet loss,
because it dynamically assigns proper weights to each
pair of samples during the training process. Therefore,
the DSAW loss effectively mines more complete infor-
mation for feature optimization and thus learns more
accurate image-text similarity.

G. VISUALIZATION ANALYSIS AND TYPICAL EXAMPLES OF
IMAGE-TEXT RETRIEVAL
The stacked cross-attention mechanism plays an important
role in our proposed FB-Net. First, image patches and words
are used as contexts through text-grounded embedding space
and image-grounded embedding space. Then they are applied
to the alignment of semantic units.
Second, to explicitly investigate the effectiveness of the

attention mechanism in FB-Net, we conduct visualization
analysis in Fig.18.
As is shown in Fig.18, we provide four examples, and

each one is made of an image-pair. For each image, we offer
two types of visualization results: 1) Heat map visualization,
and 2) Grid visualization. For each text, the importance of
each word is visualized separately. It can be clearly observed
that 1) the salient objects in images and their related textual
descriptions are paid more attention, such as ‘‘airplane’’ in
Fig.18(a), ‘‘woman’’ and ‘‘horse’’ in Fig.18(b), ‘‘cat’’ in
Fig.18(c), and ‘‘bus’’ in Fig.18(d).
Furthermore, we provide the top-ranked 5 retrieval results

of i2t and t2i corresponding to a specific query in Fig.19. For
each direction of the image-text retrieval task, we choose two
queries that belong to different semantic concepts. Especially,
two recent DNN-based methods (i.e., VSRN++ and NAAF)
are compared with ours. Furthermore, We have selected two
specific classes, ‘‘Sheep’’ and ‘‘Bus,’’ for i2t queries, while
‘‘Airplane’’ and ‘‘Horse’’ for i2t queries.
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FIGURE 18. Visualization results of the stacked cross-attention mechanism in FB-Net. The brightness represents the weight of attention, which further
illustrates the significance of the local-level regions identified by the stacked cross-attention mechanism through semantic unit alignment. Note that
the lighter areas mean the larger attention weights.

FIGURE 19. Typical examples of image-text retrieval.

It can be observed from Fig.19 that the top 5 items returned
by our proposed FB-Net are all correct, that is, FB-Net
achieves the best performance. However, there are several
mistakes in the retrieval results of VSRN++ and NAAF.
Compared with VSRN++ and NAAF, the advantage of
FB-Net is that it effectively mines the semantic information
in salient objects of images, and thus it is much easier to hit
the correct semantic category.

V. CONCLUSION
In this paper, we propose a dual-branch foreground-
background fusion network to handle the task of image-text
retrieval. To gain more complete semantic information and
further enhance the performance of image-text retrieval, FB-
Net aims to gather and fuse all semantic units existing in
different modalities and different granularities scattered in the
foreground and background areas. More specifically, FB-Net
uses multi-scale semantic scanning and alignment to accu-
rately capture multi-granularity foreground and background

semantic units in images and texts, and image-text similarity
is initially calculated by SUA. Afterward, image-text similar-
ities generated from all levels of each subnetwork are opti-
mized by the DSAW loss. Experimental results demonstrate
the superiority of our proposed FB-Net over representative
state-of-the-art methods on image-text retrieval, and ablation
studies further verify the effectiveness of each component of
FB-Net.

Notably, we also empirically discovered some shortcom-
ings of our proposed strategy. For instance, the training time
of FB-Net is not very competitive. As a result, future work
will primarily focus on three fields. Firstly, the positional
relationships among fine-grained patches of each modality
will be regarded as a type of significant semantic informa-
tion in cross-modal similarity learning. Secondly, we will
try to speed up the FB-Net training procedure by optimiz-
ing its framework. Thirdly, we will verify the scalability of
FB-Net, that is, we plan to extend FB-Net to other types
of cross-modal retrieval tasks, such as video queries text,
or audio queries image.
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