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ABSTRACT The current study unveils an analytical dynamic model of a parabolic trough solar collector
(PTSC) and subsequently presents the process to derive the transfer function of the PTSC system. For any
PTSC module, output temperature can be related to various operating parameters using the generalized
transfer function derivation that has been presented here. Presented model and derivation are applied on
a PTSC module tested by Sandia National Laboratory, USA and a transfer function relating the outlet
temperature of heat transfer fluid (HTF) with flowrate is derived. PID controller is designed to maintain
the HTF outlet temperature by manipulating the flowrate. Natural-inspired algorithms (NIAs), which are
uncommon in the context of control systems for PTSCs, are used to tune controllers. Two NIAs, namely
Self-adaptive Differential Evolution (SaDE) and African Vultures Optimization Algorithm (AVOA), were
used for tuning with minimization of integral of time-weighted absolute error (ITAE) as an objective. It is
concluded that SaDE-PID tuned controller outperforms AVOA-PID tuned controller with lower ITAE and
other controller characteristics. Also, the designed controller is examined on various grounds as transient
response characteristics and performance indexes. This completes the investigation of the integrity of the
presented model, process, and controller.

INDEX TERMS African vultures optimization algorithm, controller design, dynamic modeling, parabolic
trough solar collector, self-adaptive differential evolution.

I. INTRODUCTION
A. BACKGROUND
It is evident and vital that instead of relying on dwindling
fossil fuels, utilization of renewable energy such as solar
energy needs to be increased to fulfil the increasing energy
requirements. Solar thermal concentrating technologies like
parabolic trough solar collectors (PTSCs) which convert solar
energy to thermal energy have the ability to greatly assist this
notion [1]. PTSC has a parabolic-shaped reflective mirror that
focuses solar energy striking its surface onto a heat collector
element (HCE) that is located at its focal line. The heat
transfer fluid (HTF) travels through the HCE to gain the solar
heat which can utilized in different applications [2].
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PTSCs can participate as energy source in several fields,
such as desalination, industrial activities, and power gener-
ation, thereby, making it a relatable option to move towards
green energy [3]. Solar energy systems like PTSCs currently
face two key drawbacks: solar energy is not always accessible
when needed and the associated energy costs are not yet com-
petitive. Control is one of the strategies that has the potential
to address these limitations [4]. Therefore, it is essential to
conduct studies that can help to increase the effectiveness of
control systems related to PTSCs.

B. CHALLENGES
In fossil fuels-based energy systems, the input can be easily
manipulated to deliver the desired output. However, in PTSCs
the input source (solar irradiation) cannot be changed at
will and varies on a daily and seasonal basis, acting as a
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disturbance from a control point of view [5]. So, any study
that can contribute to the betterment of control systems
related to PTSCs would be pivotal. For effective designing
of a controller for any system, it is important know about its
dynamics [6], [7]. So, it is necessary to develop, an analytical
model that can closely capture the dynamics of PTSC.

C. LITERATURE REVIEW
Various studies exploring the possibilities in terms of
dynamic modelling, factors to be controlled, factors to be
manipulated, and control strategies have been conducted in
the past. Few significant ones have been discussed hereafter.
Desideri et al. [8] have developed a ThermoCycle (Modelica
library) based dynamic model of PTSC. The model was
validated for steady-state and transient conditions, by using
experimental data from the parabolic trough test loop at the
Plataforma Solar de Almería (PSA), Spain. The development
and validation of a tool for the dynamic simulation of direct
steam generation PTSC loops in conjunction with a control
system was conducted by Eck and Hirsch [9]. A dynamic
model for PTSCwas proposed by Stuetzle et al. [10] and used
to develop a model predictive controller for solar electric gen-
erating system (SEGS). Both types of sunny days, a summer,
and awinter day, are used to test the controller’s effectiveness.
Additionally, the impact of the control on the plant’s gross
output is looked at. For a PTSC based collector field for direct
steam generation operating in recirculation mode, a work by
Guo et al. [11] describes and tests a dynamic model and a
generalised predictive control system.

Few studies have laid focus on the tracking control
for PTSC. An optimal position control has been pur-
sued by Naidoo and Van Niekerk [12], data is collected
from Plataforma Solar de Almeria (PSA) and fed to
PLC based software to tune the controller. In a study by
Palacios et al. [13], solar tracking controller of PTSC has
been designed using traditional PID and then with help of
fuzzy logic and particle swarm optimization (PSO). Most of
the studies pertaining to the controller design have focused on
the control of outlet temperature of HTF. A dead-time com-
pensator and a nonlinear predictive control algorithm were
combined by Gálvez-Carrillo et al. [14] to create a Smith Pre-
dictor based Nonlinear Extended Prediction Self-Adapting
Control method for PTSC based solar field. A PI controller
has been designed by Navas et al. [15] to control the oil outlet
temperature of a PTSC solar field under the conditions of
partial radiation. It was observed that during the days with
partial radiation, it is not ideal to run the field at a constant
oil output temperature.

A full-scale dynamic model of the ‘‘Andasol II’’
PTSCs driven solar thermal power plant is proposed by
Al-Maliki et al. [16]. Advanced Process Simulation software
was used to create the dynamic model, various parts of the
field along with thermal storage were analysed and relevant
control circuits designed. A new approach inspired from the
functioning of zipper was utilized along with the Lapunov

stability analysis was used by Mosbah et al. [17] to design
a controller for maintaining the outlet temperature of PTSC.
Fuzzy logic-based control strategies were used in few studies,
a fuzzy model-based nonlinear model predictive controller
was developed earlier by Escaño et al. [18] for a PTSC-based
solar facility and to faithfully represent the behaviour of the
system dynamics, a fuzzy universal approximate model was
introduced by Elmetennani and Laleg-Kirati [19]. To evaluate
effective solar radiation and the temperature profiles, an adap-
tative model predictive control was suggested by Gallego and
Camacho [20]. Actual data from the PSA, Spain’s ACUREX
field were used to validate the control algorithm.

D. RESEARCH GAP AND MOTIVATION
The following key conclusions were drawn after reading the
sources mentioned above and other pertinent publications.
Firstly, most of the studies have confined to the dynamic
modelling and controller design for large PTSC fields like
Andasol II or SEGS. Many prevailing studies have their tests
and validation revolving around ACUREX field of the PSA,
Spain. However, a detailed study confined to the dynamic
modeling and control of single PTSC module is still missing.
Such a study is essential as it can provide the base that can
be extended to various available PTSC module types and can
be helpful to aid the energy transition. Further, it is noticed
that PID controllers used in process control are frequently
designed using nature inspired algorithms (NIAs). However,
the utilisation of NIAs in PTSC controller design has not been
significant.

E. CONTRIBUTION
Considering the aforementioned deductions, the contribution
of this work can be summed up as follows:

• An analytical dynamic model of PTSC has been formu-
lated.

• Method to derive the transfer function for a control
system of PTSC has been presented.

• For a PTSC module (LS-2 collector tested by Sandia
national laboratory, USA [21]), transfer function relat-
ing the HTF outlet temperature with flowrate has been
derived.

• Control system for a PTSCmodule that can maintain the
HTF outlet temperature by manipulating the flowrate is
investigated through:
❖ Designing of a PID controller
❖ Controller tuning using Self-adaptive Differential

Evolution (SaDE) and African Vultures Optimiza-
tion Algorithm (AVOA).

❖ Testing of the controller for various factors and
criteria

❖ Making relevant comparisons to illustrate the best
method and conditions.

F. PAPER ORGANIZATION
Section II gives the overview of the PTSC and formulation
of its dynamic model. Generic method for the derivation of
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FIGURE 1. Depiction of PTSC along with the cross-sectional view of HCE.

transfer function for the controller of PTSC is covered in
Section III. Application of discussed method over a specific
PTSC module, controller design, tuning and testing have all
been detailed in Section IV. The key findings of this work are
outlined in Section VI.

II. DYNAMIC MODELING
A good analytical model that can realize the dynamics of
the system is an asset to design a controller. With this aim
a detailed analytical dynamic model of PTSC is presented in
this section. The illustration in Figure 1 shows the various
parts of PTSC and also illustrates a cross sectional view of
HCE for better understanding of impending analysis.

The PTSC is a type of line-focusing collector that concen-
trates solar energy and transforms it into useful heat energy.
It has a reflective mirror with a parabolic form that converges
solar energy striking its surface to the heat collecting element
(HCE) positioned at its focal line. The HCE is made up of
the metal absorber pipe through which the heat transfer fluid
(HTF) passes. An absorber is enclosed in a glass envelope and
the annulus between them is vacuumed. Also, a solar selec-
tive absorber coating (SSAC) is applied on the absorber to
increase solar absorption. By considering the energy balances
across the HCE surfaces, the dynamics of the PTSC can be
investigated by using the following set of equations [2], [5]:

ρf Cpf Af
∂Tf
∂t

(t, x) + ρf Cpf Vf
∂Tf
∂x

(t, x)

= πDaihf
(
Tab(t, x) − Tf (t, x)

)
(1)

ρabCpabAab
∂Tab
∂t

(t, x)

= ηOIOw− πDaihf
(
Tab (t, x) − Tf (t, x)

)
− πDaoH l (Tab (t, x) − Tsu (t)) (2)

Few of the essential parameters and model variables from
above equations are summed up in Table 1. Details about the
remaining and their estimations are discussed thereafter.

Now, hf represents the represents the convective heat trans-
fer coefficient (W/m◦C) for heat transfer between absorber
and pipe, and can be computed as:

hf = NuDai
kf
Dai

(3)

TABLE 1. Parameters and model variables.

Here, NuDai represents the Nusselt number based on Dai and
Kf is the thermal conductivity of HTF.
It is evident that convective heat transfer relies on the flow

regime, for the PTSC, if Reynolds number (Re) is Re < 2300
i.e. HTF flow is laminar then NuDai = 4.36 [22]. Though
under operation the HTF flow is normally turbulent and for
this conditionNuDai can be estimated by the correlation given

by Gnielinski [23]:

NuDai =

fr

8
(
ReDai−1000

)
Pr f

1 + 12.7
√
fr/8

(
Pr2/3f − 1

) (
Pr f
Prai

)0.11
(4)

where,Prai andPr f are Prandtl numbers calculated at respec-
tive temperatures and ReDai is the Reynolds number. Further-
more, fr is the friction factor at the absorber’s inner surface,
whichmay be determined using Colebrook’s correlation [24]:

fr =

[
1.5635 ln

(
ReDai /7

)]−2
(5)

In equation (2), Hl depicts the heat loss coefficient which
can be used to represent all of HCE’s heat losses [25] and
given as:

Hl =

[
Aao(

hgo−sky Rad + hg0−s
)
Ago

+
1

hao−gi + hao−gi Rad

]−1

(6)

Here,Aao andAgo are the area of outer surface of absorber and
of the glass cover, hg0−s, hao−gi are heat loss coefficients for
the convective heat loss occurring from HCE to surrounding
and in annulus space respectively. While, hgo−sky Rad and
hao−gi Rad are heat loss coefficients for the radiative heat
losses to ambient and in annulus. All these coefficients are
estimated with help of correlations described hereinafter.
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Firstly, hao−gi is calculated with annulus region considered
to be evacuated (Annulus pressure < 0.013 Pa). Heat is
transferred via molecular conduction at this pressure and can
be estimated using the correlation given by Ratzel et al. [26].

hao−gi =
kga

Dao
ln

( Dgi
Dao

) + bλ
(
Dao
Dgi

+ 1
) where,

b =
(2−A) (9γ −5)
2A (γ + 1)

and λ =
2.331 × 10−20(Tao−gi )

(Paδ2)
(7)

where, kga is thermal conductivity of annulus gas, Dgi is
inside diameter of the glass cover, b is the interaction coef-
ficient, λ is ratio of mean free path between collisions of
molecules, Pa is the annulus gas pressure, Tao−gi is the aver-
age annulus temperature calculated at

(
Ta0 + Tgi

) /
2, and δ

is the molecular diameter of annulus gas.
Then, hg0−s is evaluated as:

hg0−s =
kair
Dg0

NuDg0 (8)

Here, kair is the thermal conductivity of air and NuDg0 is the
Nusselt number evaluated at Dg0 . For estimation of NuDg0 , a

method considering a mixed convection regime is used [27].
Initially, the Nusselt number is determined for natural con-
vection (NuN ) [28], [29].

NuN =

[
(Nul)10 + (Nut)10

]1/10
(9)

Such that Nul =
2F

ln
(
1+2F/NuT

) ,where NuT = 0.772CyRa
1/4
air

and F = 1 −
0.13(

NuT
)0.16

Nut = CxRa
1/3
air

where, Cx = 0.103 and Cy = 1.6 are constants, Raair is the
Rayleigh number based on surrounding air,Nul is the Nusselt
number for laminar, while Nut is for turbulent heat transfer
from glass cover.

Next, the Nusselt number is determined for forced convec-
tion (NuF ).

NuF = UReVair (10)

where, Reair denotes the Reynolds number calculated from
ambient air characteristics and U, V are constants that can be
utilized as given in [30].

Afterwards, an equivalent Reynolds number (Reδ) is cal-
culated by applying the relation NuN = NuF , as reported by
[30] and [31], to incorporate both convection mechanisms.

Reδ = [NuN /U]1/V (11)

The blended flow’s total Reynold’s number (Reeff ) is then
computed as:

Reeff =

[(
Reδ

)2
+ (Reair )2 + 2ReairReδ cosφ

]1/2
(12)

By substituting Reair for Reeff in equation (10) the NuDg0 is
obtained, and the relationship is modified as:

NuDg0 = UReVeff (13)

To estimated radiative heat transfer coefficients, hgo−sky Rad
and hao−gi Rad are expressed analogously to hg0−s and hao−gi
and can be computed as:

hao−gi Rad =

σ
(
T 2
ao + T 2

gi

) (
Tao + Tgi

)
1

εao
+

Aabs
Ag

(
1
εg

− 1
) (14)

hgo−sky Rad = εgσ
(
Tgo + Tsky

) (
T 2
go + T 2

sky

)
(15)

where, Faoei is view factor, Tsky is the temperature of the
sky, εao is the emissivity of SSAC, σ is Stefan-Boltzmann
constant, εg is the emissivity of glass cover, and Ag is area of
outside surface of glass cover.

Another factor is ηO which is known as optical efficiency,
it reflects the percentage of solar energy that the absorber is
capable of absorbing and can be expressed as [25]:

ηO = ϒTgeρmαabKθ ∈el∈sh (16)

Herein, ρm is mirror reflectivity, αab is absorptance of
the absorber, and Tge is transmittance of the glass enve-
lope. ϒ represents an intercept factor accounted as ϒ =

ξgξtξdmξdhcξm. Various factors that are considered for its
estimation are imperfections in solar tracking system (ξst ),
dirt on mirror (ξdm) aand heat collector (ξdhc), misalignment
between heat collector and mirror (ξia), and other unac-
counted errors (ξu). Kθ is incidence angle modifier and is a
statistical relationship generated from experimental data for
a specific collector. ∈el is end loss effect that sums up the loss
occurring due to the improper irradiations at the ends of HCE
and expressed as [32]:

∈el = 1 −
frc
lrc

tan θ (17)

Here, lrc is the length and frc is focal length of the collector.
ϵsh is shading loss that represents the loss occurring due to

the underutilization of mirror surface caused by the shadows
of HCE and support brackets. The following correlation can
be used to approximate this loss:

∈sh = 1 −
Dao
lrc

tan θ (18)

III. DERIVATION OF TRANSFER FUNCTION
It is evident that for designing or tuning a controller for PTSC,
a transfer function that relates the output and manipulated
variable is required. To obtain that, relevant operations are
performed on equations (1) and (2) which are discussed now.

It can be ascertained from equations (3) and (18) that
equations (1) and (2) comprises several non-linear terms. So,
primarily, to get at linear approximations of the non-linear
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elements simplification and Taylor series expansions are per-
formed as follows [33]:

∂Tf
∂t

= − (v− vs)
∂Tfs
∂x

− vs
∂Tf
∂x

+
1
τ1

(
Tab − Tf

)
(19)

∂Tab
∂t

= IO9 −
1
τ2

(Tab − Tsu) −
1

τ12

(
Tab − Tf

)
(20)

Here, 9 =
ηOwαab

ρabCpabAab
, τ1 =

ρf Cpf Af
πDaihf

, τ2 =
ρabCpabAab

πDaihf
, τ12 =

ρabCpabAab
πDaoH l

and subscript s is representing steady state value.

The deviation terms (T̃ab = Tab − Tabs , ĨO = Io − Ios ,
T̃f = Tf − Tfs , and ṽ = v− vs) are then incorporated around
the following steady state conditions:

0 = −vs
∂Tfs
∂x

+
1
τ1

(
Tabs − Tfs

)
(21)

0 = Ios9 −
1
τ2

(
Tabs − Tsus

)
−

1
τ12

(
Tabs − Tfs

)
(22)

Subsequently, equation (21) is subtracted from (19) and equa-
tion (22) is subtracted from (20) to get the following partial
differential equations.

∂T̃f
∂t

= −̃v
dTfs
dx

− vs
∂T̃f
∂x

+
1
τ1

(
T̃ab − T̃f

)
(23)

∂T̃ab
∂t

= ĨO9 −
1
τ2

(
T̃ab − T̃su

)
−

1
τ12

(
T̃ab − T̃f

)
(24)

To proceed further for the derivation of transfer function,
Laplace transform is applied on equations (23) and (24).

sT̃f (s) = −̃v(s)
dTfs
dx

− vs
dT̃f (s)
dx

+
1
τ1

(
T̃ab(s) − T̃f (s)

)
(25)

sT̃ab(s) = ĨO(s)9 −
1
τ2

(
T̃ab(s) − T̃su(s)

)
−

1
τ12

(
T̃ab(s) − T̃f (s)

)
(26)

Equations (25) and (26) are then restructured to eliminate
T̃ab(s) and get single equation in terms of T̃f (s).

dT̃f (s)
dx

+
a(s)
vs

T̃f (s) = −
ṽ (s)
vs

dTfs
dx

−
τ2b (s) 9

vs
ĨO(s)

+
b(s)
vs

T̃a (s) (27)

where, a (s) = S +
1
τ1

−
τ2

τ1(τ2τ12s+τ2+τ12)
and b (s) =

τ12
τ1(τ2τ12s+τ2+τ12)
To obtain a generic equation that can relate the output of

PTSC (outlet HTF temperature) with other variables like HTF
flow rate, solar irradiation, and others, equation (27) is fur-
ther solved with boundary condition T̃f (s, x) = T̃f (s, 0) at

x = 0 and following equation is established [34].

T̃f (s) = −̃v (s)
Tas + Isτ29 − Tfso

a (s) c− vs

[
e−

x
c − e−

a(s)
vs
x
]

+ ĨO (s) τ29
b (s)
a (s)

[
1 − e−

a(s)
vs
x
]

+ T̃ab (s)
b (s)
a (s)

[
1 − e−

a(s)
vs
x
]

+ T̃f (s, 0) e−
a(s)
vs
x

(28)

This equation can be used to derive the transfer function
between HTF outlet temperature and manipulated variables,
as the purpose of this investigation is to ensure control of
HTF flow rate for maintaining outlet temperature. A single
input single output (SISO) transfer function is obtained by
considering all variables except HTF velocity to be at steady
state. For this, equation (28) is extended for x = lrc and then
simplified as:

T̃f (s,L)

ṽ (s)

= −
Tas + Isτ29 − Tfso

c
e−

x
c

s+
τ12+τ2
τ12τ2

s2 +

(
τ12+τ2
τ12τ2

+
τ2

τ1(τ 12+τ2)

)
s

×

1 − e
−
lrc
vs
(s+ τ2

τ1(τ12+τ2)
( s

s+
τ12+τ2
τ12+τ2

))


︸ ︷︷ ︸
R(s)

(29)

Here, c = vsτ1(1 +
τ2
τ12

).
It is to be noted that this equation has a term R(s) having

a complex expression in s-domain. This term represents the
transfer function that models the resonance mode of sys-
tem while the remaining part represent the low order trans-
fer function of the system. As the purpose of the study is
to capture the dynamics of the system and to test/suggest
a relevant control schemes, so in line with suggestion by
Camacho et al. [35], [36] equation (29) needs to be approx-
imated to a standard form and then term R(s) can be over-
looked. The resultant equation is shown below.

G (s) =
T̃f (s,L)

q̃ (s)
= Ka

−βas+ 1
s (τas+ 1)

e−td s

×

[
1 − e−tr s

(
−βs+ 1
τ s+ 1

)]
︸ ︷︷ ︸

R(s)

(30)

The remaining transfer function can capture the key system
dynamics and the impact of disturbances such that it can
assist to design high-performance control systems. Thus, the
transfer function relating the outlet HTF temperature with
HTF flow rate is given as:

T̃f (s,L)

q̃ (s)
= Ka

−βas+ 1
s (τas+ 1)

e−td s (31)

where, Ka = −
1
Af

Tas+Isτ29−Tfso
c e−

x
c τ1(τ12+τ2)2

τ1(τ12+τ2)2+τ12τ
2
2
,

βa = −
τ12τ2

τ12+τ2
, and τa =

τ1τ2τ12(τ12+τ2)
τ1(τ12+τ2)2+τ12τ

2
2
.
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TABLE 2. Geometrical parameters for LS-2 collector [21].

Furthermore, the transfer function in equation (31) is
approximated to derive first order model for system control.
The first order transfer function for process control is gener-
ally given as:

T̃f (s,L)

q̃ (s)
=

K
(τ s+ 1)

e−td s (32)

Here, K represents the system gain which can be estimated as
per the deductions made by Cirre et al. [37], thus, computed
as:

lim
s→0

G(s) = Ka(tr + β + τ ) (33)

τ is the time constant of the system and td depicts the time
delay (dead time) that occurs due to the position of tempera-
ture sensor. For instance, based on the current measurement a
controller may change the HTF flowrate, but it will be sensed
only after some time by the sensor placed at the outlet of
HCE. This is not fixed but is inversely proportional to the
HTF velocity and can be estimated as td = lrc/v [38].

IV. TRANSFER FUNCTION FOR PTSC MODULE
The method presented for the derivation of transfer function
is applied on a PTSC module tested by Sandia National
Laboratories (SNL), USA [21]. Various performance tests
have been conducted by SNL on a PTSC module named as
LS-2 and mentioned to be used in Solar Electric Generating
System (SEGS). Geometric parameters required for estima-
tion of transfer function are gathered for LS-2 collector and
summarized in Table 2.
As discussed in Section III, the derivation of transfer func-

tion is facilitated by the Taylor series expansion around a
steady state of the system. Hence, the required steady state
values are considered here are from a specific set of operating
conditions captured from the test report published by SNL
for abovementioned LS-2 collector. The operating conditions
under which the PTSC is examined are DNI (W/m2) = 968.2,
Wind (m/s) = 3.70, Flow rate (L/min) = 47.80, Tamb (◦C) =

22.4, Tin (◦C) = 151.00, Outlet Temperature (◦C) = 173.30,
Efficiency = 70.90%.

FIGURE 2. A schematic of PID controller.

Besides, the geometric parameters and operating condi-
tions, values for heat transfer coefficients, optical efficiency,
etc. are also required for the transfer function estimation. For
this, the correlations described in Section II are used, though
to estimate them temperature values at different surfaces of
HCE is a prerequisite. Thus, a thoroughly validated thermal
model of PTSC proposed by [39] that can be used to deter-
mine the temperature profile of HCE in radial direction is
exploited in conjunction.

With the help of preceding discussion and method pre-
sented in Section III, the first order transfer function relating
the output temperature with HTF flowrate for a PTSCmodule
is as:

Gp (s) =
T̃f (s,L)

q̃ (s)
=

−866.9
(313.2s+ 1)

e−33.5s (34)

V. CONTROLLER DESIGN
It is widely known that Proportional, Integral, and Derivative
(PID) control loops account for about 90% of process control
loops. Also, the primary challenge encountered by them is
the precise tuning of their parameters [40], [41]. The usage
of PID controllers is appealing to process industries owing
to its simplicity, ease of implementation, and resilience [42].
The desired closed-loop system performance can be attained
by adjusting the controller parameters, referred as controller
tuning. The controller parameters for PID control signifies the
gains for proportional (P), integral (I), and derivative (D) con-
trollers. A better conception of the same can be attained by
looking at Figure 2 that shows the block diagram of a PID
controller.

The mathematical description of PID controller can be
given as:

GPID (t) = Kpe (t) + Ki

∫ t

0
e (t) dt

+ Kd
de (t)
dt

(time domain) (35)

GPID(s) = KpE(s) + Ki
E(s)
s

+ Kd sE(s) (s-domain)

(36)

where, Kp, Ki, and Kd are proportional gain, integral gain,
and derivative gain respectively. e(t) represents the value of
error estimated by subtracting the actual system output (y(t))
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FIGURE 3. Control loop for PTSC with PID controller.

from reference value (r (t)), such that e (t) = r (t) − y(t)
[43]. Based on this error, PID controller varies the values of
Kp, Ki, and Kd to minimize e (t).

In the current study, focus is to design a controller for PTSC
such that a specific output temperature can be maintained
by varying the HTF flowrate. Temperature control is quite
important for industries because if temperatures are permitted
to fluctuate too much, they can interfere with the production
process in addition to destroying the final product. A pro-
cess transfer function [Gp (s)] relating the output temperature
with HTF flowrate is derived and shown in equation (34).
Subsequently, a PID controller depicting the control loop for
required control in context of PTSC is proposed as illustrated
in Figure 3.

VI. OBJECTIVE FUNCTION FORMULATION
As highlighted earlier, precise tuning of PID parameters is
a challenging task. Many a times the tuning is performed
by hit and trial to reach an acceptable error value. Though,
in process control where system is online continuously and a
minute error can lead to an undesirable operation or even a
shutdown of a system, it is important to have an automated
method to tune the controller. To design such a controller,
firstly, wemust have some understanding of what we desire as
an ideal response before we can be satisfied with the response
of a control system for a set of control parameters. Secondly,
a criterion is required that reduces the complete response to a
single figure of merit, such that different responses obtained
via use of distinct sets of controller parameters can be easily
compared [44]. As illustrated in Figure 4, one such criterion
is integral of time-weighted absolute error (ITAE) which
is being utilized here as an objective function to tune the
controller for PTSC.

Tuning a PID controller is a complex problem and often
the nature inspired algorithms (NIAs) such as particle swarm
optimization (PSO), genetic algorithm (GA), and others are
required for it [45], [46]. Thus, representing a controller
tuning as an optimization problem with a defined objec-
tive function becomes important to ease and streamline
the implementation of NIAs. In this study, the objective
of the tuning of controller parameters is thus expressed
through the minimization of ITAE and can be mathematically

FIGURE 4. Illustration of nature inspired algorithm (NIA) controller for
PTSC to emphasize the tuning objective.

represented as:

Minimize
[
FITAE =

∫
∞

0
|e(t)| tdt

]
Subjected to: Kpmin ≤ Kp ≤ Kpmax , Kimin ≤ Ki ≤ Kimax ,

and Kdmin ≤ Kd ≤ Kdmax (37)

where, FITAE is the objective function, Kp, Ki, and Kd are
the gains of the PID controller to control HTF flowrate of
a PTSC.

VII. CONTROLLER TUNING USING NIAs
Metaheuristic algorithms or simply NIAs are often used
for designing of PID controller used in industrial process
control [47], [48], [49]. Still, the use of NIAs in controller
design for PTSCs is relatively unnoticeable and this study
explores the possibilities in this context. The tuning of con-
troller designed for PTSC is attempted via two different algo-
rithms namely Self-adaptive Differential Evolution (SaDE)
and African Vultures Optimization Algorithm (AVOA). For a
fundamental understanding, Figure 5 depicts a broader view
of the optimization process followed here.

In Section 4.3, how a controller tuning problem can be
formulated as an optimization problem is explained. Figure 5
shows how to apply NIAs to solve this optimization problem
and presents the Simulink model developed to determine the
resultant ITAE at given values of Kp, Ki, and Kd . The follow-
ing segments provide a brief description and methodology for
each algorithm.

Self-adaptive Differential Evolution (SaDE) is one of the
popular variant of basic Differential Evolution (DE). DE is
a population-based search algorithm that has shown to be
helpful in solving optimization challenges. In DE, a randomly
generated population is created at first, with each individual
representing a potential solution. Mutation, crossover, and
selection are all applied to the resultant population. The
process is repeated until one or more termination criteria are
met [50]. While basic DE employs the pre-specified values
for control parameters scaling factor (F) and crossover fac-
tor (Cr ), SaDE self-adjust these in each generation. When
tested for the same benchmark problems, SaDE outperforms
standard DE in many cases [51], hence it was chosen for
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optimization purposes here. A relatable procedure to apply
DE for an optimization problem is given below:

Self-Adaptive Differential Evolution (SaDE)
Start
Define the Objective function Minimize [FITAE ] (equa-
tion (37))
Set the parameters of SaDE as:
Population size (Np) = 50
Maximum number of generations (maxgen) = 1000
Start generation count, g = 0
Generate initial population having n population vectors
for i = 1 to n, and j = 1 to number of variables

Zgij = LB (j) + [UB (j) − LB (j)] ∗ rand(0, 1)

Set initial scaling factor (Fgi ) = 0.6 and crossover factor
(Cg

ri) = 0.85
while g < maxgen
Perform mutation as:

choose three random and distinct population vectors
r1, r2, r3 ∈ [1, n]

for each target vector Zgij generate a mutant vector V g
i,j as

V g
i,j = Zgi,r1 + Fgi

(
Zgi,r2 − Zgi,r3

)
Perform crossover to generate trail vectors as:

Ug
i,j =

{
V g
i,j if rand i,j ≤ Cg

ri

Zgi,j otherwise

Execute selection of vectors for next generation as:

Zg+1
i,j =

{
Ug
i,j if f (Ug

i,j) ≤ f (Zgi,j)

Zgi,j otherwise

Update F and Cr as follows (peculiarity in SaDE)

Fg+1
i =

{
Fl + rand1 ∗ Fu if rand2 ≤ 0.1
Fgi otherwise

Cg+1
ri =

{
rand3 if rand4 ≤ 0.1
Cg
ri otherwise

where, rand represent random number between 0 and 1, Fl =

0.1, and Fu = 0.9
end while
return the best solution, Zbest
Stop

Abdollahzadeh et al. [52] introduced AVOA, which is
derived by studying the lifestyle of African vultures and how
they collectively work to find food. Initially, a population of
vultures is constructed to represent the feasible solutions in
the search space. Each vulture’s fitness is assessed in order
to establish the best and second-best vultures. In addition, the
remaining vultures are split into two groups, each of which
represents a population that changes or replaces one of the
two best vultures in each iteration [53]. The following is a

detailed description of the process used by AVOA to solve
the current optimization problem:

African Vultures Optimization Algorithm (AVOA)
Start
Define Objective function:Minimize [FITAE ] (equation (37))
Set AVOA parameters:

• Population size (N ) = 50
• Maximum number of iterations (Tmax) = 100∗no.
of variables

• L1 = 0.8 and L2 = 0.2
• ω = 2.5
• rand = random value between 0 and 1, generated in each
iteration

• P1,P1,P1 = 0.6, 0.4, 0.6
Initialize the random population of vultures Pi (i = 1 to N ,
j = 1 to number of variables)
While iteration count < Tmax
Evaluate fitness value for each vulture i.e. estimate FITAE
Set PBV1 value as the location of first best vulture and PBV2
as the second best vulture.
for each vulture Pi

select best vulture: Ri =

{
PBV1 if pi = L1
PBV2 if pi = L2

where pi =

Fi∑N
i=1 Fi

update t = h ×

(
sinω

(
π
2

Ti
Tmax

)
+ cos

(
π
2

Ti
Tmax

)
− 1

)
where

h = −2 to 2
and calculate F = (2 × rand1 + 1) × z×

(
1 −

Ti
Tmax

)
+ t

if |F | ≥ 1 and if P1 ≥ randp1
then Pi+1 = (Ri − Di) × F where Di = |X × Ri − Pi|, X =

2 × rand
else Pi+1 = Ri − F + rand2 × ((UB− LB) × rand3 + LB)
end
if 0.5 ≤ |F | < 1 then
if P2 ≥ randp2
then Pi+1 = Di × (F + rand4)− d(t) where d (t) = Ri − Pi
else Pi+1 = Ri −

[(
Ri ×

(
rand5×Pi

2π

)
× cos (Pi)

)
+

(
Ri ×

(
rand6×Pi

2π

)
× sin (Pi)

)]
end
else if P3 ≥ randp3

then Pi+1 =

[(
PBV1i −

PBV1i×Pi
PBV1i−P2i

× F
)

+

(
PBV2i −

PBV2i×Pi
PBV2i−P2i

× F
)]

/2

else Pi+1 = Ri − |d (t)| × F × LF(x)
end
end while
Return final PBV and corresponding value of FITAE
Stop

VIII. CONTROLLER ANALYSIS
A. CONTROLLER GAINS
To find the best values for Kp, Ki, and Kd such that FITAE
(equation (37)) is minimized, each of the aforementioned
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FIGURE 5. Optimization procedure along with the Simulink model of the
designed controller.

TABLE 3. Values of Kp, Ki , and Kd after optimization.

techniques has been used one at a time. It is a prerequisite
to provide the upper bound and lower bound of search spaces
for SaDE and AVOA to start searching for best solution. Also,
it is known that Kp, Ki, and Kd can take any value depending
on the system. Therefore, initially the designed controller
was tested for different random values, both positive as well
negative. After, few trial and error runs the range of −2 to
2 was fixed for each of the PID gains.

As previously discussed, the controller is designed for
LS-2 collector tested by SNL. Controller is aimed to control
the HTF outlet temperature with HTF flowrate as manipu-
lated variable. Set point is 173.30 ◦C and transfer function is
derived as equation (34). Optimization procedure discussed in
Figure 5 is followed for SaDE and AVOAwith the mentioned
range of PID gains. After optimization, the values obtained
for Kp, Ki, and Kd are summarized in Table 3.

It is observed that values of Kp, Ki, and Kd predicted
by SaDE gives less ITAE = 5.724 × 106 compared to

FIGURE 6. Step responses for the SaDE-PID tuned controller and
AVOA-PID tuned controller.

TABLE 4. Transient response characteristics of the step responses in
FIGURE 6.

ITAE = 1.306 × 107 for the values suggested by AVOA.
Thus, for the given PTSC system under the mentioned operat-
ing conditions, SaDE provides better tuning of PID controller.
It implies that comparable or better results can be obtained
by employing different NIAs to solve the tuning optimization
problem.

B. TRANSIENT RESPONSE CHARACTERISTICS
Despite the lower value of ITAE , there are other factors as
well that characterize the proficiency of the controller. Gen-
erally, the transient response of the system with step input or
simply step response is used to determine such factors. Thus,
to further analyse the performance of the designed controller,
the step responses of the SaDE-PID tuned and AVOA-PID
tuned controller are plotted and shown in Figure 6.
Various transient response characteristics (maximum over-

shoot, settling time, rise time, and delay time) are estimated
using the step responses shown in Figure 6 and are displayed
in Table 4. Each of these characteristics have their own signif-
icance w.r.t. to the controller performance and thus becomes
critical to analyse. It can be assessed from Table 4 that
SaDE-PID tuned controller outperforms AVOA-PID tuned
controller in terms of all the characteristics.

C. PERFORMANCE INDEXES
A criterion that relates each response to a single number,
or a figure of merit, is ideal for comparing responses that
use various sets of controller parameters. Such criteria use
a certain way to keep score of the merit of controller and
a lower score means a good controller. In control system
design, these criteria are designated as performance indexes.
One of these indexes represented as ITAE is discussed in
Section 4.3 to create an objective function for optimal tuning
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FIGURE 7. Picture of Simulink model to compare various performance
indexes.

TABLE 5. Comparison on performance.

problem. Designed controller is already examined on this
performance index but to check its reliability it is examined
on the other indexes as well. A Simulink model shown in
Figure 7 is developed and used to check the proficiency of
designed controller over the different performance indexes.

The tuning parameters predicted by SaDE and AVOA are
fed to the controller and the values of various performance
indexes namely, Integral of the square of the error (ISE),
Integral of the absolute value of error (IAE), and ITAE are
noted. Table 5 compares the values of different performance
indexes.

ISE values are comparable for both SaDE-PID tuned and
AVOA-PID tuned controller. IAE value is relatively better
for SaDE-PID tuned controller in comparison to AVOA-PID
tuned controller. Interestingly, only in terms of ITAE, SaDE-
PID tuned controller clearly outperforms the AVOA-PID
tuned controller. Thus, it can be said that to check the depend-
ability and robustness of a controller it is important to analyse
its performance on more than one performance indexes.

IX. CONCLUSION
A detailed study confined to the dynamic modeling and con-
trol of single PTSC module has been presented here. Such a
study could offer the foundation for being extended to dif-
ferent PTSC module types that are readily available globally
and could be beneficial for increased solar energy utilization.
An analytical dynamic model of PTSC is formulated by
considering the energy balances across the HCE surfaces.
An approach to determine the transfer function for a PTSC
control system has been clearly outlined. A generic equation
has been obtained that can relate the output of PTSC (outlet
HTF temperature) with other variables like HTF flow rate,
solar irradiation, and others.

The approach proposed for the development of transfer
function is applied to a PTSC module tested by Sandia
National Laboratories (SNL), USA. The transfer function
relating the outlet HTF temperature with HTF flow rate is
obtained. A controller is designed for PTSC such that a
specific output temperature can be maintained by varying
the HTF flowrate. Minimization of integral of time-weighted
absolute error (ITAE) is utilized as an objective function to
tune the controller for PTSC.

Tuning a PID controller is a complex problem and is
resolved using suitable nature inspired algorithms (NIAs).
In this line following deductions were made:

❖ A Simulink model is created to compute the resultant
ITAE for given values of Kp, Ki, and Kd .

❖ We have demonstrated how NIAs can be used with ease
to solve the formulated tuning optimization problem.

❖ Designed controller is tuned using Self-adaptive Differ-
ential Evolution (SaDE) and African Vultures Optimiza-
tion Algorithm (AVOA).

❖ It was observed that values of Kp, Ki, and Kd predicted
by SaDE gives less ITAE = 5.724 × 106 compared to
ITAE = 1.306× 107 for the values suggested by AVOA.
Thus, for the given PTSC system under the mentioned
operating conditions, SaDE provides better tuning of a
PID controller.

Furthermore, to verify the reliability of the designed con-
troller, it has been tested for various criteria and following
inferences made:

❖ SaDE-PID tuned controllers outperform AVOA-PID
tuned controller in terms of all other transient charac-
teristics. It suggests that tuning optimization problem is
dependent on the choice of NIA and hence, improved
solution using other NIAs may be explored in future.

❖ When compared based on performance indexes, ISE
values were comparable for both SaDE-PID tuned and
AVOA-PID tuned controller. IAE value was relatively
better and in terms of ITAE, SaDE-PID tuned controller
clearly outperformed the AVOA-PID tuned controller.
It is concluded that it’s crucial to examine a controller’s
performance across a variety of performance indices to
determine its dependability and robustness.

Industries like beverage industry, dairy industry, food
industry and others require constant temperatures for certain
processes, if temperatures are allowed to vary too much,
they can harm both the finished product and the produc-
tion processes. Thus, temperature control is crucial and if
PTSCs are used to serve such processes then the controller
designed and discussed here could be a useful asset for such
integrations.
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