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ABSTRACT Robust adaptive tracking control design for quadrotors with unknown parameters, including
the thrust and the drag factors, is presented. Firstly, the adaptive linearizing control approach is employed
for conquering the issues of unknown input gains in both the outer- and inner-loop design steps. Secondly,
based on the barrier Lyapunov function (BLF) method, a robust virtual controller is constructed in the
intermediate design step for counteracting the coupling nonlinearity and speeding up the convergence at
the same time. Thirdly, the dynamic surface control (DSC) technique is applied for alleviating the measure-
ment of acceleration signals and explosion of complexity problem simultaneously. Last, the serial-parallel
identification model (SPIM) based composite update algorithms are incorporated for further improving the
tracking performance. In particular, the prediction errors are ensured to converge to the vicinity of zero
without relying on the parameter convergence. Simulation studies demonstrating its validity are carried out
in the final.

INDEX TERMS Composite update algorithm, quadrotors, robust adaptive, unknown input gains.

I. INTRODUCTION
Motivated by its wide variety of applications, control of
quadrotors has attracted lots of attentions in both the aca-
demic and industrial fields in recent years ([1], [2], [3], [4],
[5], [6], [7], [8], [9], and the references in [10]). It is quite a
challenging task for the under-actuated and highly nonlinear
coupling features of the system [2], [11]. In this regard, the
backstepping tool is widely adopted for tackling such a task
and a vast of relevant control algorithms are now available
in the literature [12], [13], [14], [15], [16], [17]. Among oth-
ers, the adaptive backstepping control is applied for dealing
with the parametric uncertainty in mass, inertia, viscosity,
etc, while the robust backstepping control is for coping with
nonparametric uncertainty, e.g., the wind turbulence, nonlin-
ear coupling, etc. [10], [12], [18]. Noticeably, most of the
aforementionedworks use the thrust force and torques as their
control inputs, of which the required motors’ rotary speeds
can be directly calculated when the proportional constants,
namely, the thrust and the drag factors, are available (see [10],
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[11] and references therein). Unfortunately, these two con-
stants are difficult to attain in real operations since they vary
with some environmental factors such as the air density, lift
constant, etc. [2], [6], [19].

Clearly, it is more practical to use the motors’ speeds as the
control inputs instead. The task turns into the control design
with uncertain input gains based on a state-spacemodel. First,
via estimating the reciprocal of the input gains, the immersion
and invariance (I&I) based saturated guidance control law in
[20] conquered the limited thrust force without igniting the
control singularity at the same time. The I&I method was
also adopted in the outer-loop design of [21] for estimating
the unknown viscosity-to-mass ratio. To detour the difficulty,
another common approach is to launch the control synthesis
based on the physical model with unity input gains. However,
such a model is not affable to the incorporation of standard
identification schemes for performance improvement [12].

The standard backstepping design starts from stabilizing
the translational (outer-loop) tracking error dynamics via
using the nonlinear coupling term as the virtual control input.
Next, the inner-loop control is activated to manage the error
between the coupling nonlinearity and the virtual controller
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to converge to zero [16]. Under such an architecture, the
hierarchical control uses the time-scale separation (TSS) fea-
ture between the translational (slow) dynamics and the rota-
tional (fast) dynamics to separately design the controllers and
then invokes the singular perturbation method for stability
analysis [16], [17], [22]. The passivity-based approach con-
sidered the translational and the rotational dynamics as two
interconnected passive subsystems. The control task reduces
to the asymptotic stabilization of two uncoupled tracking
error subsystems [21], [23]. Noticeably, the former approach
calls for high control gains while the latter may involve dis-
continuous control for ensuring the asymptotic stability in the
presence of exogenous disturbances [21]. On the other hand,
the saturation control is an alternative without resorting to the
TSS and asymptotic stability [24]. However, the correspond-
ing domain of attraction is hard to prescribe beforehand.

Adaptive control is known to suffer from poor transient
behaviors in general [12], [18], [25]. Via including the
prediction-error terms into the update algorithm, the so-called
composite adaptive control is a popular approach for allevi-
ating such a drawback in the literature [24], [26]. To name a
few, the direct and indirect model reference adaptive control
in [27] includes a bilinear predictor model to generate the
prediction error and improving the tracking performance of
quadrotors. The article in [24] proposed a saturated adap-
tive I&I-based control strategy for the trajectory tracking
of quadrotor systems. Shao et al. proposed an I&I-based
adaptive controller for anti-unwinding attitude maneuvers
[28]. Noticeably, performance improvement in these works
relies on parameter convergence, which in turn imposes cer-
tain excitation criteria on the regressors, such as persistent
excitation [18], [29], internal excitation [30], cooperative
finite-time excitation [31], etc. In contrast, the composite
adaptive control in [32] guaranteed the convergence of pre-
diction errors to a small set around zero without any exci-
tation criteria. However, it cannot be directly applied to the
quadrotors which are not in the linearizable canonical form.

In this regard, we aim to synthesize a robust adaptive
tracking controller for tackling the aforementioned issues
in this article. First, considering its ease of incorporating
the standard serial-parallel identification model (SPIM) [29],
the adaptive linearizing control is adopted in the inner- and
outer-loop design [32]. The possible control singularity is
prevented via the parameter projection method [12]. Next,
a barrier Lyapunov function (BLF)-based robust virtual con-
troller is built in the intermediate design step for suppressing
the coupling nonlinearity and speeding up the convergence at
the same time. The dynamic surface control (DSC) technique
is applied for alleviating the measurement of acceleration
signals and the explosion of complexity problem simultane-
ously [33] and [34]. Last, an SPIM-based composite update
algorithm guaranteeing the convergence of prediction errors,
is incorporated to further improve the tracking performance.
The main contributions of the paper are summarized as
follows.

i) The rotors’ speeds instead of the popular thrust force and
torques are utilized as the control inputs.

ii) The residual coupling nonlinearity is directly compen-
sated without resorting to the TSS or passivity features
of the system.

iii) The adopted SPIM-based composite update law
ensures the convergence of prediction errors without
relying on the parameter convergence, which in turn
improves the tracking performance.

The rest of the article is arranged as follows. Section II
describes the system model and the tackled problems. Sec-
tion III presents the controller design and the corresponding
stability analysis. Section IV carries out some numerical
studies to demonstrate the validity of the proposed design.
Conclusion is finally drawn in Section V.

A. PRELIMINARY
In this paper, |ξ | denotes the absolute value or Euclidean
norm when ξ is a scalar or a vector, respectively; ˆ(·) is the
estimation of an unknown parameter vector (·) and ˜(·) =

(·)− ˆ(·). The componentwisemultiplication of any two vectors
x, y ∈ R3 is defined as x. ∗ y = col[x1y1, x2y2, x3y3].
tanh(x) = col[tanh(x1), tanh(x2), tanh(x3)], x∧

=

[0,−x3, x2; x3, 0,−x1; −x2, x1, 0]T and (x∧)∨ = x.
Lemma 1 ([3]): For y ∈ R3 and M ∈ R3×3, the following

equality holds:

tr(My∧) = −yT (M −MT )∨ (1)

Lemma 2 ([1] and [16]): For y ∈ R3, R ∈ SO(3) with
rotation axis k̂ and angle ξ , the following equalities hold:

|
(R− RT )∨

2
| = cos

ξ

2

√
tr(I − R) (2)

tr(I − R) = 2(1 − cos ξ ) (3)

R(y)∧RT = (Ry)∧ (4)

Lemma 3 ([17]): For x ∈ ℜ, if x ∈ [0, k), the following
inequality holds:

ln
k

k − x
≤

x
k − x

(5)

The standard projection algorithm is in a form of

˙̂
θ = P(σ ), (6)

where θ̂ is the estimation of the unknown parameter vector θ ,
which lies within a prescribed compact convex set �θ ⊂ Rp,
and σ is the function such that ˙̂

θ = σ, whenever θ̂ stays in
the interior of �θ . It ensures that [12]
P1): θ̂ (t) ∈ �θ ,∀t ≥ 0, whenever θ̂ (0) ∈ �θ ;
P2): −θ̃TProj(σ ) ≤ −θ̃Tσ .
The following inequality is essential to the subsequent

stability analysis [35]

0 ≤ |ς | − ς tanh(
ς

w0
) ≤ cςw0, ∀ς ∈ R, (7)

where cς = 0.2785 and w0 is a positive constant.
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FIGURE 1. Configuration of a quadrotor.

II. SYSTEM MODEL
The quadrotor’s configuration depicted in Fig. 1 is gener-
ally described in two reference frames, a stationary inertial
frame E = {xE , yE , zE } and a body frame B = {xB, yB, zB}
located at OE and the center of mass OB, respectively. Let
p = [px , py, pz]T and v = [vx , vy, vz]T denote the position
and the translational velocity of OB in frame E , respectively,
and � = [�x , �y, �z]T denotes the angular velocity of the
vehicle in frameB. The physical model of a quadrotor is given
by

ṗ = v (8a)

v̇ = −gẑ+
T
m
Rẑ (8b)

Ṙ = R�∧ (8c)

J�̇ = −�∧J�+ τ (8d)

Jmω̇i = τm,i − Qi, (8e)

where i = 1, · · · , 4, m is the mass, J = diag{Jx , Jy, Jz} is
the inertial matrix, ẑ = [0, 0, 1]T is the third basis vector of
R3, g = 9.81 m/s2, T ∈ R and τ = [τx , τy, τz]T denote the
applied thrust force and torque generated by the four rotors
in frame B, respectively, Jm is the inertia of the motor, ωi
and τm,i, are the rotary speed and torque of the i,th motor,
respectively, Qi is the reactive torque (due to rotor drag), and
R ∈ SO(3) is the rotation matrix which, in terms of the Euler
angleϖ = (φ, θ, ψ)T , is given by [15]

R =

 cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ
cθ sψ sφsθ sψ + cφcψ cφsθ sψ − sφcψ
−sθ sφcθ cφcθ

 (9)

where c∗ and s∗ are the abbreviations for cos(∗) and sin(∗),
respectively.

Based on (8c) and (9), ϖ̇ is related to � by

ϖ̇ = W� (10)

where

W =
1
cθ

 cθ sθ sφ sθcφ
0 cθcφ −cθ sφ
0 sφ cφ

 (11)

Clearly, W is invertible for all θ ̸= (2k − 1)π/2.

The reactive torque may be modeled as [15]

Qi = κω2
i , (12)

where κ is the drag factor. It then enters (8d) as a part of
the total torque τ , which may contain additional components,
such as disturbances, gyroscopic torques, etc. By ignoring
these minor contributions for simplicity, the thrust force T
and the torque vector τ can be expressed in terms of the
motors’ speeds ωi, i = 1, 2, 3, 4 as [2], [3], [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], and [15]

T
τx
τy
τz

 =


b b b b
0 −bl 0 bl
bl 0 −bl 0
κ −κ κ −κ



ω2
1
ω2
2
ω2
3
ω2
4

 (13)

where l is the distance from OB to the rotation axis of each
rotor, while b denotes the thrust factor.
The following two assumptions are essential to the subse-

quent control design.
• Assumption 1: The reference dignals d ipc(t)/dt i and
d iψc(t)/dt i, i = 0, 1, 2 are bounded and known a priori.

• Assumption 2: The signals d ip(t)/dt i and d iϖ (t)/dt i,
i = 0, 1 are measurable.

• Assumption 3: The Euler angles are bounded by −
π
2 <

φ < π
2 ,−

π
2 < θ < π

2 ,−π < ψ < π .
The control input u = col[u1, u2, u3, u4] ∈ R4 in this

article is defined by

u = Aω. ∗ ω =


1 1 1 1
0 −1 0 1
1 0 −1 0
1 −1 1 −1



ω2
1
ω2
2
ω2
3
ω2
4

 (14)

Although such control inputs have also been utilized in
someworks [15], [36], [37], however, so far they are restricted
for cases with known input gains. Accordingly, (13) can be
rewritten as 

T
τx
τy
τz

 =


bu1
blu2
blu3
κu4

 (15)

• Assumption 4: The motor’s dynamics in (8e) is negligi-
ble compared to the vehicle dynamics in (8a)-(8d).

Remark 1: The system model (8a)-(8e) consists of the
vehicle dynamics (8a)-(8d) and the motor dynamics (8e),
with the latter coupled to the former via the rotors’ speeds.
By virtue of Assumption 4, we only need to focus on the
vehicle dynamics via using either the popular (T , τ ) pair or u
in (14) as the control inputs. In either cases, the synthesized
control law should next be transformed to the commands
for the motor subsystem to track in practice [15], [36], [37].
It should be noted that such a procedure cannot be carried
out in the former case when the input gains are uncertain.
Consequently, the proposed design is more suitable under
such circumstances.
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Control objective: This article aims to synthesize a con-
trol strategy for the tracking of a reference command
(pc(t), ψc(t)) in the presence of parametric uncertainty in m,
J , l, b, and κ .
To that end, three major challenges have to be conquered

a) manipulation of the residual coupling nonlinearity without
resorting to the TSS or passivity properties; b) avoidance
of the measurement of acceleration signals and the explo-
sion of complexity problem while preserving stability of the
closed-loop system at the same time; c) development of a
composite update algorithm for ensuring the convergence
of the prediction errors and hence improving the tracking
performance.

III. CONTROL SYNTHESIS
The control design consists of two consecutive steps, i.e., the
outer-loop and the inner-loop designs. In particular, the
residual nonlinear coupling term appearing in the former
is suppressed via a robust control component in the latter,
followed by the DSC technique for preventing the consequent
measurement of acceleration signals and the explosion of
complexity problem, etc. Last, SPIM-based composite update
algorithms, which ensure the convergence of the prediction
errors to the vicinity of zero, are incorporated. Details are
given in the following.

A. OUTER-LOOP DESIGN
Define the auxiliary tracking error vector

zp = ve + λape + λb

∫ t

0
pe(η)dη, (16)

where λa,λb > 0 are gain constants, pe = p − pc, and
ve = v− ṗc.

By a direct differentiation of zp, it yields

żp = −(gẑ+ p̈c) + λave + λbpe + θtu1Rẑ (17)

where θt = b/m.
To stabilize the zp dynamics in (17), the rotation matrix

R should provide appropriate coupling forces. Denote such
a matrix by Rc and treat α = u1Rcẑ as the control input.
Equation (17) can be rewritten as

żp = −(gẑ+ p̈c) + λave + λbpe + θtα + θtu1δRẑ (18)

where δR = R− Rc.
• Assumption 5: θmt ≤ θt ≤ θut , with 0 < θmt , θ

u
t being

known a priori.
The control input α in (18) is specified as

α =
1

θ̂t
ϕt (19)

where

ϕt = −kpzp − λave − λbpe + gẑ+ p̈c (20)

Based on (16), it is clear that the linear control term −kpzp
in (20) is actually the PID control in the pe dynamics. By sub-
stituting (19) and (20) into (18), it yields the following closed-
loop zp dynamics

żp = −(gẑ+ p̈c) + λave + λbpe + ϕt + (
θt

θ̂t
− 1)ϕt

+ θtu1δRẑ

= −kpzp +
θ̃t

θ̂t
ϕt + θtu1δRẑ (21)

Compared to the popular Lyapunov-based update algo-
rithm (LBUA), the composite update algorithm generally
leads to better tracking performance [26]. In this regard, the
following SPIM is introduced [29]

˙̂zp = −(gẑ+ p̈c) + λave + λbpe + θ̂tu1Rẑ+ βpz̃p (22)

where z̃p = zp − ẑp.
By subtracting (17) from (22), it yields

˙̃zp = −βpz̃p + θ̃t (u1Rẑ) (23)

The following equation is easy to verify and will be used
frequently in the upcoming formulation

|θ̃tu1Rẑ| = |θ̃t
ϕt

θ̂t
| (24)

The composite update algorithm for θ̂t is specified as

˙̂
θt = P(ηt ), (25)

where

ηt = γ1[(1 + γpβp)z̃Tp (u1Rẑ) − σ1θ̂t ] (26)

By virtue of P1, it is clear that θ̂t (t) lies within �t
1
=

{θ̂t |θ
m
t ≤ θ̂t ≤ θut } for all time once θ̂t (0) ∈ �t .

Remark 2: Even though the thrust factor b can be identi-
fied through an off-line static thrust test, however, uncertainty
in θt may easily arise from changes in the payload, air density,
etc., in a real fly [19]. Consequently, it is more practical
to consider cases with prior knowledge of the bounding set
[θmt , θ

u
t ] than θt itself. Note that such a bounding set is not

difficult to determine when a nominal value of θt is available.
Using (9) and (19), the desired pitch and roll angles are

generated as

φc = sin−1(
sψcα1 − cψcα2

|α|
)

θc = tan−1(
cψcα1 + sψcα2

α3
) (27)

By replacing φ, θ, and ψ in (9) with φc, θc, and ψc, the
rotation matrix command Rc can be attained immediately.
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B. INNER-LOOP DESIGN
The inner-loop control design aims to minimize the desta-
bilizing effect caused by the residual coupling nonlinear-
ity θtu1δRẑ in (21). Before the start, the bound for δRẑ is
estimated as

|δRẑ|2 = ẑT (R− Rc)T (R− Rc)ẑ

= 2ẑT (I − Re)ẑ

≤ 2[x̂T (I − Re)x̂ + ŷT (I − Re)ŷ+ ẑT (I − Re)ẑ]

where Re = RTc R. It follows that

|δRẑ| ≤

√
2tr(I − Re) (28)

First, the criterion −1 ≤ tr(Re) ≤ 3 fulfills since Re ∈

SO(3) [1]. Therefore, the bound in (28) is well-defined. Next,
based on (2) and (4), the control objective is then equivalent
to ensure ε = (Re − RTe )

∨
→ 0 and 0 ≤ tr(I − Re) < 4 for

all time. To speed up the convergence, the restriction is set to
0 ≤ tr(I − Re) < a, 0 < a < 4 in the upcoming derivation.
To begin with, define the following BLF

Vb = ln
a

a− tr(I − Re)
(29)

Clearly, boundedness ofVb implies that 0 ≤ tr(I−Re) < a,
or equivalently, (1− 0.25a) < cos2(ξ/2) ≤ 1.0 based on (4).
Under such circumstances, (28) can be further simplified as

|δRẑ| ≤ (
2

4 − a
)1/2|ε| (30)

By a direct differentiation of (29), it yields

V̇b = −
tr(Ṙe)

a− tr(I − Re)

= −
tr(Re�∧

e )
a− tr(I − Re)

(31)

where �e = �−�c with �c = RTe (R
T
c Ṙc)

∨ [17].
Based on (1), one has

V̇b =
εT�e

a− tr(I − Re)
(32)

Note that�c contains the acceleration signals v̇e embedded
in Ṙc and therefore is not directly cancellable. To get this
around, the following first-order low-pass filters, i.e., the
DSC schemes, are employed herein

φ̇c,f = β0(φc − φc,f ), φc,f (0) = φc(0),

θ̇c,f = β0(θc − θc,f ), θc,f (0) = θc(0), (33)

where β0 > 0 is a constant, φc,f and θc,f are the outputs of the
filters. By replacing φ̇c and θ̇c in Ṙc with φ̇c,f and θ̇c,f , a new
matrix Ṙc,f is generated and will be used as an approximation
of Ṙc to resolve the aforementioned difficulty. Its justification
will be further clarified later in Remark 3.

Based on (1) and (33), (32) can be rewritten as

V̇b =
εT�e

a− tr(I − Re)

=
εT (�−�c,f − δ�c)

a− tr(I − Re)
(34)

where �c,f = RTe (R
T
c Ṙc,f )

∨ and δ�c = �c −�c,f .

Note that �̇c,f is also non-cancellable. Therefore, the fol-
lowing DSC scheme is employed again

�̇a
c,f = β0(�c,f −�a

c,f ), �a
c,f (0) = �c,f (0), (35)

where �a
c,f ∈ R3 is the output of the filter.

Define a new error state ze

ze = �−�a
c,f − q, (36)

where q is the output of the following filter

q̇ = β0(αe − q), q(0) = αe(0), (37)

with αe being the virtual controller to be specified later on.
Equation (34) can be rewritten in terms of ze as

V̇b =
εT (ze + αe − δαe − δ�c − δ�c,f )

a− tr(I − Re)
(38)

where δαe = αe − q and δ�c,f = �c,f −�a
c,f .

The virtual control αe is specified as

αe = −kb,1ε −
kb,2ε

a− tr(I − Re)
− kb,3u1|zp|

· (a− tr(I − Re)) tanh(
kb,3u1|zp|ε

w0
) (39)

where kb,i, i = 1, 2, 3 are gain constants.
Remark 3: In the conventional backstepping design, the

error state ze is in a form of

ze = �−�a
c,f − αe. (40)

Due to the direct compensation of the residual coupling
nonlinearity in (39), the corresponding ze dynamics will con-
tain acceleration signals v̇e and żp arising from α̇e. They may
call for extra implementation costs and incur the explosion of
complexity problem at the same time [34]. Via introducing
the DSCmethod in (37) and a redefinition of ze in (36), such a
difficulty is alleviated since it is the filtered output q instead of
αe being differentiated [33]. Clearly, to minimize the possible
deterioration in tracking performance, the state q(t) should
resemble αe(t) as much as possible, which can be achieved
via picking up a big β0.
Via substituting (39) into (38), it yields

V̇b = −
kb,1|ε|2

a− tr(I − Re)
−

kb,2|ε|2

(a− tr(I − Re))2

− kb,3u1|zp|εT tanh(
kb,3u1|zp|ε

w0
)

+
εT (ze − δαe − δ�c − δ�c,f )

a− tr(I − Re)
(41)

On the other hand, by a direct differentiation of ze in (36),
it yields

że = �̇− �̇a
c,f − q̇

= J−1(−�∧J�+ τ ) − �̇a
c,f − q̇

= θu. ∗ ū+ Yrθr − �̇a
c,f − q̇ (42)
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FIGURE 2. Position error pe,1.

FIGURE 3. Position error pe,2.

where ū = [u2, u3, u4]T , θu = col[ blJ1 ,
bl
J2
, κJ3

], and

θr = [
Jy − Jz
Jx

,
Jz − Jx
Jy

,
Jx − Jy
Jz

]T

Yr =

�y�z 0 0
0 �x�z 0
0 0 �x�y

 (43)

The following control algorithm for ū is proposed herein,

ū = θ̂−1
u . ∗ ϕr , (44)

where θ̂−1
u = col[1/θ̂u,1, 1/θ̂u,2, 1/θ̂u,3] and

ϕr = −keze − Yr θ̂r + �̇a
c,f + q̇, (45)

with ke > 0 being a gain constant.
By substituting (45) and (44) into (42), it yields the follow-

ing closed-loop system

że = −keze + θ̃u. ∗ θ̂
−1
u . ∗ ϕr + Yr θ̃r

= −keze + Y ϑ̃ (46)

where Y = [Yu
...Yr ],Yu = diag(ϕr,i/θ̂u,i), i = 1, 2, 3, and

ϑ̃ = ϑ − ϑ̂ , with ϑ = col[θu, θr ].
Similarly, to achieve better tracking performance, the fol-

lowing SPIM for estimating ϑ̂ is adopted herein

˙̂ze = βzz̃e + Y ϑ̂ − �̇a
c,f − q̇e, (47)

where ẑe is the estimated state, βz > 0 is a gain constant, and
z̃e = ze − ẑe.
By subtracting (42) from (47), it yields

˙̃ze = −βzz̃e + Y ϑ̃ (48)

FIGURE 4. Position error pe,3.

FIGURE 5. Trajectory in 3-D space.

• Assumption 6: θmu,i ≤ θu,i ≤ θuu,i, where i = 1, 2, 3 and
θmu,i, θ

u
u,i are known constants.

The composite update algorithm for ϑ̂ is specified as

˙̂
ϑ = η, (49)

where η = col[P(ηu), ηr ], with

ηu = γ2{Yu[ze + (1 + γθβz)z̃e] − σ2θ̂u},

ηr = γ2{Yr [ze + (1 + γθβz)z̃e] − σ2θ̂r }, (50)

where γ2, γθ > 0 being gain constants. Similarly, θ̂u(t) lies
within �u

1
= {θ̂u|θ

m
u,i ≤ θ̂u,i ≤ θuu,i}, i = 1, 2, 3 for all time

once θ̂u(0) ∈ �u.
Remark 4: By a simple manipulation, (23) and (48) can be

rewritten in a singular-perturbation form of

1
βp

d
dt
(βpz̃p) = −βpz̃p + θ̃tu1Rẑ,

1
βz

d
dt
(βzz̃e) = −βzz̃e + Y ϑ̃ (51)

Clearly, the subsystems (23), (33), (35), (37), and (48)
act as the fast dynamics while the rest closed-loop system
is the slow dynamics when β0, βp, βz ≫ 1. Under such
circumstances, the errors |νa(t)| = |βpz̃p − θ̃tu1Rẑ|, |νb| =

|βzz̃e − Y ϑ̃ |, |δφc| = |φc − φc,f |, |δθc| = |θc − θc,f |,
|δ�c,f |, and |δαe| converge exponentially to the set [0, ϵ1]
within the time interval [0,T1] and stay there for t ≥ T1,
where ϵ1,T1 > 0 can be made arbitrarily small via using
sufficiently big β0, βp, and βz [33].
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FIGURE 6. Yaw angle error ψe = ψ − ψc .

FIGURE 7. Roll angle error φe = φc,f − φc .

Remark 5: Via taking Laplace transformation on both
sides of (33), we have

φc,f (s) =
1

(s/β0) + 1
φc(s),

θc,f (s) =
1

(s/β0) + 1
θc(s). (52)

Next, by multiplying s to both sides of (52), it yields

φ̇c,f (t) =
1

(s/β0) + 1
φ̇c(t),

θ̇c,f (t) =
1

(s/β0) + 1
θ̇c(t), (53)

which implies that |δφ̇c| = |φ̇c − φ̇c,f | and |δθ̇c| = |θ̇c − θ̇c,f |

will also converge to [0, ϵ1] within [0,T1]. It can then be
expected that |δṘc| = |Ṙc − Ṙc,f | = |(∂Rc/∂φc)δφ̇c +

(∂Rc/∂θc)δθ̇c|will beO(ϵ1) for all t ≥ T1. As a consequence,
|δ�c| will also converge to [0, ϵ1] within [0,T1] after a
reselection of T1.

Define

ka = min[2kp − 1, 2βp, γ1σ1, (4 − a)kb,1, 2ke − 1,

2βz, γ2σ2]

γa = min(γp −
1
θt
, γθ )

δa = (γp + γθ + 3)ϵ21 + σ1|θt |
2
+ σ2|ϑ |

2
+ 6cςw0

kb = min[2kp − 1, (4 − a)kb,1, 2ke − 2]

δb = (1 + c1)δa/γa + 3ϵ21 + 6cςw0 (54)

FIGURE 8. Pitch angle error θe = θc,f − θc .

FIGURE 9. Norm of the prediction error θ̃tϕt /θ̂t .

The main results are summarized in the following.
Theorem 1: Consider the closed-loop system, consisting

of the system dynamics in (8), the virtual/actual controllers in
(19), (39), (44), and the update algorithms in (25) and (49).
For any bounded initial states fulfilling θ̂t (0) ∈ [θmt , θ

u
t ],

θ̂u,i(0) ∈ [θmu,i, θ
u
u,i], i = 1, 2, 3, and tr(I − Re(0)) < a, the

following properties hold when ka, kb, γa > 0, kb,2 ≥ 2, and
kb,3 ≥ (2/(4 − a))1/2.
F1) All the signals in the closed-loop system remain

bounded for all time.
F2) tr(I − Re(t)) < a,∀t ≥ 0.
F3) There exists a finite positive number Ta such that

[|θ̃t
ϕt

θ̂t
|
2
+ |Y ϑ̃ |

2]1/2 ≤

√
(1 + c1)δa

γa
, (55)

∀t ≥ Ta, and 0 < c1 < 1 is an arbitrary constant.
F4) The tracking error zp(t) is ultimately bounded by

|zp| ≤

√
(1 + c2)θtδb

kb
, ∀t ≥ Tb, (56)

where 0 < c2 < 1 and Tb ≥ Ta is a positive number.
Proof: Select the following Lyapunov function

V1(t) =
1
2
(
1
θt
zTp zp + z̃Tp z̃p +

1
γ1
θ̃2t + zTe ze

+ z̃Te z̃e +
1
γ2
ϑ̃T ϑ̃) + Vb (57)

The time derivative of V1(t) along (21), (23), (25), (41),
(46), (48), and (49) can be calculated as follows

V̇1(t) =
1
θt
zTp żp + z̃Tp ˙̃zp −

1
γ1
θ̃t

˙̂
θt + V̇b
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FIGURE 10. Norm of the prediction error Y ϑ̃ .

FIGURE 11. Parameter error θ̃t .

+ zTe że + z̃Te ˙̃ze −
1
γ2
ϑ̃T

˙̂
ϑ

=
1
θt
(−kpzTp zp +

θ̃t

θ̂t
zTp ϕt ) + u1zTp δRẑ

+ z̃Tp (−βpz̃p + θ̃tu1Rẑ) − θ̃tP(ηt )

−
kb,1|ε|2

a− tr(I − Re)
−

kb,2|ε|2

(a− tr(I − Re))2

− kb,3u1|zp|εT tanh(
kb,3u1|zp|ε

w0
)

+
εT (ze − δαe − δ�c − δ�c,f )

a− tr(I − Re)
− ϑ̃Tη

+ zTe (−keze + Y ϑ̃) + z̃Te (−βzz̃e + Y ϑ̃) (58)

By including θ−1
t zTp zp instead of the standard zTp zp into

(57), the required gain kb,3 is significantly reduced when θt
is with a high value, e.g, the typical value of θt = 91.76 in
the subsequent Section IV. The price is that the prediction
error term θ−1

t θ̃tϕt/θ̂t cannot be directly canceled. By using
the modular update algorithm in (25), such a difficulty is
circumvented with ease [12].

By completing the squares, one has

θ−1
t (θ̃t

zTp ϕt

θ̂t
) ≤

1
2
θ−1
t (|

θ̃tϕt

θ̂t
|
2
+ |zp|2)

εT ze
a− tr(I − Re)

≤
1
2
(

|ε|2

(a− tr(I − Re))2
+ |ze|2)

−εT (δαe)
a− tr(I − Re)

≤
1
2
(

|ε|2

(a− tr(I − Re))2
+ |δαe|

2)

−εT (δ�c)
a− tr(I − Re)

≤
1
2
(

|ε|2

(a− tr(I − Re))2
+ |δ�c|

2)

FIGURE 12. Parameter error vector θ̃u.

FIGURE 13. Control input u1.

−εT (δ�c,f )
a− tr(I − Re)

≤
1
2
(

|ε|2

(a− tr(I − Re))2
+ |δ�c,f |

2)

(59)

Next, by substituting (59) into (58), then cancelling out
the indefinite terms θ̃t (u1z̃Tp Rẑ), (ze + +z̃e)TY ϑ̃ based on P2,
it yields

V̇1(t) ≤
1
θt
[−(kp −

1
2
)|zp|2 +

1
2
|
θ̃tϕt

θ̂t
|
2] + u1zTp δRẑ

− βp|z̃p|2 −
kb,1|ε|2

a− tr(I − Re)
−

(kb,2 − 2)|ε|2

(a− tr(I − Re))2

− kb,3u1|zp|εT tanh(
kb,3u1|zp|ε

w0
)-(ke −

1
2
)|ze|2

− θ̃t (γpβpz̃Tp (u1Rẑ) − σ1θ̂t ) − βzz̃Te z̃e

− ϑ̃T (γθβzY T z̃e − σ2ϑ̂) +
1
2
(|δαe|2 + |δ�c|

2

+ |δ�c,f |
2) (60)

By recalling (24) and completing the squares again,
we have

−γpβpθ̃t z̃Tp (u1Rẑ) = −γp(νa + θ̃tu1Rẑ)T (θ̃tu1Rẑ)

≤
γp

2
(−|θ̃tu1Rẑ|2 + |νa|

2)

=
γp

2
(−|θ̃t

ϕt

θ̂t
|
2
+ |νa|

2)

−γθβzϑ̃
TY T z̃e = −γθ (Y ϑ̃)T (νb + Y ϑ̃)

≤
γθ

2
(−|Y ϑ̃ |

2
+ |νb|

2)

σ1θ̃t θ̂t ≤
σ1

2
(−θ̃2t + θ2t ),
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FIGURE 14. Norm of the control input vector ū.

σ2ϑ̃
T ϑ̂ ≤

σ2

2
(−ϑ̃T ϑ̃ + ϑTϑ) (61)

The following result can be easily inferred based on (30)

u1zTp δRẑ− kb,3u1|zp|εT tanh(
kb,3u1|zp|ε

w0
)

≤ (
2

4 − a
)1/2u1|zp||ε|1 − kb,3u1|zp|

· εT tanh(
kb,3u1|zp|ε

w0
) ≤ 3cςw0 (62)

Based on (2) and (5), it can be easily seen that

−
kb,1|ε|2

a− tr(I − Re)

= −4kb,1 cos2
ξ

2
tr(I − Re)

a− tr(I − Re)

≤ −4kb,1(1 −
a
4
) ln

a
a− tr(I − Re)

≤ −(4 − a)kb,1Vb (63)

Substituting (62)-(63) into (60), it yields

V̇1 ≤ −kaV1 −
γa

2
(|θ̃t

ϕt

θ̂t
|
2
+ |Y ϑ̃ |

2)

+
1
2
[γp|νa|2 + γθ |νb|

2
+ |δαe|

2
+ |δ�c|

2

+ |δ�c,f |
2
+ σ1|θt |

2
+ σ2|ϑ |

2] + 3cςw0 (64)

As explained in Remark 4, given ϵ1 > 0, there exist 0 <
T1 and sufficiently big β0, βp, βz, such that the errors |νa(t)|,
|νb(t)|, |δαe(t)|, |δ�c(t)|, and |δ�c,f (t)| converge exponen-
tially to the set [0, ϵ1] within the time interval [0,T1] and stay
there for t ≥ T1. As a result, (64) can be rewritten as

V̇1 ≤ −kaV1 −
γa

2
[|θ̃t

ϕt

θ̂t
|
2
+ |Y ϑ̃ |

2] +
δa

2
(65)

for all t ≥ T1. Clearly, F1 and hence F2 sustain immediately.
Define

ϱ(t) = max{0, (2ka)−1[(1 + c1)δa

− γa(|θ̃t
ϕt

θ̂t
|
2
+ |Y ϑ̃ |

2)]} (66)

It is not hard to see that 0 ≤ ϱ(t) ≤ (1 + c1)δa/(2ka).
By adding and subtracting kaϱ(t) to the righthand side of (64),
it becomes

V̇1 ≤ −ka(V1 − ϱ(t)) −
c1δa
2

(67)

TABLE 1. Numerical values of model parameters.

Since V̇1 ≤ −c1δa/2 whenever V1 ≥ ϱ(t), consequently,
there always exists a constant Ta > 0 such that V1 ≤

ϱ(t),∀t ≥ Ta, which in turn implies that γa(|θ̃tϕt/θ̂t |2 +

|Y ϑ̃ |
2) ≤ (1 + c1)δa/2,∀t ≥ Ta. Property F3 is thus proven.

Finally, define the second Lyapunov function V2 =

(1/2)(θ−1
t zTp zp + zTe ze) + Vb. Its time derivative can be

calculated as

V̇2(t) =
1
θt
(−kpzTp zp +

θ̃t

θ̂t
zTp ϕt ) + u1zTp δRẑ

−
kb,1|ε|2

a− tr(I − Re)
−

kb,2|ε|2

(a− tr(I − Re))2

− kb,3u1|zp|εT tanh(
kb,3u1|zp|ε

w0
)

+
εT (ze − δαe − δ�c − δ�c,f )

a− tr(I − Re)
+ zTe (−keze + Y ϑ̃) (68)

By invoking (62)-(63) and F3, after some straightforward
manipulations, it yields

V̇2 ≤ −kbV2 +
δb

2
, ∀t ≥ Tb (69)

The property F4 can then be inferred immediately.
Remark 6: The major advantages of the proposed design

are twofold, the direct compensation of the coupling nonlin-
earity θtu1δR and the SPIM-based update algorithm. Without
the former, high control gains are required for ensuring the
stability of the closed-loop system. Without the latter, on the
other hand, it can be seen from (65) that zp will be ultimately
bounded by

|zp(t)| ≤

√
(1 + c2)θtδ′a

k ′
a

, ∀t ≥ Tb (70)

where k ′
a = min[2kp − 1, (4 − a)kb,1, 2ke − 1, γ1σ1, γ2σ2]

and δ′a = 3ϵ21 + σ1|θt |
2
+ σ2|ϑ |

2
+ 6cςw0.

To decrease the error bound in (70), the gain k ′
a has to

be tuned big, which in turn may lead to poor transients
or even high-adaptation instability when γ1σ1, γ2σ2 ≫ 1
[25]. In contrast, the proposed SPIM improves the tracking
performances in two ways

• The error bound in (56) can be decreased via solely using
a big kb, i.e., big control gains kp, kb,1 and ke, without big
adaptation gains γ1σ1, γ2σ2. The transient performance
is therefore improved.

• Via increasing the gain constants γp and γθ of the SPIM,
δb and hence the error bound in (56) will be decreased.

VOLUME 11, 2023 33077



J.-T. Huang, Y.-W. Jiang: Robust Adaptive Backstepping Control of Quadrotors With Unknown Input Gains

The steady-state tracking performance is improved at the
same time.

IV. SIMULATION
Note first that the proposed design reduces to the stan-
dard TSS approach with LBUA when kb,3 = 0, ηt =

γ1[(zTp ϕt/θ̂t ) − σ1θ̂t ], ηu = γ2(Yuze − σ2θ̂u), and

ηr = γ2(Yrze − σ2θ̂r ). (71)

A comparative numerical study between these two schemes
will be conducted herein to highlight the major advantages of
the former.

The adopted model parameters are shown in Table 1.
To facilitate the computation, the rotary speeds ωi, i =

1, · · · , 4 are in the unit of 103rad/s. For consistency, the units
for the parameters b and κ in Table 1 are N/(103rad/s)2 and
N · m/(103rad/s)2, respectively. The reference trajectory is
pc = [1.0 cos(0.5t), 1.0 sin(0.5t), 1.0 + 0.2 sin(0.5t)]T and
ψc = 1.5 sin(0.5 t). The adopted numerical values are: λa =

1.0, λb = 1.0, kp = 1.0, γ1 = γ2 = 0.5, γp = γθ = 10.0,
σi = 0.001, i = 1, · · · , 4, βp = βz = 5.0, kb,1 = kb,3 = 1.0,
ke = 0.2, kb,2 = 2.0, θmt = 0.5θt , θut = 2.0θt , θmu = 0.5θu,
θuu = 2.0θu, and w0 = 0.2, β0 = 0.1. The initial states are
randomly chosen from [0, 0.3] except that θ̂t (0) and θ̂u(0) are
taken from [θmt , θ

u
t ] and [θmu , θ

u
u ], respectively.

The tracking errors pe(t) and ψe(t) of the aforementioned
two methods are depicted in Figs. 2-6. Clearly, the proposed
design exhibits better tracking performance than the latter.
The roll and the pitch angle errors, i.e, φe(t) and θe(t), are
kept small after a few seconds of transients, as depicted in
Figs. 7-8. The convergence of prediction errors in Figs. 9-10
highlights themajor advantages of incorporating SPIM-based
update algorithm as stated in Remark 6. Such advantages
and the corresponding performance improvement, as stated
previously, do not rely on the parameter convergence, as can
be seen in Figs. 11-12. Noticeably, the aforementioned
achievements do not resort to excessive control efforts as
depicted in Figs. 13-14, which further demonstrate its practi-
cal applicability.

V. CONCLUDING REMARKS
Using the motors’s speeds as the control inputs, this article
proposes a robust adaptive tracking controller for quadrotors
with parametric uncertainty including the thrust and the drag
factors. The residual coupling nonlinearity is directly com-
pensated instead of using the TSS or passivity features of the
system. Moreover, the introduced SPIM-based update algo-
rithm ensures the convergence of prediction errors without
relying on parameter convergence, which in turn improves
the tracking performance. Simulation works demonstrate its
effectiveness and practical applicability.

For the future works, in addition to topics like
observer-based control [38], [39], reinforcement learning
control [40], [41], state/output formation control of multiple
quadrotors subjected to parameter uncertainties, external
disturbances, communication quantization errors, partially

known external reference signals, prescribed performance,
etc., is of particular interests (see [42], [43], [44], [45], [46],
[47] and references therein). Despite their achievements,
however, most of these works used the thrust force and
motor torques as control inputs and rely on TSS method
incorporating the LBUA for parameter estimation. As can
be expected, extension of the proposed design to these tasks
would yield better tracking performance and is therefore
under our investigation.
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