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ABSTRACT Control bandwidth and damping performance are two key specifications for high-order LC
and LCL filter-based converters. The damping of high-order filter-based converters has been extensively
studied. However, the control bandwidth issue was ignored. The quantitative relationship between the control
gains and bandwidth is still unclear. Moreover, the delay compensator was designed independently without
considering the interactions with the main controller. This paper proposes a control bandwidth-optimized
active damping control strategy for the LC and LCL filter-based converters to overcome these shortcomings.
With the proposed generalized controller, the close loop transfer function of the Nth order filter-based
converter can be simplified to an Nth order low pass filter with an adjustable cutoff frequency. This greatly
simplifies the control bandwidth optimization. To alleviate the negative influence of the computational
delay on the control bandwidth, a novel delay compensator is proposed. To reach an overall optimized
control performance, the particle swarm optimization (PSO) method is used to optimize the controller and
delay compensator parameters simultaneously to realize both high control bandwidth and good damping
performance. Experimental results verify the effectiveness of the proposed novel controller.

INDEX TERMS Active damping, current source converter, LC filter, LCL filter, optimal control, three-phase
converter, voltage source converter.

I. INTRODUCTION
Power converters generate high-frequency switching har-
monics. To filter out the switching harmonics, filters are
needed. First-order L or third-order LCL filters are typically
used to interface the voltage source converter (VSC) with the
grid. Compared with the L filter, the LCL filter has the advan-
tage of smaller size and lower cost [1] and is more widely
used. A second-order LC filter is also widely used in the
current source converter (CSC) or VSC. In the CSC, the LC
filter is used to filter out the current harmonics and is typically
used to interface with the grid to realize bidirectional power
flow control [2]. In the case of a VSC, an LC filter is used to
filter out the switching ripple and output a controllable and
high-quality voltage source. This is widely used in the motor
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drive [3], dynamic voltage restorer [4], and uninterruptable
power supply [5].

Resonance is a major problem with high-order filters such
as the LC and LCL filters. To solve this problem, numerous
damping solutions have been proposed.

Passive damping (PD) with damping resistors is the sim-
plest way to solve the problem. The resistor can be con-
nected in parallel with the inductor to improve the damping
of the LC filter. The PD makes the control system of the
LCL filter-based VSC simple [6]. However, additional power
losses are introduced. A thorough investigation of the PD
for the LCL filter is presented in [7]. As analyzed in [7],
a composite passive damper composed of paralleled RC and
RL dampers is needed to adapt to bothweak and stiff grid con-
ditions. To minimize the power losses, the critical damping
ratio is studied to flatten the LCL filter resonant peak without
introducing unnecessary losses [8].
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Active damping (AD) is also widely used to damp the
resonance of the LCL filter. Various filter variables have been
utilized to damp the resonance.

Filter capacitor current is typically used to damp the res-
onance [9], [10], [11], [12]. The capacitor current active
damping is equivalent to passive resistor damping with resis-
tors connected in series with the capacitor if a second-order
high pass filter is used [10]. Capacitor current proportional-
integral (PI) positive feedback AD can ensure a positive
equivalent resistance within the Nyquist frequency [11].

The capacitor voltage is also an effective variable that
can be used to damp the LCL filter resonance. It was
demonstrated that a derivative compensator was usually nec-
essary to realize AD [13]. To overcome the shortcoming
of direct derivative discretization, which results in large
phase error and amplifies high-frequency noise, various
discretization methods were proposed, including lead-lag
compensator [14], high pass filter [15], nonideal generalized
integrator [16], [17], and digital notch filter [18]. It is also
found out that the LCLfilter resonance can also be damped by
the proportional and second-order derivative of the capacitor
voltage [19].

Grid side current ADs are preferred by some authors since
it helps the direct control of the output current without addi-
tional sensors. It can be implemented by the feedback of the
second-order [20] or the first-order differential of the grid
current [21].

Inverter side current can also be used for AD. It was
identified that the inverter side current AD can suppress
the resonance peak well with a smaller resonance frequency
offset and maintain a high-power quality compared with the
grid-side current active damping method [22]. It is also found
that the inverter current feedback is equivalent to adding a
resistor in series with the inverter side inductor. Therefore, the
inverter current can be used alone to damp the resonance [23].

In addition to these filter variableAD controls, feedforward
of the point of common coupling (PCC) voltage is used to
provide an inherent AD [24]. The combinations of different
variables are also studied to further improve the AD per-
formance. A hybrid AD that combines the capacitor current
feedback and PCC voltage feedforward was proposed in [25],
which ensures the positive damping range could cover the
entire frequency spectrum.

Observer-based AD was also proposed, which estimates
the unmeasured LCL filter states for the AD. LCL filter
capacitor current is estimated by the observer and used for the
AD in [26]. Good damping performance is achieved by the
proper selection of observer poles and damping gains. Luen-
berger observer-based active damping was presented in [27].
All frequencies’ passive output admittance of the inverter
can be achieved with proper parameter design. A thorough
investigation of the different observer structure designs and
control output settings was presented in [28]. Robustness in
weak grid conditions was verified.

Hybrid AD and PD schemes have also been investi-
gated [29]. The AD is based on grid current feedback, which

reduces the mid-frequency non-passive region. The PD is
realized by connecting a resistor in series with the capacitor,
which improves the high-frequency performance.

The delay caused by the digital controller is another key
factor that influences the performance of the AD. The AD
performance deteriorates due to the negative equivalent resis-
tance caused by the digital control delay. To overcome this
shortcoming, various delay compensation methods were pro-
posed and can be generally classified into two major cate-
gories: the model-based ones and the model-free alternatives.
The model-based ones calculate the variables ahead of time
based on difference equations [30]. It is therefore very depen-
dent on the model accuracy.

To address this issue, model-free methods were proposed.
Early proposals utilized linear extrapolation to predict forth-
coming control values [31]. To improve the compensation
effect at higher frequencies, digital filter-based compensation
methods were further introduced. A first-order filter based
delay compensation approach was proposed in [32], which
extends the damping region from 1/6 to 1/4 of the sampling
frequency. To avoid an infinite gain at the Nyquist frequency,
a modified first-order filter was proposed to reach a com-
promise between the phase compensation and noise attenua-
tion [33]. A second-order generalized integrator was applied
to provide a phase lead with a limited gain near the Nyquist
frequency by tuning the damping term [34]. An improved
time-delay compensation approach is proposed based on
additional area insertion (AAI), which widens the phase com-
pensation frequency [35]. A delay compensator dedicated to
eliminate the delay in the AD loop is presented in [36]. With
the proposed compensator, the influence of delay on damping
performance can be eliminated. However, the influence on the
control bandwidth hasn’t been considered.

Although various damping methods have been proposed
in the literature as summarized above, other key issues, such
as the control bandwidth, have not been considered. The
control bandwidth is the most important parameter in some
applications such as dynamic voltage restorers, active power
filters, and future grid-forming inverters. To maximize the
control bandwidth while maintaining good damping perfor-
mance at the same time, an optimization approach is needed.
Another important factor that influences the bandwidth is the
computational delay. Although various delay compensation
methods have been proposed, the parameters of the delay
compensator were predetermined and not co-optimized with
the control parameters.

To extend the control bandwidth as high as possible while
maintaining a good damping performance and a high stability
margin, a control bandwidth optimized AD control method
for the LC and LCL filter based converters is proposed in this
paper. The novelties of this paper are:

A. A CONTROL BANDWIDTH OPTIMIZED ACTIVE
DAMPING SCHEME IS PROPOSED
With the proposed control scheme, the closed-loop transfer
function can be simplified to an Nth order filter (where N is
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equal to the filter order) with an adjustable cut-off frequency
to tune the control bandwidth. The steady-state performance
can be tuned by the pole introduced by the integrator. The
proposed control enables for the first time a clear optimiza-
tion methodology to tune both the dynamic and steady-state
controller performance.

B. A NOVEL DELAY COMPENSATOR IS PROPOSED
To counteract the negative influence of the computational
delay, a novel delay compensator with excellent performance
is proposed. The proposed delay compensator has a better
high-frequency response than the conventional ones, which
makes it have better delay compensation performance.

C. A GLOBAL OPTIMIZATION SCHEME IS PROPOSED
To reach a global optimal control performance, a global opti-
mization scheme, which takes cut-off frequency, integrator-
introduced pole value, computational delay parameters, and
differentiation parameters into account, is proposed to max-
imize the control bandwidth while ensuring good damping
performance. A novel cost function, which considers band-
width and phase error, is also proposed. Good dynamic per-
formance is verified.

This paper is arranged as follows: the control bandwidth
optimal damping control method for LC and LCL filter based
converters is presented in Section II; A novel delay com-
pensator is presented and analyzed in Section III; Global
optimization and its detailed implementations are presented
in Section IV; Control system design results are presented in
Section V; Experimental results are shown in Section VI to
verify the performance of the control strategy; Conclusions
are drawn in Section VII.

II. GENERALIZED CONTROL IN CONTINUOUS DOMAIN
The topology of a VSC with various filter configurations is
shown in Fig.1. The converter is connected to the grid with an
LCL filter. The converter can also be used as a power supply
for the load with an LC filter.

A. CONTROL FOR SECOND-ORDER LC FILTER-BASED VSCs
The differential equations for the VSC with an LC filter can
be expressed in the complex form as:

 diL
dt
duc
dt



=

 −jω −
Rf
Lf

−
1
Lf

1
Cf

−jω

 [
iL
uc

]

FIGURE 1. Topology of VSC with different types of AC side filters.

FIGURE 2. Control block diagram for the LC filter-based converter.

+


1
Lf

0

0 −
1
Cf

 [
uv
iload

]
(1)

where Rf , Lf , and Cf are resistance and inductance of the
inductor and capacitance of the capacitor, ic and iL are the
capacitor and inductor current, uc is the capacitor voltage,
uv is the inverter voltage, iload is the load current, ω is
the grid angular frequency. To control the output voltage
uc, a single variable control scheme with both feedforward
and feedback terms is proposed with its control block dia-
gram shown in Fig.2. where u∗

c and uc are the capacitor
reference and measured voltage, Kr , Kp, Kd , and Ki are the
feedforward, proportional, differential, and integrator gains
respectively.

The part encircled in the dashed line is the physical model
of the LC filter. The feedforward controller adds one zero (z)
in the close loop, while the integrator adds one pole (p) in the
close loop. The transfer function from U∗

c to Uc is expressed
in Eq. (2), as shown at the bottom of the page.
Gu(s) can be rewritten as:

Gu(s) =
ω2
n(s+ z0)

(s2 + 2ζωns+ ω2
n)(s+ p)

(3)

To cancel the influence of the integrator in the close loop,
the zero added by the feedforward controller is set to be equal
to the pole introduced by the integrator. That is: z0 = p =

Ki/Kr.
Eq. (3) can be simplified as:

Gu(s) =
ω2
n

s2 + 2ζωns+ ω2
n

(4)

Gu(s) =
Krs+ Ki

Lf Cf s3 + (Rf Cf + 2jωLf Cf + Kd )s2 + (jωRf Cf − ω2Lf Cf + Kp + 1)s+ Ki
(2)

34288 VOLUME 11, 2023



W. Guo et al.: Control Bandwidth Optimized AD Scheme for LC and LCL Filter-Based Converters

FIGURE 3. Control block diagram for the LCL filter-based converter.

That is:

ucd + jucq =
ω2
n

s2 + 2ζωns+ ω2
n

× (u∗
cd + ju∗

cq) (5)

Expressed in the matrix form, we have:

[
ucd
ucq

]
=


ω2
n

s2 + 2ζωns+ ω2
n

0

0
ω2
n

s2 + 2ζωns+ ω2
n

 [
u∗
cd
u∗
cq

]

(6)

Natural decoupling between the dq axis can also be verified
through Eq. (6) since the cross-coupling terms are zero.

As it can be seen from Eq.(6), the close loop is a second-
order system, the damping performance is determined by the
damping factor ζ .The damping factor ζ needs to be properly
selected to ensure good damping performance. Selecting ζ =

0.707, the second-order system Gu has the highest dynamic
performance, and the corresponding bandwidth is ωn.
Comparing Eq. (2) with Eq. (3), we can get:

Kr = ω2
nLf Cf (7)

Ki = Krp (8)

Kd = 2ζωnLf Cf + p2Lf Cf − Rf Cf − 2jωLf Cf (9)

Kp = (ω2
n + ω2)Lf Cf + 2ζpωnLf Cf − jωRf Cf − 1 (10)

From Eq. (8), it is can be found out that the integrator coeffi-
cient Ki is proportional to p, which demonstrates that p influ-
ences the steady-state performance. Since Lf ,Cf ,Rf ,ω, and ζ

are all known parameters, the only parameters that influence
the control gains are ωn and p. ωn determines the bandwidth
of the close loop system, while p is the pole introduced by
the integrator which determines the steady state performance.
Therefore, both dynamic and steady state performance can be
tuned by adjusting ωn and p independently, which makes it
flexible to tune the system performance.

B. CONTROL FOR THIRD-ORDER LCL FILTER-BASED VSCs
Similarly, a single variable control scheme with both feedfor-
ward and feedback terms can also be applied to the LCL filter
base VSC. The control block diagram is shown in Fig.3.

where I∗g is converter reference grid side voltage, Kr , Kp,
Kd , Kd2, and Ki are the feedforward, proportional, differ-
ential, second-order differential, and integrator gain respec-
tively. The part encircled in the dashed line is the physical
model of the LCL filter.

The transfer function from I∗g to Ig can be derived as (11),
shown at the bottom of the page.
Gi(s) can be rewritten as:

Gi(s) =
ω2
np1(s+ z0)

(s2 + 2ζωns+ ω2
n)(s+ p)(s+ p1)

(12)

To cancel the influence of the integrator, z0 is also set to be
equal to p. Eq. (12) can be simplified as:

Gi(s) =
ω2
np1

(s2 + 2ζωns+ ω2
n)(s+ p1)

(13)

Gi(s) can be regarded as a first-order system connected
in series with a second-order system. The first order system
has only one real pole without imaginary part, which doesn’t
induce resonance. Only the damping factor ζ of the second
order system need to be carefully design to avoid resonance.
ζ is also selected as 0.707 to make the second-order system
have the fastest dynamic response. The bandwidth of the first
order and second-order systems are ωn and p1 respectively.
To make it easy to tune the bandwidth of the whole system, p1
is selected to be equal to ωn. The multiplication of two filters
with the same cutoff frequency yields a higher-order filter
with the same cutoff frequency. Since the cutoff frequency of
the first and second-order filters are bothωn, the bandwidth of
Gi(s) is therefore also ωn. Gi(s) can therefore be modified as:

Gi(s) =
ω3
n

(s2 + 2ζωns+ ω2
n)(s+ ωn)

(14)

where ωn =
3
√
Kr

/
LgLvC

That is:

igd + jigq =
ω3
n

(s2 + 2ζωns+ ω2
n)(s+ ωn)

× (i∗gd + ji∗gq)

(15)

Expressed in the matrix form, Eq. (16) can be derived, as
shown at the bottom of the next page. The cross-coupling term
in Eq. (16) is also zero, which verifies the decoupling of dq
axes.

Comparing Eq. (11) with Eq. (12), we can get the detailed
values of control gains, which is shown in (17-21):

Kr = ω3
nLgLvC (17)

Ki = Krp (18)

Kd2 = pLgLvC + (1 + 2ζ )ωnLgLvC

− RgLvC − RvLgC − 3jωLvLgC (19)

Gi(s) =
Krs+ Ki

LgLvCs4 + (RgLvC +RvLgC + Kd2)s3 + (Lv + Lg +RgRvC + Kd )s2 + (Kp + Rg + Rv)s+ Ki
(11)
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FIGURE 4. Generalized Control block diagram for the Nth order filter
based converter.

Kd = 3LgLvCω2
− Lv − RgRvC − Lg + LgLvCω2

n

− 2jωLgRvC − 2jωLvRgC + LgLvCp3ωn
+ 2ζLgLvCω2

n + 2ζLgLvCpωn (20)

Kp = LgLvC(ω3
n + jω3) + (RgLv + RvLg)Cω2

− jRgRvCω

− (Rv + Rg) − j(Lg + Lv)ω + 2ζLgLvCpω2
n

+ LgLvCpω2
n (21)

From Eq. (17-21), it can also be found out that the control
parameters can be adjusted by varying ωn and p, which
makes it flexible to tune both the dynamic and steady state
performance.

C. GENERALIZATION OF THE CONTROLLER FOR NTH
ORDER FILTER-BASED CONVERTER
To summarize, the proposed control scheme can be gen-
eralized. As shown in Fig.4, the generalized controller is
composed of feedforward, integration, and feedback terms.

The same control structure can be used in the feed-
forward and integration terms with any order filter. The
feedback terms are changed with the order of the filter.
For the single variable feedback controller, 0 to (N -1)th

order derivative feedback terms are used for the N th order
filter-based converter. The general expression of the simpli-
fied closed-loop control transfer function can be expressed
as:

GN (s) =


ωN
n

(s2 + 2ζωns+ ω2
n)N/2 , even

ωN
n

(s2 + 2ζωns+ ω2
n)(N−1)/2(s+ ωn)

, odd

(22)

By proper selecting the damping factor ζ , the resonances
can be avoided. The performance of the controller is directly
related to the two parameters: ωn and p. ωn is related to con-
trol bandwidth, which determines the dynamic performance;

FIGURE 5. Bode diagram comparison between the TP and AAI methods.

while p is related to the integrator gain, which determines
the steady-state performance. The advantage of the proposed
control strategy is straightforward in expression and easy
to tune the parameters. The parameters needed to be tuned
are the cut-off frequency ωn and integrator introduced pole
value p, which determine the dynamic and steady-state per-
formance respectively.

D. REALIZATION OF s AND s2

s and s2 can be realized by analog or digital differentiators.
The analog differentiator can be realized by analog oper-
ational amplifiers with chip resistors and capacitors. The
Tustinmethod is usually used as a digital differentiator, which
induces noise amplification due to the infinite gain at the
Nyquist frequency. To avoid noise amplification at high fre-
quency, a nonideal generalized integrator (GI) [16] is used
in this paper to realize digital differentiation. The transfer
function of the GI is:

GI (s) =
ω′2s

s2 + ω′
cs+ ω′2 (23)

where ω′ is Nyquist frequency, ω′
c is the cutoff frequency

of GI(s). To realize s2, two GIs are multiplied. It also needs
to note that the GI induces phase shift at the high-frequency
range, which is one of themajor bottlenecks that influence the
performance of the whole control system. Therefore, analog
differentiators are suggested to be used if the performance of
digital differentiator is unsatisfactory.

[
igd
igq

]
=


ω3
n

(s2 + 2ζωns+ ω2
n)(s+ ωn)

0

0
ω3
n

(s2 + 2ζωns+ ω2
n)(s+ ωn)

 [
i∗gd
i∗gq

]
(16)
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FIGURE 6. Generalized discretized Control block diagram.

III. NOVEL TIME DELAY COMPENSATION METHOD
As analyzed before, the control bandwidth can be infinite
without considering the practical converter limits. The dom-
inant physical limit is the control delay. To alleviate the
negative influence of the control delay, a simple but effective
delay compensation method is proposed in this paper.

The transfer function of the delay is:

Gd (s) = e−Td s (24)

To fully compensate the control delay, the ideal delay
compensation transfer function is:

Gc(s) = eTd s (25)

The Taylor expansion of Gc(s)is:

Gtc(s) = 1 + Td s+
1
2!
(Td s)2 +

1
3!
(Td s)3 + · · · (26)

As it can be seen from (26), Gtc(s) contains high order
derivatives, which amplifies noise. To suppress the noise,
the N th order filter is connected in series with N th order
derivatives. The transfer function of the Taylor expansion
after filtering is shown in (27):

Gtcf (s) = 1 +
ωc

s+ ωc
Td s+

1
2

ω2
c

s2 + 2ζωc + ω2
c
(Td s)2

+
1
6

ωc

s+ ωc

ω2
c

s2 + 2ζωc + ω2
c
(Td s)3 + · · ·

(27)

where ωc is the cutoff frequency, Gtcf (s) is in continuous
form. To make it applicable, it needs to be transformed into
a discrete form. By the trial-and-error method, the Tustin
method is identified as the best discretization method.

The additional area insertion (AAI) [35] delay compen-
sation method is an improvement of the filter-based delay
compensation methods and has a wider phase compensation
frequency compared with existing filter-based methods. It is
used here for delay compensation performance comparison.
The transfer function of the AAI is:

H (z) =
(1 + α + β) − βz−1

1 + αz−1 (28)

The recommended coefficient values are: α = 0.95, β =

0.5 [35]. Fig.5 is the comparison between the frequency
response of the proposed Taylor expansion (TE) method,
the AAI method, and ideal compensation. The sampling and
cutoff frequencies are 12kHz and 6kHz respectively. The red,

magenta, cyan, green, and yellow lines denote the first, sec-
ond, third, fourth, and fifth order approximations with Tustin
discretized TE method respectively. The blue and black lines
denote the frequency response of the AAI and ideal delay
compensations respectively.

As it can be seen from Fig.5, the phase responses of the
TE method with second-order and above approximations are
closer to the ideal compensation than that of the AAI method.
The higher the order, the closer the phase approximation.
However, high order approximation also results in higher
magnitude gain at high frequency, which may amplify the
noise. Considering both noise attenuation and computational
burden, the second-order approximation is selected. In (27),
uniform Td is used based on the TE method. However, dif-
ferent Td values can give more freedom of optimization.
Therefore, different Td value is used for different order differ-
ential terms. For the Tustin differential method, the pre-warp
frequency can be used as another degree of freedom for opti-
mization. Therefore, it is also tuned in the global optimization
discussed below.

IV. PARAMETER TUNING AND GLOBAL OPTIMIZATION
In the continuous control strategy derived in Section II, it is
assumed that an analog controller and an idea linear power
amplifier are used. The delay and digital differential effect
have to be taken into account when a digital controller and
a pulse width modulation (PWM) converter are used. The
delay can be regarded as an additional inner loop behaved
like a low pass filter with a cutoff frequency ωd(ωd = 2fs/3,
fs is the sampling frequency). The proposed controller can
be regarded as an outer control loop. The bandwidth of the
outer loop is usually designed to 1/10∼1/5 of the inner loop to
avoid interfering with the control dynamics of the inner loop.
Therefore ωn can be selected to be 1/5 of ωd without a delay
compensator. p can be selected to a relatively large value to
guarantee enough safe margin. To further increase the control
bandwidth, a delay compensator can be used. However, its
gain increases with increasing frequency, which may weaken
the stability. The phase shift induced by the digital differentia-
tor at the high-frequency range also limits the bandwidth and
weakens the stability. Therefore, both delay compensator and
digital differentiator parameters should be co-optimized with
controller parameters to maximize the overall performance in
a full digitized controller. To make accurate modeling for the
digital controller, the whole control system is remodeled in
the z domain. The z domain control block diagram for theN th

order filter-based converters is shown in Fig.6, where z−1 is
the time delay, Gtcf (z) is the discretized TE, and GN (z) is the
discretized controlled plant with zero-order hold discretiza-
tion method.

FromFig.6, it can be found out that the overall performance
of the control system is determined by four factors:

1) the control gains which are determined by the control
bandwidth ωn;

2) integrator introduced pole p;
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3) the delay compensator parameters.
4) The digital differentiator parameters, which is the cut-

off frequency ω′
c for the GI method.

For the second-order TE delay compensator, four parame-
ters can be tuned: the first and second-order delay compen-
sation time Td1 and Td2, low pass filter cutoff frequency ωc,
and pre-warp frequency ωp used in Tustin discretization.
For LCL filter-based converter, both first order and second

derivative feedback terms are needed. To differentiate the
first-order derivative term and avoid high-frequency noise
amplification, the GI differential method is used and the
transfer function is shown in (23). The first order hold dis-
cretization method is suggested to discretize GI(s) [16] and is
denoted as GI(z). For the second-order derivative term, two
GIs are multiplied to realize the second-order differentiation.
To have more degrees of freedom for the optimization, differ-
ent cutoff frequencies are used for the first and second-order
GIs and are denoted as ω′

c1 and ω′

c2.
Since all of these parameters influence the control perfor-

mance, they should be tuned globally to reach an optimal
control performance. The particle swamp optimization (PSO)
method is hence used to tune the control parameters. The
optimization objective is to increase the control bandwidth
while maintaining enough stability margin. The bandwidth of
a control loop is defined as the frequency at which the closed-
loop amplitude response reaches -3 dB, and it cannot reflect
the phase information. In order to track the high-frequency
reference signals precisely, it requires both the output signal
magnitude and phase to be as close to the reference ones as
possible. So, a novel cost function is defined as:

J = BPγ
s (29)

Ps =
α + π

π
(30)

where B is the bandwidth of the closed-loop system, Ps is the
index of the phase error, and α is the phase shift of the closed-
loop system at the bandwidth frequency, which is a negative
value. If the phase shift is zero, Ps is 1, which is the largest
value. If the phase shift is−π , Ps is 0, and the output signal is
1800 out of phase with the original value. Therefore, a smaller
phase shift results in a largerPs. γ is the index that determines
the relative influence of bandwidth and phase shift. If γ is
one, the bandwidth and phase shift play equal important role
in the optimization process. The cost function J can therefore
reflect both magnitude and phase tracking performance.

To ensure the closed-loop system has enough stability mar-
gin and good damping performance, two updating conditions
are set:

1. The minimum real values of all poles are less than -300
in the continuous domain, which means all the poles in
the discrete domain are within a circle with a radius of
0.9753(the sampling frequency is 12kHz).

2. The damping performance is ensured by the minimum
damping ratio of the dominant poles. Although the
damping ratio is set to be 0.707 in the continuous
domain, it will deviate from the preset value during

digitalization. The damping ratio of the dominant poles
(the poles that are closest to the unit circle) is set to be
larger than 0.7, which is used to ensure a good damping
performance.

To implement the PSO algorithm, both personal and global
best positions (PPbest and PGbest ) are used to update each
particle’s velocity so as to direct them into better regions. The
flowchart of the PSO is shown in Fig. 7, which is explained
as follows:

Set initial velocity V and position P (ωn, p, Td1,
Td2, ωp, ωc, ω′

c1, ω
′

c2) of each particle.

1) Use the position value to calculate the control gains,
delay compensation, and digital differentiation param-
eters so as to get the system’s closed-loop transfer
function. Calculate the cost function J based on the
closed-loop transfer function in MATLAB.

2) Check whether the two updating conditions are satis-
fied. If satisfied, compare the J value of each particle
with its personal best value (JPb) and global best value
(JGb). Update the JPb, JGb, PPbest , and PGbest if the
following rules are satisfied:

• If J > JPb, then JPb = J , PPbest = P
• If JPb > JGb, then JGb = JPb, PGbest = PPbest

3) Update the particle velocity and position with the par-
ticle swamp rules:

Vi = Vi + c1 ∗ rand() ∗ (PPbest i− Pi) + c2
∗rand()∗(PGbesti−Pi) (31)

Pi = Pi + Vi (32)

where Vi and Pi are velocity and position of each
particle, c1 and c2 are the learning factors, rand() is the
random number between 0 and 1 respectively.

4) Check the stopping criterion. If the number of the iter-
ation has reached the preset value, the PSO procedure
is stopped. Otherwise, return to step 2 to repeat the
optimization.

V. EXPERIMENTAL SETUP AND DESIGN EXAMPLES
To verify the effectiveness of the proposed controller and
optimization approach, an experimental platform with two
VSCs connected with LC and LCL filters is developed, which
is shown in Fig.8. The detailed setup parameters are listed
in Table 1. The VSCs are commercial IGBT converters from
Semikron. Double edge sampling is used, i.e. the modulation
index is updated at both upper and lower tips of the triangular
carrier, which enables the sampling frequency to be twice as
much as that of the switching frequency.
For comparison, the control parameters with the AAI delay

compensation method are also optimized by the PSO. Fig.9
is the bode diagram of the closed-loop system of Gu(s) of the
LC filter-based converter with the designed control and LC
filter parameters. To compare the delay compensation perfor-
mance, the bode diagrams of the close-loop system using TE
and AAI are shown in the same figure. The parameters of the
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TABLE 1. Control parameters for the LC filter based converters.

FIGURE 7. The optimization flowchart based on PSO.

AAI are also tuned in the same way as the TE by using the
proposed global optimization method.

In Fig.9, the red and blue lines are the frequency response
with the TE and AAI methods respectively. From Fig.9, it is
clear that the control bandwidth with the TE is much higher
than that of the AAI, while the phase shift with the TE ismuch
smaller than that of the AAI method. The bandwidths with
TE and AAI are 6321rad/s and 4040rad/s respectively. The
phase shift with TE and AAI at the bandwidth frequency are
76◦ and 78◦ respectively. The control performance with the
TE method is therefore much better than that of the AAI.

Fig.10 is the bode diagram of the closed-loop system of
Gi(s) of the LCL filter-based converter. The red and blue lines
are the frequency response with the TE and AAI methods
respectively. From Fig10, it can be seen that the magnitude
with the TE is higher than that of the AAI at a high-frequency

FIGURE 8. Experimental Setup with LC and LCL filter-based VSCs.

FIGURE 9. Bode diagram of Gu(s) of the LC filter-based converter.

range, while the phase shift with the TE is smaller than that
of the AAI method. The bandwidths with TE and AAI are
2611rad/s and 2583rad/s respectively. The phase shift with
TE and AAI at the bandwidth frequency are 61◦ and 76◦

respectively. Compared with the LC filter-based converter,
the control performance with the TE method is also better
than that of the AAI. The performance difference is not so
significant with the TE and AAI methods. This is due to that
the GI introduces phase shift and magnitude amplification
in the high-frequency range. The second-order derivative
feedback term is needed for the LCL filter-based converter,
which necessitates the multiplication of two GIs and causes
twice phase shift. So, the phase shift induced by the GI
is the bottleneck that degrades the closed-loop performance
with the digital differentiator. To break the bottleneck, analog
differentiators can be used. The analog differentiators are not
used here to save the cost since the performance is already
satisfactory.

VI. EXPERIMENTAL RESULTS
To verify the effectiveness of the proposed controller and
optimization approach, experiments for the LC and LCL
filter-based converters have been carried out.
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FIGURE 10. Bode diagram of Gi(s) of the LC filter-based converter.

FIGURE 11. Step response of the LC filter-based converter: (a) with the TE
(b) with AAI delay compensation method.

Fig.11 is the step response results of the LC filter-based
converter with the TE and AAI delay compensation method
respectively. The converter is controlled in the dq reference
frame. The q reference is kept zero, the d reference RMS
voltage is changed from 0V to 120V periodically. From top
to bottom, the three waveforms are load current, load voltage,
d reference, and measured voltage respectively. In the step
response experiment, the load is 8 � resistive load, and the
DC link voltage is 400V. It is estimated that the response
time with the TE method is 1.6ms, while the one with the
AAI method is 3ms, which demonstrates the good dynamic
performance of the controller and the superiority of the TE
over the AAI delay compensation method.

The level of distortion caused by a nonlinear load (a three-
phase diode rectifier) is also a reflection of the control per-
formance. Fig. 12 is the nonlinear load experimental results

FIGURE 12. Nonlinear load-supporting performance of the LC filter-based
converter: (a) with the TE method, (b) with the AAI method.

FIGURE 13. Step response of the LC filter-based converter: (a) with the TE
(b) with AAI delay compensation method.

of the LC filter-based converter with the TE and AAI delay
compensationmethods respectively. From Fig.12(a), it can be
found out that the load voltage is rather sinusoidal. The load
voltage THD is measured to be 3.5%, which is acceptable
in most applications. From Fig.12(b), it can be found out
that the load voltage distortion with the AAI is higher than
that with TE. The load voltage THD is measured to be 5.5%.
According to IEEE Standard 519–2014, the acceptable limit
is 5%. Therefore, it is not acceptable with the AAI method.

Fig.13 is the step response of the LCL filter-based con-
verter with the TE and AAI delay compensation method.
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From top to bottom, the two waveforms are grid current,
reference, and measured current respectively. The converter
is connected to the grid, the reference current is changed
from 0 A to 20A periodically. From Fig.13(a), it is estimated
that the step response time is 2.2ms, which demonstrates the
good dynamic performance of the controller. The resonance
exits in the form of harmonics. There is no current harmonic
distortion, which demonstrates the good damping perfor-
mance. From Fig.13(b), it is estimated the step response
time is 2.3ms. The performance difference between the two
delay compensation methods is insignificant. This is due to
the significant phase shift introduced by the second-order
derivative term with the GI differential method. The phase
shift is twice as much as that of the first-order derivative term
and has become the performance bottleneck of the controller.
Therefore, the influence of delay compensation is insignifi-
cant in this situation. The analog differentiator can be used to
break the bottleneck if better control performance is desired.

VII. CONCLUSION
A control bandwidth optimized AD control strategy for high
order LC and LCL filter-based converter is proposed in this
paper. With the proposed control strategy, an Nth order filter-
based converter’s closed-loop transfer function can be sim-
plified into an Nth order low-pass filter. The dynamic perfor-
mance can be tuned by adjusting the filter cutoff frequency.
The steady-state performance can be tuned by adjusting the
pole value which has been canceled in the closed-loop trans-
fer function by the feedforward controller. The proposed
control strategy is ideal for parameter optimization since both
dynamic and steady-state performance can be both easily
tuned.

The computational delay is the bottleneck that deteri-
orates the control performance. To alleviate the negative
impact of the computational delay, a novel delay compensator
with good delay compensation performance is proposed.
To optimize the control and delay compensator parameters
simultaneously, a PSO based global optimization scheme
with a novel cost function is proposed.

The proposed approaches are implemented in an experi-
mental platform. Experimental results verify the good perfor-
mance of the proposed approaches.
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