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ABSTRACT As we know, cross-lingual word embedding alignment is critically important for reference-free
machine translation evaluation, where source texts are directly compared with system translations. In this
paper, it is revealed that multilingual knowledge distillation for sentence embedding alignment could achieve
cross-lingual word embedding alignment implicitly. A simplified analysis is given to explain the implicit
alignment reason. And according to the analysis, it could be deduced that using the last layer embeddings of
the distilled student model will have the best alignment effect, which is also validated by the experimental
results on theWMT19 datasets. Furthermore, with the assistant of a target-side language model, BERTScore
and Word Mover’s Distance using the cross-lingual word embeddings get very competitive results (4 best
average scores on 3 types of language directions and ranking first among more than half of all 18 language
pairs for the system-level evaluations) in the WMT19’s reference-free machine translation evaluation tasks
when the current state-of-the-art (SOTA) metrics are chosen for comparison.

INDEX TERMS Cross-lingual word embedding, machine translation evaluation, multilingual knowledge
distillation, target-side language model, word embedding alignment.

I. INTRODUCTION
Reference texts are provided and compared with system
translations in traditional machine translation (MT) evalua-
tion methods, such as those used by the famous n-gram based
metric BLEU [1] and recent word embedding based metrics
BERTScore [2] and BLEURT [3].

However, reference sentences could only cover a tiny
fraction of input source sentences, and non-professional
translators can not yield high-quality human reference trans-
lations [4]. Recently, with the rapid progress of deep learn-
ing in multilingual language processing [5], [6], [7], [8],
[9], [10], [11], [12], there has been a growing interest in
reference-free MT evaluation, which is also referred to as
‘‘quality estimation’’ (QE) in theMT community [13]. In QE,
evaluation metrics compare system translations with source
sentences directly. Therefore, the alignment between source
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sentences and system translations is crucial for reference-free
MT evaluation. To the best of our knowledge, previous works
focus on the direct alignments on cross-lingual lexical, word
embedding or sentence embedding levels [14], [15], [16],
[17], [18], [19], [20].

In this paper, we highlight that cross-lingual word embed-
ding alignment could be achieved implicitly by multilingual
knowledge distillation (MKD) for sentence embedding align-
ment [21]. The reason why the alignment could be achieved
implicitly is theoretically analyzed under a simplified con-
dition. And from the analysis, it is drawn that the word
embeddings in the last layer of the distilled student model
have the best alignment effect. We choose 8 language pairs
from WMT19 datasets to validate this, and the experimental
results are in complete agreement with the theoretical analy-
sis. Moreover, from the experimental results on all the 18 lan-
guage pair datasets of WMT19, BERTScore [2] and Word
Mover’s Distance (WMD) [22] using the cross-lingual word
embeddings are competitive metrics for both segment-level
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and system-level reference-free MT evaluations. With the
assistant of the target-side language model [23], the two
reference-free metrics showmuch greater competitiveness by
getting the best average scores on themajority of the language
directions of WMT19.

Overall, the main contributions of this paper are as
follows:

• To the best of our knowledge, we are the first to highlight
the cross-lingual word embedding alignment could be
implicitly achieved by MKD.

• With these cross-lingual word embeddings, we design
two reference-free metrics for MT evaluation under the
frameworks of BERTScore and WMD.

• With the assistant of the target-side language model
proposed in [23], the two metrics get very competitive
results for both segment-level and system-levelMT eval-
uations on WMT19.

A shorter conference version of this paper appeared in [24].
This initial conference paper did not provide a quantitative
analysis for MKD, design reference-free metrics for MT
evaluation under the framework of WMD or introduce the
target-side language model to the designed metrics. This
manuscript addresses these issues— it provides a quantitative
analysis for MKD and designs much better reference-free
metrics under the frameworks of BERTScore andWMDwith
the help of the target-side language model [23].

II. RELATED WORK
With the rapid progress in deep learning for machine
translation [25], various methods have been proposed for
reference-free MT evaluation [14], [15], [16], [17], [18],
[19], [20], [26], [27], [28], [29], [30]. These methods can be
divided into three main representative directions.

The first direction is lexicon-based methods that align
words or named entities between source sentences and system
translations. Popović et al. exploited a bag-of-word trans-
lation model for quality estimation, which sums over the
likelihoods of aligned word pairs between source and transla-
tion texts [14]. Specia et al. used language-agnostic linguistic
features extracted from source texts and system translations
to estimate quality [15]. Gekhman et al. proposed a simple
and effective Knowledge-Based Evaluation (KoBE) method
by measuring the recall of entities found in source texts and
system translations [19]. Although these methods are simple
and interpretable, they suffer from the coverage of lexical
alignments.

The second direction is embedding-based methods that
align word or sentence embeddings between source sen-
tences and system translations. YiSi-2 evaluates system
translations by summing similarity scores over words pairs
which are best-aligned mutual translations [16]. Moreover,
by introducing cross-lingual linear projection, Lo and Larkin
greatly improved the effect of YiSi-2 [17]. However, the
cross-lingual linear projection is trained on limited sub-word
token pairs and polysemy tokens will affect the projection
effect. Zhao et al. proposed MoverScore metric using n-gram

FIGURE 1. Procedure of Multilingual knowledge distillation (MKD) for
sentence embedding alignment [21].

contextualized embeddings and Earth Mover Distance [18].
To mitigate the misalignment of cross-lingual word embed-
ding spaces, Zhao et al. proposed XMoverScore metric which
is a cross-lingual extension of MoverScore with post-hoc re-
alignment strategies [28]. Song et al. proposed an unsuper-
vised metric SentSim by incorporating a notion of sentence
semantic similarity [20]. How to get high quality aligned
word embeddings is crucial for these methods. Although
directly aligning cross-lingual word embeddings is proposed
in [31], the target language embeddings are constrained by
their initialization, and the word pairs required for training
are often noisy when they are obtained through unsupervised
methods.

The third direction is model-based methods that train
score models with annotated data. COMET-QE encodes
segment-level representations of source and translation texts
as the input to a feed forward regressor [27], [29]. UniTE
is an unified framework engaged with abilities to han-
dle reference-based and reference-free MT evaluations [30].
These methods work well if high-quality annotated data is
sufficient. However, high-quality annotated data is still scarce
in the field of reference-free MT evaluation [32].

In this paper, we follow the second direction and find
out that the word embedding alignment could be implicitly
achieved by sentence embedding alignment, where MKD
can directly make use of large-scale parallel sentences and
the contextual word embedding can alleviate the polysemy
problem.

III. METHODOLOGY
A. MKD
The procedure of MKD proposed in [21] for sentence embed-
ding alignment is shown in Fig. 1, where the teacher model
is a monolingual SBERT [33] model, the student model is
a multilingual pretrained model like mBERT or XLM-R, and
the training data is composed of parallel sentences. The train-
ing procedure is to map the sentence embeddings of source
and target sentences in parallel data that are obtained through
the student model to the same location in the vector space as
the source sentence embedding that is obtained through the
teacher model by means of the MSE loss.

In this paper, we highlight that the word embedding align-
ment can be achieved implicitly by MKD. A theoretical anal-
ysis is first provided under a simplified condition.

Supposing s and s′ are two source sentences, and t and
t′ are the corresponding target sentences. In the simplified
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TABLE 1. Results of similarity metrics SS and ST for different layers (3rd, 6th, 9th and 12th) of model pmmb-v2 on 8 language pairs of WMT19 (Larger is
better).

condition, s and t are supposed to be the prefix substrings
of s′ and t′ respectively. Then after tokenization, the four
sentences could be represented as:

s = (s1, . . . , sm), s′ = (s1, . . . , sm, . . . , sn), (1)

t = (t1, . . . , tm), t′ = (t1, . . . , tm, . . . , tn). (2)

According to the mean pooling strategy used in
SBERT [33] and MKD [21], the sentence embedding is the
average of all token embeddings in the last layer of the given
model. For sentence s, the sentence embedding (SE) is:

SE(s) =
1
m

m∑
i=1

ELL(si), (3)

where ELL(si) stands for the contextual word embedding of si
in the last layer (LL).

According to the training strategy in MKD, the sentence
embeddings in the student model (after distillation) satisfy:

SE(s) ≈ SE(t), SE(s′) ≈ SE(t′), (4)

i.e.,

1
m

m∑
i=1

ELL(si) ≈
1
p

p∑
i=1

ELL(ti), (5)

1
n

n∑
i=1

ELL(si) ≈
1
q

q∑
i=1

ELL(ti). (6)

If m ≈ p and n ≈ q, we could have:
m∑
i=1

ELL(si) ≈

p∑
i=1

ELL(ti),
m∑
i=1

ELL(si) ≈

p∑
i=1

ELL(ti), then we can deduce:

n∑
i=m+1

ELL(si) ≈

q∑
j=p+1

ELL(tj). (7)

And when n− m = 1 and q− p = 1, it could be drawn:

ELL(sn) ≈ ELL(tq), (8)

which means the cross-lingual word embedding alignment
could be achieved implicitly through MKD.

Although the analysis is simple, we could still infer that
the last layer has the best cross-lingual word embedding

FIGURE 2. First two principle components of contextual token
embeddings of mBERT (9th layer), XLM-R (9th layer) and pmmb-v2
(9th and 12th layers) for 100 zh-en parallel sentences in WMT19 by t-SNE
(The more areas that do not cover each other, the worse the word
embedding alignment effectiveness).

alignment among all the layers in the student model. This is
different from mBERT and XLM-R models, where the best
layer is the 9th among all the 12 layers for reference-based
MT evaluation with BERTScore [2].

In order to illustrate the alignment effect intuitively,
we design an example to compare the distilled student model
with classic multilingual pretrained models mBERT [5] and
XLM-R [10]. We choose the pretrained model paraphrase-
multilingual-mpnet-base-v21 (distilled from XLM-R) as the
studentmodel (hereinafter referred to as pmmb-v2), and show
the comparison results in Fig. 2.

In Fig. 2, each point represents a word in 100 zh-en parallel
sentences from theWMT19 news translation shared task [13]
and is composed of the first two principle components of the
word embeddings of the respective models by t-SNE [34].
Because each word could be well aligned in the high-quality
parallel sentences, the points representing the two language
words will be covered by each other if no misalignment exists
in the cross-lingual embedding spaces. From Fig. 2, it could

1more details in https://www.sbert.net/docs/pretrained_models.html
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TABLE 2. SS values and source sentence ratios on different word count intervals for 8 language pair (LP) datasets from WMT19. (0, 10] represents the
source sentences with the numbers of words in this interval, and so on for others.

be clearly discovered that the misalignment areas in the
parts (c) and (d) for pmmb-v2 are much smaller than the parts
(a) and (b) for mBERT and XLM-R. That is to say, MKD
benefits cross-lingual word embedding alignment.

However, as shown in Fig. 2, part (d) (last layer) has better
cluster properties than part (c) (9th layer), but it is not obvious
that part (d) has a better alignment effect than part (c). In order
to compare the word alignment effects of different layers in
the student model pmmb-v2 quantitatively, we compute two
similarity metrics on the word level for the set of high-quality
parallel sentences ⟨x, y⟩, which are defined:

SS =

∑
⟨x,y⟩

∑
xi∈x

max
yj∈y

EL(xi)⊤EL(yj)
/ ∑

⟨x,y⟩

|x|, (9)

ST =

∑
⟨x,y⟩

∑
yj∈y

max
xi∈x

EL(yj)⊤EL(xi)
/ ∑

⟨x,y⟩

|y|, (10)

where EL is the cross-lingual word embedding in the selected
layer (L) for a given token, and |x| and |y| denote the token
numbers in sentences x and y respectively. From the above
definition, it could be seen that the two metrics SS and ST
measure the degree of word alignment in source and target
sentences (the larger the better)

We calculate the SS and ST for the 3rd, 6th, 9th and 12th
layers of model pmmb-v2 (a total of 12 layers) on 8 language
pair datasets from WMT19 (de-en, fi-en, gu-en, zh-en, en-
cs, en-ru, en-zh and fr-de), and the results are illustrated in
Table 1. From Table 1, it is obvious that the last layer of
pmmb-v2 has the best results on all selected language pairs,
which is consistent with our analysis. And we also find that
the layer closer to the last layer has better results, which is
very intuitive.

Since the word embedding alignment is achieved by sen-
tence embedding alignment, the number of words in a sen-
tence would affect the alignment effectiveness. Therefore,
we report the SS values with different word count inter-
vals for 8 language pair datasets from WMT19 in Table 2
(the 12th layer of model pmmb-v2 is used for de-en, fi-
en, gu-en, zh-en, en-cs, en-ru, en-zh and fr-de). We divide
the parallel sentences into 6 intervals according to the num-
ber of words in source sentences ((0, 10], (10, 20], (20, 30],
(30, 40], (40, 50] and (50,+∞)), and calculate the SS value
for each interval. From Table 2, although the word

embedding alignment effect somewhat degrades with the
increase of words in sentences, it is still very robust because
the SS values do not change much.

In short, through the above analysis and case stud-
ies on pmmb-v2, it could be seen that MKD could
achieve cross-lingual word embedding alignment implicitly.
Although the effectiveness of MKD is validated by the
experimental results on reference-free MT evaluation in this
paper, the reason whyMKD could achieve cross-lingual word
embedding alignment is still veryworthy of in-depth analysis.

B. BERTScore
BERTScore [2] is an effective and robust automatic
evaluation metric for text generation, which uses contextual
embeddings to compute a similarity score for each token in
the candidate sentence x̂ with each token in the reference
sentence x. In the absence of token importance weighting, the
recall R, precision P and F1 score are defined as:

R =
1
|x|

∑
xi∈x

max
x̂j∈x̂

E(xi | x)⊤E(x̂j | x̂), (11)

P =
1
|x̂|

∑
x̂j∈x̂

max
xi∈x

E(x̂j | x̂)⊤E(xi | x), (12)

F1 = 2
P · R
P+ R

, (13)

where E is the contextual word embedding for a given token,
the outputs of E are normalized to reduce similarity compu-
tation, and xi and x̂j denote the i-th and j-th tokens in x and x̂
respectively.

For MT evaluation, BERTScore with a pretrained model is
usually used as a reference-based metric, which demonstrates
stronger correlations with human judgments than BLEU. It is
shown in this paper that BERTScore with the distilled student
model is also suitable as a reference-free metric.

C. WMD
Word Mover’s Distance (WMD) [22] measures the dissimi-
larity between two text documents as the minimum amount of
distance that the embedded words of one document need to
‘‘travel’’ to reach the embedded words of the other document.
WMD has been proven to generate high-quality results for
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various text similarity tasks. Zhao et al. combined contextual
embeddings andWMD asMoverScore [18] and proposed the
extension XMoverScore [28] for text generation evaluation.
Although it is observed that usingWMDdoes not consistently
improve BERTScore for reference-base MT evaluation [2],
WMD is also chosen as a reference-free metric when the
cross-lingual word embeddings of the distilled student model
are used.

D. TARGET-SIDE LANGUAGE MODEL
As we know, faithfulness and fluency are two fundamental
factors of translation quality [35]. In this paper, the alignment
of cross-lingual word embeddings is mainly for the faithful-
ness of system translations; the target-side language model is
for fluency, similar to the way used in [28]. A little different
from the original sentence perplexity calculation [36], the cal-
culation proposed in [23] for the pretrained language models
like mBERT or XLM-R is used:

PPL(y) =
1
|y|

∑
yi

log
1

P(yi|y− yi)
, (14)

where PPL is the perplexity for given sentence y, and
P(yi|y − yi) is the probability of token yi predicted by the
pretrained language model when yi is replaced by [MASK]
in sentence y.

E. METRICS
The cross-lingual word embeddings of the distilled student
model are used in the framework of BERTScore or WMD
as metrics for reference-free MT evaluation. In order to
further improve the performance, a linear combination of
BERTScore (or WMD) and the target-side language model
(LM) is introduced.

For a source sentence x and a system translation sentence
y, the combined score (cs) for BERTScore is:

cs = (1 − λ) · BERTScoreF1(x, y) − λ · PPL(y), (15)

and the score for WMD is:

cs = (1 − λ) ·WMD(x, y) + λ · PPL(y), (16)

where λ is a hyper-parameter and the values of BERTScore,
WMD and PPL are normalized before combination (using a
min-max normalization function f (z) = (z− a)/(b− a)).
It should be pointed out that minus is used in the combina-

tion for BERTScore because the smaller PPL is better (same
for WMD), and the opposite for BERTScore.

IV. EXPERIMENT SETUP
In this section, we evaluate the performances of our above
metrics by correlating them with human judgments of trans-
lation quality for reference-free MT evaluations, where both
segment-level and system-level evaluations are included for
full comparisons and are defined as follows.

Segment-level metrics (the input is a source sentence
and a system translation sentence): The outputs of the last

layer in the model pmmb-v2 are chosen as the cross-lingual
word embeddings. We denote BERTScore2 and WMD3

that use those word embeddings as MKD-BERTScore and
MKD-WMD metrics respectively. And the combinations
with the target-side language model are denoted as MKD-
BERTScore+LM and MKD-WMD+LM metrics, where the
parameters (a, b) in normalization function f (z) are set to
(0.5, 1.0), (0.0, 2.0) and (1.0, 3.0) for MKD-BERTScore,
MKD-WMD and LM respectively.

System-level metrics (the input is a set of source sentences
and the corresponding system translation sentences): The
mean values of our segment-level metrics on each pair of the
sentences are used as the scores of our system-level metrics.

A. DATASETS
The source language sentences, and their system and ref-
erence translations are collected from the WMT19 news
translation shared tasks [13], which contain predictions of
233 translation systems across 18 language pairs.4 Each lan-
guage pair in WMT19 has about 3,000 source sentences, and
each source sentence is associated with one reference transla-
tion and with the automatic translations generated by partic-
ipating systems. All 18 language pairs in WMT19, including
3 types of language directions (into-English (xx2en), from-
English (en2xx), and none-English (xx2xx)), are evaluated in
this paper.

B. BASELINES
From the above descriptions of our four metrics (MKD-
BERTScore, MKD-WMD, MKD-BERTScore+LM and
MKD-WMD+LM), it could be seen that these metrics do
not require specific annotated data for MT evaluation, which
means that these metrics are unsupervised embedding-based
methods. Therefore, a range of reference-free metrics that are
unsupervised or embedding-based are chosen for fair compar-
ison: UNI and UNI+ [13], YiSi-2 [16] and YiSi-2+CLP [17],
KoBE [19], XMoverScore [28], Prism-src [26]. To the best
of our knowledge, the above metrics could cover most of
the current SOTA metrics for reference-free MT evaluation.
In addition, BERTScore that uses XLM-R5 is denoted as
BERTScore+XLM-R (the word embeddings in the 9th layer
are used accroding to [2]) and is selected to directly compare
the cross-lingual word embedding alignment effect with
our metric MKD-BERTScore; and reference-based baseline
metrics BLEU and sentBLEU [37] are selected as references.
It should be pointed out that only the results of our metrics
and BERTScore+XLM-R are calculated in this paper, and the
results of the other metrics are from their respective papers.

C. EVALUATION MEASURES
Pearson correlation (r) and Kendall’s Tau correlation (τ ) [13]
are used as measures for system-level and segment-level

2https://github.com/Tiiiger/bert_score
3https://github.com/src-d/wmd-relax
4https://github.com/AIPHES/ACL20-Reference-Free-MT-Evaluation
5https://huggingface.co/xlm-roberta-base
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TABLE 3. Segment-level metric results for into-English language pairs of WMT19: absolute Kendall’s Tau correlation of segment-level metric scores with
DA. Best results excluding sentBLEU are in bold.

TABLE 4. Segment-level metric results for from-English language pairs of WMT19: absolute Kendall’s Tau correlation of segment-level metric scores with
DA. Best results excluding sentBLEU are in bold.

metric evaluations respectively. Pearson correlation is defined
as:

r =

∑n
i=1(Hi − H )(Mi −M )√∑n

i=1(Hi − H )2 ·

√∑n
i=1(Mi −M )2

, (17)

where Hi are human assessment scores of all systems
(or sentence pairs) in a given translation direction,Mi are the
corresponding scores predicted by a given metric, and H and
M are their mean values respectively.

And Kendall’s Tau correlation is defined as:

τ =
|Concordant| − |Discordant|
|Concordant| + |Discordant|

, (18)

where Concordant is the set of all human comparisons for
which a givenmetric suggests the same order, andDiscordant
is the set of all human comparisons with which a given metric
disagrees.

V. RESULTS
A. MAIN RESULTS
Tables 3-5 and Tables 6-8 show the comparison results of
segment-level and system-level evaluations on the 18 lan-
guage pairs of WMT19 respectively, where the hyper-
parameter λ for our metrics MKD-BERTScore+LM and

TABLE 5. Segment-level metric results for none-English language pairs of
WMT19: absolute Kendall’s Tau correlation of segment-level metric scores
with DA. Best results excluding sentBLEU are in bold.

MKD-WMD+LM is set to 0.1 on the xx2en and xx2xx
language directions, and set to 0.4 on the en2xx language
direction.

From the comparison results of BERTScore+XLM-
R and MKD-BERTScore metrics, it could be seen that
MKD-BERTScore has significantly better results on all lan-
guage pairs for both segment-level (avg. xx2en 0.136 →

0.188, en2xx 0.115 → 0.200, xx2xx 0.145 → 0.276) and
system-level (avg. xx2en 0.396 → 0.806, en2xx 0.238 →

0.469, xx2xx 0.173 → 0.763) evaluations, which indicates
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TABLE 6. System-level metric results for into-English language pairs of WMT19: absolute Pearson correlation of system-level metric scores with DA. Best
results excluding BLEU are in bold.

TABLE 7. System-level metric results for from-English language pairs of WMT19: absolute Pearson correlation of system-level metric scores with DA. Best
results excluding BLEU are in bold.

the cross-lingual word embeddings by MKD have much bet-
ter alignment effect because only the word embeddings are
different for the two metrics.

And when being compared with the current SOTA metrics
involved in this paper for both segment-level and system-level
evaluations in WMT19, with the assistant of the target-side
language model, our metrics get 4 best average results on all
3 types of language directions (avg. segment-level 0.254 for
xx2en, and system-level (0.884, 0.890, 0.898) for xx2en,
en2xx, xx2xx) and rank first on more than half of the 18 lan-
guage pairs for system-level evaluations (11/18).

Prism-src is a very competitive unsupervised metric, which
frames the task of MT evaluation as one of scoring machine
translation output with a sequence-to-sequence paraphraser
conditioned on source text [26]. The results in Table 7 and
Table 8 show that our metrics have better performances than
Prism-src on the system-level evaluations of the from-English
and none-English language pairs, although they do not out-
perform Prism-src on the segment-level evaluations as illus-
trated in Table 4 and Table 5.

TABLE 8. System-level metric results for none-English language pairs of
WMT19: absolute Pearson correlation of system-level metric scores with
DA. Best results excluding BLEU are in bold.

Therefore, our metrics are very competitive for reference-
free MT evaluation. In addition, it is worth mentioning
that BERTScore and WMD are almost the same in our
metrics for reference-free MT evaluation, which is con-
sistent with the conclusion in [2] for reference-based MT
evaluation.
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FIGURE 3. Mean absolute Kendall’s Tau correlation of MKD-BERTScore and BERTScore+XLM-R with different layers of word embeddings
for segment-level reference-free MT evaluation on WMT19.

FIGURE 4. Mean absolute Pearson correlation of MKD-BERTScore and BERTScore+XLM-R with different layers of word embeddings for
system-level reference-free MT evaluation on WMT19.

B. EFFECT OF EMBEDDING LAYERS
BERTScore is sensitive to the layer of the model selected
to generate the contextual token embeddings [2]. We still
investigate which layer is the best choice for the model
pmmb-v2 on WMT19 through experimental comparisons,
although the last layer is theoretically proved to be the best
under the simplified condition. ThemetricMKD-BERTScore
is selected for investigation, and BERTScore+XLM-R is
chosen for comparison. The mean values on the into-English,
from-English and none-English language pairs of WMT19
for segment-level and system-level evaluations are illustrated
in Fig. 3 and Fig. 4 respectively.

From Fig. 3 and Fig. 4, it could be clearly seen that the
last layer is indeed the best choice for MKD-BERTScore on
both segment-level and system-level evaluations, which is
fully consistent with our theoretical analysis. And it is inter-
esting to find that the best layers of BERTScore+XLM-R
for reference-free and reference-based evaluations are almost
the same (9th). Meanwhile, MKD-BERTScore outperforms
BERTScore+XLM-R on every layer for both segment-level
and system-level evaluations.

FIGURE 5. Mean absolute Kendall’s Tau correlation for segment-level and
mean absolute Pearson correlation for system-level with different
combination parameter λ for MKD-BERTScore and LM on WMT19.

C. COMBINATION PARAMETER STUDY
In this section, the combination parameter λ for MKD-
BERTScore and LM is studied, which varies from 0 to 1 with
step 0.1. Fig. 5 shows the mean evaluation values on the into-
English, from-English and none-English language pairs of
WMT19 for segment-level and system-level evaluations with
different values of the parameter λ.
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TABLE 9. Kendall’s Tau correlation of the metrics (MKD-BERTScore, LM,
MKD-BERTScore+LM) in the experiments on the zh-en dataset from
WMT19 (Experiment 1: faithful-but-not-fluent, Experiment 2:
fluent-but-not-faithful ).

From Fig. 5, it is obvious that the combination
indeed improves the performance of our metrics on
both segment-level and system-level evaluations. For the
into-English and none-English language pairs, a smaller
value for λ (such as 0.1) is a good choice, while a relative
larger value (about 0.4) is suitable for the from-English
language pairs. This is because themodel pmmb-v2 is aligned
with English for other languages, which deteriorates the
pmmb-v2’s language model capabilities for other languages.
As a result, larger values are required for parameter λ to
increase the importance of LM for other languages. In addi-
tion, it is worth noting that LM as a metric (i.e. λ = 1) could
get very competitive results especially on the from-English
language pairs, which means fluency of system translations
is very important in MT evaluation.

D. DISCUSSION
In this section, we further analyze the impacts of faithfulness
and fluency to the metrics (MKD-BERTScore, LM, MKD-
BERTScore+LM) by designing the following experiments:
(1) faithful-but-not-fluent: randomly shuffle 2 to 5 contin-
uous words for each translation sentence; (2) fluent-but-
not-faithful: randomly shuffle translation sentences, i.e., the
translation of another source sentence is used as the trans-
lation of the current source sentence. The zh-en dataset
from WMT19 is chosen for experiments, which contains
2,000 parallel sentences. For each source sentence, we can get
a correct translation and a shuffled translation in each experi-
ment, which can be composed into a triplet<source sentence,
correct translation, shuffled translation>. So the Kendall’s
Tau correlation τ can be used to evaluate the metrics on
the designed experiments, and the results are illustrated
in Table 9.

As shown in Table 9, the metric LM is very effective
for the faithful-but-not-fluent experiment, but fails for the
fluent-but-not-faithful experiment. Meanwhile, the metric
MKD-BERTScore works very well for the fluent-but-not-
faithful experiment, but not well for the faithful-but-not-
fluent experiment. MKD-BERTScore+LM, as a fusion of
the two metrics, can achieve very good results for the two
experiments.

It should be noted that the metrics (MKD-BERTScore,
LM, MKD-BERTScore+LM) may be not effective when the
source sentences have noises, such as in simultaneous inter-
pretation scenarios. This is because the pretrained models

for these metrics are obtained on noise-free data and these
metrics tend to give better scores to noise-free translations
when the correct translations may have noises. To mitigate
this problem, fine-tuning the pretrained models with noise
data might be a solution.

VI. CONCLUSION
In this paper, it is revealed by a simplified theoretical analy-
sis that the cross-lingual word embedding alignment could
be achieved implicitly through MKD for sentence embed-
ding alignment. And with the frameworks of BERTScore
and WMD, the cross-lingual word embeddings are applied
as metrics (MKD-BERTScore and MKD-WMD) for the
reference-freeMT evaluations. From the experimental results
on WMT19, with linear combination of the target-side LM,
our metrics could get 4 best average scores on all 3 types
of language directions, and rank first on more than half
of all the language pairs (11 out of 18) for system-level
evaluations, when the current SOTA reference-free metrics
that we know are selected for comparison. Meanwhile, it is
proved by theoretical analysis and experimental comparisons
that the last layer of the distilled model is the best choice
for reference-free MT evaluation. The linear combination
parameter λ for MKD-BERTScore and LM is also inves-
tigated. Nevertheless, the reason why MKD could achieve
the alignment of cross-lingual word embeddings is still very
worthy of further study.
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