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ABSTRACT Modeling collective behavior is a way to better understand the mechanisms that govern col-
lective animal behaviors. Traditional rule-based modeling methods rely heavily on human prior knowledge
and may not provide a proper explanation of the phenomenon of collective behaviors. This paper proposes a
Deep Q-Networks (DQN)-based modeling method for fish school. Firstly, an individual’s state (continuous
value) is expressed by the angle between its direction and the average direction of its perceived neighbors.
An individual’s action is represented with discretized turning angle. Then, the reward function is constructed
with the change in the number of neighbors. And finally, the neural network structure is constructed to
represent the Q-value function and is trained by the DQN algorithm. The proposed approach is tested in two
scenarios: single-learner and multi-learner. Results show that in both scenarios the proposed method can
gradually converge and finally obtain a model that can produce collective behavior. On this basis, this paper
also deeply analyzes the learned model from the perspectives of average order parameter and collective
behavior patterns. It verifies that the behavior pattern generated by the learned model is a highly ordered
collective behavior. In addition, we make a comparison between our proposed approach and the Q-Learning
algorithm. The results show that our approach not only has a stronger ability to express policy and is better
at handling continuous states but also has a more stable learning performance in training.

INDEX TERMS Collective behavior, collective behavior model, Deep Q-Networks (DQN), fish school.

I. INTRODUCTION
In nature, we often observe gregarious groups of organisms
exhibiting various coordinated and orderly collective behav-
iors while flying, cruising, or moving. Fish collective behav-
ior, as one of the most typical cases, has aroused great interest
in statistical physics and theoretical biology [1], [2], [3],
[4]. Despite a large number of studies on collective behav-
ior for fish school, by what mechanism can those relatively
simple fish perform such sophisticated behaviors remains
an open question [5]. Collective behavior modeling is an
important means to understand the interaction mechanism
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between individuals and the relationship between individ-
ual behavior and collective movement patterns. In the past
few decades, many collective behavior models have been
proposed. The main idea of these models is that individ-
uals are reduced to featureless particles and subject to a
fixed set of rules: alignment, cohesion, and separation. The
three rules can be implemented in different ways, leading to
different models. Although these models have provided an
effective way to study the interaction among individuals, they
almost always assume that fixed sets of rules are known in
advance. Actually, obtaining these rules is often challenging
and requires deep insight and domain knowledge. Further-
more, animals like fish do not seem to be governed by simple
laws of nature like particles; they should be viewed as agents,
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learning from their environment and adapting their behavior
accordingly.

Therefore, with the development of reinforcement learn-
ing (RL), we proposed a Deep Q-Networks (DQN)-based
collective behavior modeling method for fish school in this
paper. Firstly, the continuous state representation and action
representation of individuals are given. And then a reward
function is constructed with the change in the number of
neighbors. Finally, a neural network structure is constructed
to represent the Q-value function and is trained with the
DQN algorithm. The experimental results show that our pro-
posed method can obtain a fish behavior policy that pro-
duces collective behavior in both single-learner and multi-
learner situations. On this basis, this paper further analyzes
the learned model in terms of order parameter and collective
behavior patterns. In addition, the comparison results with the
Q-Learning algorithm with higher state discrete resolution
show that the proposed method not only has stronger policy
expression ability, is better at dealing with continuous states,
but also has stable learning performance during training.

II. RELATED WORK
Collective behavior models can be mainly divided into two
categories: rule-based models and learning-based models.
As one of earliest rule-based models, the Boids model was
proposed in 1987 [6]. The author concluded that biological
collective behavior has three basic characteristics: separation,
alignment, and cohesion. Among them, the separation makes
the individual avoid collision with the neighboring individ-
uals in the group; the alignment makes the motion of the
individual keep consistent with that of the neighboring indi-
viduals; the cohesion makes the individual approach the aver-
age position of the neighboring individuals. The simulation
results show that using these three simple rules can produce
collective behavior similar to fish school. Based on the above
three basic rules, the Boids model was further developed.
The individual-centered perception range is divided from the
inside to the outside into three non-overlapping parts: zone
of repulsion, zone of orientation, and zone of attraction [7].
Among them, the zone of repulsion has the highest priority,
the focal individual is only subject to repulsion from other
individuals in the zone once other individuals appear in this
zone, producing a collision avoidance effect; if there are no
other individuals in the zone of repulsion, the focal indi-
vidual will be affected by other individuals in the zone of
orientation and the zone of attraction at the same time, i.e.,
the orientation and attraction movements will take effect at
the same time, making the focal individual keep the same
direction with the individuals in the zone of orientation and
move towards the individuals in the zone of attraction. The
simulation results show that group formation with such rules
has the ability to self-organizing. Following minimalism and
trying to reveal the weakest condition of collective behavior,
the Vicsek model was proposed by constructing a ‘‘minimum
model’’ [8]. The individuals in this model only follow the
alignment rule mentioned above, i.e., the direction of indi-

vidual motion only depends on the average direction of all
neighbors within the perception range. Its simulation results
show that this minimalist model only with alignment can also
generate collective behavior. Subsequently, many researchers
have also proposed lots of extensions of Vicsek model [9],
[10], [11], [12], [13], [14], [15], [16]. Furthermore, recent
empirical studies have collected large datasets of animals’
movement to infer the rules underlying their emergent collec-
tive behavior and provided some evidence for the above tradi-
tional models [17], [18], [19], [20], [21]. Although the above-
mentioned traditional rule-based models meet the research
needs of understanding the internal mechanism of collective
behavior to a certain extent. However, rule-based models are
inherently limited in that the pre-fixed rules rely heavily on
human prior knowledge, and are very difficult to be proposed
and constructed.

On the other hand, reinforcement learning methods have
driven impressive advances in artificial intelligence in recent
years, surpassing human performance in many domains [22],
[23], [24], [25], [26], [27]. More recently, some researchers
have begun to use reinforcement learning to model collective
motion in a learning way [28], [29], [30], [31]. An RL-
based collective behavior model was proposed for the self-
organized grouping of individuals, in which the reward func-
tion was constructed based on the distances between individ-
uals [32]. Multi-agent reinforcement learning was attempted
to derive individual behavior [33]. Specifically, with the data
obtained from Reynolds’ Boids model, the RL model was
trained by minimizing the entropy difference between the
rule-based model and the RL model by using natural evolu-
tion strategies (NES). Likewise, a collective behavior model
based on RL was obtained by maximizing the group-level
objective function (total reward during a simulated episode)
representing the desired collective configuration [34]. They
showed that collective behavior models learned through dif-
ferent reward functions can make fish schools form different
motion patterns. The above model can generate a certain col-
lective pattern and avoid the problem of imposing mechanical
laws on individuals like traditional models. However, they
were done by shaping the reward signal according to the three
rules of alignment, cohesion, and separation. Essentially, it is
still not out of the shackles of the rules.

In order to get rid of the shackles of the rules, the agent’s
reward function was designed in different ways in some
studies. Under the assumption that a simple goal can make
a school of fish form a collective behavior, the predator-prey
model and the cooperative observation model based on RL
were proposed in [35] and [36]. In the predator-prey model,
prey agents are encouraged to find strategies that allow them
to survive longer by rewarding them at each time step. In the
cooperative observation model, the reward obtained by an
agent at each time step depends linearly on its distance from
the observation target. The goal of the agent is to follow the
target object for as long as possible. In the event that the
agent loses visual contact with the target object, the agent
will orient itself to its nearby agents and eventually form a
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collective behavior. In contrast, an agent received a negative
reward signal in the form of a cost for losing neighbors
within its perception [37]. Results showed that collective
behavior emerges spontaneously in an RL process from the
minimization of the rate of neighbor loss. In this study, the
authors used the Q-learning to obtain the collective behavior
model. Specifically, the movement policy of a fish individual
was represented with a table and the state of a fish individual
was represented with a discretized angle between the indi-
vidual’s moving direction and the average moving direction
of its neighbors. Such state representation may not accurately
describe the real state of fish individuals for decision-making,
and a simple table may not be able to fully express the
fish behavior decision with highly nonlinear time-varying
characteristics in the real world.

This paper proposes a fish collective behavior modeling
method that solves the problem that individual states are
expressed as discrete values, uses a neural network with
stronger expressive ability to express the agent’s policy, and
designs a reward function based on the change of the number
of neighbors to get rid of the restrictions of the fixed rules.

III. METHODS
It is well known that complex collective behavior can emerge
from simple local interactions of fish who lack the ability to
observe or directly control the collective. The local interac-
tions of fish can be viewed as the policies by that fish respond
to their observations. So, modeling collective behavior can be
reduced to find the fish’s policies that can generate complex
collective behavior patterns commonly observed in nature.
Therefore, in this paper, the fish individual is modeled as a
learning agent, and the DQN algorithm is used to obtain its
movement policy. To better illustrate the method in this paper,
we first introduce the movement model of the fish school.

A. KINEMATIC MODEL OF A FISH INDIVIDUAL
In the real world, fish can freely swim by beating their fins in
certain three-dimensional spaces, such as ponds, rivers, lakes,
or marine environments, and usually form collective behavior
patterns. For the sake of simplicity, here we consider the
artificial fish move in a two-dimensional box with periodic
boundary conditions. It means that a fish individual leaves
the box from a certain boundary and enters the box from the
opposite boundary (see Fig. 1). And we assume that a fish
school consists of many homogeneous fish individuals with
the same perceptual and motor ability.

Here, it is assumed that a fish individual has first-order
kinematics during its swimming. That is, its position is deter-
mined by its velocity. So, the position update of an individual
at each time step can be expressed as:

rt+1i = rti +1tv0vti (1)

where, rti is the position of the individual i at time step t; v0
is the linear velocity of the individual; 1t is the time step; vti
is the moving direction of the individual i at time step t , and

FIGURE 1. The perceptual area of a fish individual and its environment.

its update method is defined by:

vt+1i = vti +
[
cosati , sina

t
i
]

(2)

where, ati is the angular velocity at time step t . It should be
noted that

∥∥vti∥∥ = 1.

B. STATE REPRESENTATION OF FISH INDIVIDUAL
It has been hypothesized that vision is a primary mode of
perception for fish. Its monocular field of view is greater
than 160◦, and the compound field of vision intersecting the
binocular field of view is 20◦ ∼ 30◦. A field of vision close
to 360◦ can be achieved by beating its fin, but the percep-
tion distance of the individual fish is limited. So, the fish
individual can perceive the underwater environment within
a limited range of view with an angle of 360◦ centered on it.
Thus, we can think of the perceptual area of the fish individual
as a circle of radius R (see Fig. 1). In Fig. 1, the arrows
represent the moving direction of individuals, the red circle
is the perception range of the focal fish (red individual), and
blue arrows are the neighbor individuals perceived by the
focal fish.

Therefore, the contextual information of a fish individual
includes its pose and its neighbors’ poses. For simplicity, the
contextual information is represented by the angle between
the individual’s moving direction and the average moving
direction of all neighbors within its perception range, defining
the current state of the individual. This kind of state repre-
sentation is based on the mean-field theory. It means that the
movement of each individual in the fish school is affected
by the movement of all its neighbors in the visual field. The
purpose of using averages is to reduce the complexity of
interaction. Following this way, the state of the i-th individual
at time step t can be expressed as:

sti = P ti ·
(
vti

)
⊥
arccos

(
P ti · v

t
i/

∥∥P ti∥∥)
(3)

where, P ti is the average moving direction of all neighbors
within the perception range of the i-th individual at time step
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FIGURE 2. Action representation of a fish individual.

t , and it was determined by:

P ti =
(∑∣∣∣rtj−rti ∣∣∣<R vtj

) /
ni (4)

where, rtj is the position of neighbor j in the environment at
time step t; R is the radius of the individual perception range;
ni is the number of neighbors within the perception range of
i-th individual; and vtj is the moving direction of neighbor
j at time step t . arccos

(
P ti · v

t
i/

∥∥P ti∥∥)
is the angle between

the individual moving direction vti and the average moving
directionP ti of neighbors within the perception range.

(
vti

)
⊥
is

obtained by rotating π
/
2 counterclockwise in the individual

moving direction vti . It should be pointed out that the value
range of sti in (3) is sti∈ [−π, π]. And the state sti is positive
when the average moving direction of neighbors is in the left
of the individual’s moving direction; otherwise, it is negative.
Specifically, the sign of the state sti is determined byP ti ·

(
vti

)
⊥
.

C. ACTION REPRESENTATION OF FISH INDIVIDUAL
Linear velocity and angular velocity are the two control vari-
ables of the movement. As in [32], we assume that the linear
velocity is constant. Thus, the angular velocity becomes the
only control variable for a fish individual. Since a fish usually
has a limited angle of rotation, notated as θmax , its angular
velocity is in [−θmax , θmax]. In the RL language, the range
of [−θmax , θmax] is viewed as the action space of an agent.
For computational simplicity, we discretize the action space
by dividing [−θmax , θmax] into m equally spaced elements
(Fig. 2). As shown in Fig. 2, the red arrow is the current
moving direction of the fish individual; the black dotted
arrows are discretized actions, which can be chosen by the
fish individual.

At each time step, each fish individual decides on whether
to keep the current heading direction or perform a turn.
The decision-making process is based on the state (sensorial
input) of the fish individual, which corresponds to the angular
difference between the individual’s moving direction and the
average moving direction of its neighbors.

D. DESIGN OF THE REWARD FUNCTION
The reward function is an incentive mechanism that tells
the agent what is correct and what is wrong using reward

and punishment. Maximizing the total rewards according to
certain reward functions is the goal of agents in RL. Some-
times in order to maximize the total rewards agents need to
sacrifice immediate rewards. Therefore, the reward function
plays important role in RL. If the reward function is ‘‘better
behaved’’, the agents will learn better and faster.

Since there are many neighbors within a fish’s surround-
ings when fish form collective behavior, we design the reward
function based on the change in the number of neighbors,
which can be described as:

reward t+1i =

{
1 other
0 if nt+1i < nti

(5)

The idea behind this design is that no matter what kind
of collective behavior, one individual is prone to have more
and more neighbors when fish schooling. A fish individual
gets a reward of 0 if the number of its neighbors decreases;
otherwise, it gets a reward of 1 if the number of its neigh-
bors remains the same or increases. Such reward function
encourages individuals to choose actions that can increase the
number of neighbors.

E. NEURAL NETWORK OF Q-FUNCTION
In this paper, the movement policy of a fish individual is
approximated by a multi-layered neural network that outputs
Q-values of all executable actions for a given state sti . Here,
the neural network is a function from a one-dimensional state
space to an action space containing m actions. And the neural
network is trained with DQN. To reduce correlations with
the target value, we introduce two neural networks: an online
network (Q-network) and a target network (Q’-network). The
online network is used to estimate action value, whose param-
eters are updated at every learning step. The target network
is used to calculate the target value, whose parameters are
updated every K learning steps and kept fixed on all other
steps. The online network and the target network have the
same architecture.

Theoretically, the more layers and neurons in the neural
network, the stronger the expressive ability of the neural
network. However, a complex neural network structure will
increase the number of neural network parameters, which
will increase the computational time for updating the neural
network parameters. Therefore, the exact architecture of the
online network and the target network is designed as shown
in Fig. 3. The input to the neural network is the state of a
fish individual, represented by one neuron. The hidden layer
is fully-connected and consists of 10 rectifier units. And the
output layer is a fully-connected linear layer with a single
output for each valid action.

F. TRAINING
The pseudo-code of the DQN-based learning algorithm for
fish individuals is shown as Algorithm 1. In the beginning, the
algorithm initializes the Q-network and Q’-network with ran-
dom weights. Then the learning algorithm performs a series
of episodes of interaction with the environment to collect
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FIGURE 3. The architecture of Q-network.

training data and updates the parameters of the networks.
The termination condition of each episode is the number
of time steps. The positions and moving directions of all
fish individuals are randomly initialized at the start of each
episode. At each time step t , each fish individual obtains its
state sti and feeds it to Q-network. The individual samples
its action ati according to the Q-values output by the Q-
network. After the action ati is performed, the algorithm can
get the interaction data of this step, represented with a 4-tuple(
sti , a

t
i , reward

t+1
i , st+1i

)
, and put it into the replay buffer.

Once the replay buffer is full, the update operation of the
Q-network parameters is started. The existence of the replay
buffer enables the use of experience during training, which
improves the efficiency of data utilization and increases the
diversity of training data.

In order to make a good balance between exploitation and
exploration during the learning process, we use the ε-greedy
strategy to select actions:

ati =

argmaxa′
Q

(
sti , a

′
)

with probability 1− ε

random action with probability ε
(6)

where, ε ∈ [0, 1], the value of ε gradually decreases from 1 to
0 during the training process. And as the training goes on, the
probability of selecting random actions gradually decreases.

The time complexity of the algorithm is O (E × T ), where
E is the number of episodes and T is the number of time steps
in each episode.

IV. EXPERIMENTAL RESULTS
We evaluate our approach with two sets of experiments.
The first set of experiments focuses on the single-learner
case, in which only one individual acts as a learner and
the others act as teachers equipped with a fixed policy.
The single-learner experiments aim to verify whether the
single-learner can learn the teachers’ policy to form collective
behaviors. The second set of experiments discusses the multi-
learner case, in which all individuals act as learners, and
each is influenced by its neighbors. The multi-learner case
aims to verify whether all individuals can simultaneously
learn policies that form collective behavior under dynamic
uncertainty.

FIGURE 4. Loss curve for single-learner experiments.

A. SINGLE-LEARNER EXPERIMENTS
In the single-learner experiments, the single-learner aims to
learn a policy from teachers so that they can form collective
behaviors. All teachers have the same policy. And their policy
is fixed as the Vicsek model [8]. The policy representation is
defined by:

ati
(
sti

)
= sti (7)

In this set of experiments, we break the training session
into 500 training episodes of equal prescribed duration of
5000 time steps. And the size of replay buffer is set to 2000,
the batch size for extracting data from the buffer is set to 32,
and the learning rate is set to 0.01. The parameters of the
Q-network are updated every time step, and the parameters
of the target network Q′ are updated every 100 time steps.
At the start of each episode, both the position and moving
direction of each individual are randomly initialized. And
then all teachers use their policy to move in the successive
time steps. The learners start to learn when teachers form
collective behavior after 100-time steps.

1) TRAINING PROCESS
During the training process, we calculated the average loss
value every 10 steps. Fig. 4 shows the average loss curve. The
average loss value went down with the increase of training
steps, which means that the model can converge. It can also
be seen that the variance is larger in the later stage of training,
which is mainly because the model has learned the policy in
the middle and later stages. And in the later stage of training,
because the individual follows the teacher group movement
for a long time, the model is better at dealing with states
around 0◦, which weakens the ability to deal with other states.
The order parameter, calculated by averaging all vi at time

step t , is one of the indicators to evaluate whether a fish school
has formed a collective behavior:

9 (t) =
1
N

∥∥∥∥∑N

i=1
vti

∥∥∥∥ (8)

it ranges from 0 to 1. The closer the order parameter is to 1,
the more identical their directions are. The closer the order
parameter is to 0, the more different their directions are.
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Algorithm 1 Q-Network Parameter Update
1: Initialize the parameters of the Q-network
2: Assign the parameters of the Q-network to the Q’-network
3: for episode = 1,E do
4: Initialize the positions and movement directions of all individuals
5: Get the initial state sti
6: for t = 1,T do
7: With probability ε select random action ati ,
8: otherwise select ati = argmaxQ

(
sti , a

′
)

9: Execute action ati and get reward t+1i , st+1i

10: Store
(
sti , a

t
i , reward

t+1
i , st+1i

)
into the buffer pool

11: if buffer pool is full then
12: Sample random minibatch of data

(
sj, aj, reward j+1, sj+1

)
from buffer pool

13: Get Q
(
sj, aj

)
by inputting sj into the Q-network

14: Get Q′
(
sj+1, a′

)
by inputting sj+1 into the Q’-network

15: Get target value reward j+1 + γQ′
(
sj+1, a′

)
16: Perform a gradient descent step on

(
reward j+1 + γQ′

(
sj+1, a′

)
− Q

(
sj, aj

))2
with respect to the Q-network parameters

17: end if
18: if t mod K = 0 then
19: Update Q’-network parameters by copying Q-network parameters
20: end if
21: sti ← st+1i
22: end for
23: end for

FIGURE 5. Average order parameter curve for single-learner experiments.

In this experiment, we are concerned with the order param-
eter in the learner’s perception zone. If there are no neighbors,
the order parameter is set to 0. The average order parameter of
each episode (5000 time steps) is selected as the statistic, and
its curve is shown in Fig. 5. It can be seen from Fig. 5 that it
went upwith the increase of episodes. In the first 100 episodes
of training, the average order parameter is between 0.5 and
0.8. After 300 episodes, it reaches above 0.9, which indicates
that the learner and its neighbors have similar directions.
Theymove orderly and form a pattern of collective behaviors.

Aggregation is another indicator for characterizing collec-
tive behaviors. Fig. 6 shows the learner’s rewards curve in the
training process. As the training goes on, the rewards increase
gradually. According to reward function (5) the increase of

FIGURE 6. Reward curve for single-learner experiments.

reward is due to the increase of neighbors gathering around
the learner. It follows that the learner has learned a policy to
form a pattern of collective behavior with as many neighbors
as possible.

2) EFFECTIVENESS OF THE LEARNED POLICY
To verify the effectiveness of the learned policy, three experi-
ments with different learner-teacher ratios were conducted.
The ratios were set to 1:49, 25:25, and 50:0, respectively.
In each experiment, all learners were equipped with the
learned policy. We snapshot all individuals’ configurations at
various time step t within an episode. Fig. 7-9 show the test
results, respectively, in which the yellow arrows indicate the
learners, and the black arrows indicate the teachers.
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FIGURE 7. All individuals’ configurations for learner-teacher ratio 1:49.

FIGURE 8. All individuals’ configurations for learner-teacher ratio 25:25.

From Fig. 7-9, we can see that fish individuals
autonomously form highly parallel group from the initially
disordered configuration, i.e., the fish individuals can always
form a pattern of collective behaviors no matter what the
learner-teacher ratio is. It proves that the policy learned by
the single-learner is effective.

The results of convergence, order parameter, and effec-
tiveness of the learned policy above suggest that the
single-learner can learn a policy to form a collective behavior
from teachers.

B. MULTI-LEARNER EXPERIMENTS
In themulti-learner experiments, all fish individuals are learn-
ers. There are no teachers in the environment. The learners
share the same Q-network and learn a common policy from
each other. All learners learn at the same time at the start of

each episode, and the rest of the experimental settings are the
same as the single-learner experiments.

1) TRAINING PROCESS
Fig. 10 shows the curve of the average loss during the training
process in the multi-learner experiment. We observed that
the average loss goes down with the increase of training
steps, which indicates that the common policy learned by all
individuals is converge.

In this experiment, we are concerned with the order param-
eter of the whole group in the environment. The curve of
the average order parameter is shown in Fig. 11. In the
first 100 episodes of training, the average order parameter is
below 0.2, indicating that the learners are moving in disorder.
It reveals that they have not learned a policy that enables them
to form a pattern of collective behavior. As the training went
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FIGURE 9. All individuals’ configurations for learner-teacher ratio 50:0.

FIGURE 10. Loss curve for multi-learner experiments.

FIGURE 11. Average order parameter curve for multi-learner experiments.

on, the average order parameter increases gradually. After
400 episodes, it reaches above 0.9, indicating that all learners
canmove in order with their neighbors within their perception
range.

Fig. 12 shows the curve of rewards during training process
in the multi-learner case. As the training goes on, the rewards
increase gradually, which suggests that all learners have more
and more neighbors around them to form collective behavior.
Compared with Fig. 6, the total reward did not increase

FIGURE 12. Reward curve for multi-learner experiments.

until the middle stage of the training, which suggests that
multi-learners are more difficult to learn a policy than single-
learner. This is because when all individuals are learners and
they learn at the same time, the dynamic change of each
learner’s policy leads to the dynamic change of each learner’s
environment. Even if some learners have obtained the optimal
policy, they will be changed, which has a great influence on
the convergence of policy. Fortunately, they learned the policy
of forming a collective behavior in the end.

2) EFFECTIVENESS OF THE LEARNED POLICY
To verify the effectiveness of the policy learned by the learn-
ers, we conduct an experiment. In this experiment, 50 learn-
ers were equipped with the learned policy. We snapshot all
individuals’ configurations at various time step t within an
episode (see Fig. 13). We start recording from time step t=0,
and record once every 2 time steps. It can be seen from Fig. 13
that 50 learners with the learned policy can gradually form
an orderly state from a disordered state, which indicates that
the learned policy is effective for forming collective behavior.
From t=16 to t=30, after 50 learners form collective behav-
ior, they present a rotating trend.
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FIGURE 13. Test results of multi-learner experiments.

FIGURE 14. Single-learner experiment on DQN vs. Q-Learning, (a) reward curve, (b) average order parameter curve.

C. TRAINING PERFORMANCE EVALUATION
In this section, we compared our method with that in [32].
In order to approximate the continuous state, the individ-
ual’s perceived zone was discretized into 1280 states and
3200 states respectively. The single-learner experiments and

the multi-learner experiments were all conducted in the same
settings as above. Fig. 14 shows the reward curve and the
average order parameter in the case of a single learner. Fig. 15
shows the reward curve and the average order parameter in the
case of multi-learner.
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FIGURE 15. Multi-learner experiment on DQN vs. Q-Learning, (a) reward curve, (b) average order parameter curve.

FIGURE 16. Comparison of order parameter for models obtained by three
algorithms in testing experiments.

In the case of single-learner, we observed from Fig. 14(a)
that rewards of DQN increase faster than those of Q-learning.
At the end of the training, the reward can reach more than
4750. However, it is not the case with Q-Learning. The
reward of Q-Learning with 1280 discrete states does not
start to increase until the last 50 episodes. In the end, the
reward reaches more than 4250. The reward of Q-Learning
with 3200 discrete states has no growth trend. And it fluc-
tuates all the time, never exceeding 4000 during the whole
training. From Fig. 14(b), we observe that when using the
DQN algorithm, the average order parameter can reach more
than 0.9 after 300 episodes of training. However, when
using the Q-Learning algorithm with discrete 1280 states and
3200 states, the average order parameter cannot reach 0.9.

In the case of multi-learners, we observe the same results
as in the case of single-learner. The rewards of DQN increase
faster than those of Q-learning, see Fig. 15(a). At the end
of the training, the reward can reach 220,000. However, the
reward of Q-Learning with both 1280 and 3200 discrete states
does not throughout the training. From Fig. 15(b), we observe
that when using the DQN algorithm, the average order param-
eter can reach 1.0 at the end of training. However, when
using the Q-Learning algorithm with discrete 1280 states and
3200 states, the average order parameter cannot reach 0.2.

The above experiments tell us that when the resolution is
too high, the DQN-based method proposed in this paper can
learn a policy with higher rewards to form orderly collective
behaviors, but the method in [32] fails. It follows that our
method is better than that in [32], no matter in the case of
single-learner or multi-learner.

V. DISCUSSION
Although our research mainly focuses on whether the collec-
tive behavior of fish can be modeled through DQN, we actu-
ally also have attempted to use TD3 and SAC to get the
policy of fish. From the experimental results, we found that
these methods can all obtain individual behavior policies that
generate collective behavior, with similar learning processes
and similar behavior policies. The final learned models can
all make individuals form effective collective behavior. How-
ever, when we tested the final learned models of the three
algorithms, we found that the model obtained by the DQN
algorithm can form collective behavior more quickly and has
more stable performance than those obtained by the other two
algorithms. Fig. 16 shows a comparison of the order parame-
ter changes of the models obtained by the three different algo-
rithms in the test experiment. Each model was tested for 10
episodes with 30 time steps per episode. It can be seen that all
three algorithms can eventually make individuals form highly
ordered collective behavior, but the model obtained by the
DQN algorithm can quickly increase the order parameter to
above 0.95 and maintain it steadily above 0.95 in subsequent
time steps. We think that this result may be due to the fact that
the output of the DQN algorithm’s policy is discrete actions,
and we have set the action of maintaining straight motion
in its action space, which makes individuals form collective
behavior faster and better maintain it.

Since the output of the policy learned by DQN algorithm
is a discrete value, we also believe that this policy is easier to
analyze and explore the motion patterns of individuals form-
ing collective behavior. In addition, DQN is a classical and
mature model-free deep reinforcement learning algorithm,
making it easier to implement. Based on the above content,
we finally chose the DQN algorithm for our experiments.
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The experimental results show that our proposed DQN-based
method for modeling collective behavior of fish can obtain
individual movement policies that form collective behavior,
proving that deep reinforcement learning has great poten-
tial as a new method for analyzing and modeling collective
behavior.

VI. CONCLUSION
This paper proposed DQN-based method to model the col-
lective behavior for fish. The movement policy of a fish
individual can be represented with a neural network, whose
input was a continuous state of a fish individual, the relative
angle between its direction and the average direction of its
perceived neighbors. And the change of the number of neigh-
bors was used as a reward signal to guide individuals’ learn-
ing. Two classes of experiments (single-learner and multi-
learner) were conducted. The results showed that the pro-
posed method can obtain models that can generate collective
behavior in both the single-learner case and the multi-learner
case. It revealed that the policy can be obtained via RL even
though the observation was represented with a continuous
state and the reward function was designed only with the
number of neighbors. In addition, we compared the proposed
method with the Q-learning in both single-learner case and
multi-learner case. The results of comparison showed that
the proposed method has a more stable training performance.
In a word, this study demonstrated that deep reinforcement
learning is a potential powerful tool for analysis andmodeling
of collective behavior.
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