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ABSTRACT This paper presents the development and field testing of multiple autonomous surface vehicles
(ASVs) for autonomous cooperative navigation tasks in marine environments. The developed ASVs were
designed in a catamaran hull form, and various systems related to autonomous functionalities, including the
electrical propulsion, wireless communication, and guidance, navigation, and control (GNC) systems, were
integrated with the situational awareness sensor system. Because not all of the navigation and situational
awareness sensor data can be shared owing to the large network load, the network communication and data
protocol structure was designed to enhance the data management efficiency. Furthermore, for cooperative
navigation between multiple ASVs, the network communication system was synchronously shared with
motion information through a robot operating system (ROS) multi-master system. In particular, an autonomy
framework with cooperative navigation and control was designed to enable autonomous cooperative maneu-
vering with multiple ASVs in a global navigation satellite system (GNSS)-denied environment. Furthermore,
a cooperative navigation and control approach based on relative geometric information between vehicles
was implemented in the framework, which incorporated the capabilities of following a predefined path and
maintaining a specific formation based on the relative distance between ASVs. Moreover, to demonstrate the
essential maneuvering and functional capabilities of the cooperative navigation and control approach of the
developed ASVs, preliminary field tests were conducted in an inland water environment, and the test results
are discussed in this paper.

INDEX TERMS Autonomous surface vehicle (ASV), cooperative localization, cooperative navigation and
control, formation control, multiple ASVs.

I. INTRODUCTION
In recent years, industrial demand for autonomous and
unmanned systems has increased significantly due to
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advancements in sensing, embedded systems, and auton-
omy capabilities. In the maritime sector, many missions
are still carried out by humans, resulting in a high risk of
casualties. To replace these tasks with marine unmanned
systems such as autonomous underwater vehicles (AUVs)
and autonomous surface vehicles (ASVs), active research is
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underway to develop intelligent and autonomous unmanned
systems. Although the capabilities of unmanned systems in
performing marine missions are currently limited, the indus-
trial demand for them may increase owing to decreasing
employment opportunities [1], [2], [3]. In particular, ASVs
have been widely used in various marine missions, including,
shallow water surveying, ocean environmental monitoring,
oceanography, structural inspection, maritime surveillance,
and reconnaissance [4]. Most of these missions have been
performed using a single system; however, studies using
multiple ASVs have been actively conducted to perform
missions more efficiently and expand marine applications
with advanced technologies and autonomy capabilities [5].
Cooperative operation using multiple ASVs offers certain
advantages for performing multi-objective missions in terms
of time efficiency, complementary detection ability, and fault
detection and tolerance in comparison with using a single
ASV [6]. In addition, new marine missions can be performed
by fusing information obtained from individual vehicles and
sharing spatial and situational awareness information over a
wide area.

To maximize the merits of operating multiple ASVs, cer-
tain factors must be considered more technically than when
operating a single ASV. In terms of system and device com-
ponents, each ASV is typically designed to be equipped with
interchangeable all-ASV compatible sensors and devices
mounted on it. Further, low-cost sensors mounted on each
vehicle to implement technologies that can increase effi-
ciency in terms of performance and specifications compared
with advanced sensors mounted on a single vehicle must
be used. Furthermore, the information obtained and fused
in each vehicle must be synchronously exchanged in real
time through a configured wireless network system. Hence,
a network communication structure and exchanging data pro-
tocol must be well organized according to the network system
specifications and configuration.

To meet these requirements, multiple systems have been
integrated and implemented using a robot operating sys-
tem (ROS). The topic publishing and subscribing structure
provided by a ROS facilitates systematic management and
sharing of vital statuses and information messages of mul-
tiple systems. However, only one ROS master can exist in
a network when applying ROS to multiple robot systems.
However, an extension that enables the deployment of mul-
tiple ROS masters exists, which is referred to as ROS multi-
master [7]. The ROSmulti-master extension supports various
ROS networks communicating with each other such that it
can support multiple robotic systems [8]. Several studies
on multi-agent and multi-robot applications using a ROS
multi-master have been conducted [9], [10].

To ensure autonomy while achieving the goals of various
missions and tasks using multiple ASVs, a cooperative navi-
gation and control framework that enables sharing of mutual
information between vehicles must be systematically con-
structed. The basic framework can be similar to the guidance,

navigation, and control (GNC) system of a single ASV.
However, cooperative navigation, localization, and formation
control technologies must be included in the framework to
enable the safe simultaneous operation of multiple ASVs
in a harsh environment. When operating multiple ASVs,
cooperative navigation technologies must be implemented
to address navigation problems caused by global navigation
satellite system (GNSS) failures, whether temporary or per-
manent [11], [12]. GNSS-related navigation problems can
occur in real systems owing to several accidental and delib-
erate reasons, such as hardware and software failures and
network system errors [13], [14]. To address these problems,
cooperative navigation and localization techniques through
information exchange between vehicles have been actively
studied [15]. Cooperative localization has been developed for
various types of autonomous systems, such as ground mobile
robots, aerial vehicles, and marine vehicles. A cooperative
positioning system has been proposed for ground mobile
robotic systems using three-dimensional (3D) laser scanning
to minimize position error accumulation [16]. Further, coop-
erative localization using heterogeneous robotic systems has
also been studied to ensure the cooperation between different
types of robots, such as unmanned ground vehicles (UGVs)
and unmanned aerial vehicles (UAVs) [17], [18], [19]. In the
case of marine applications, cooperative navigation has been
extensively studied for various types of multiple autonomous
systems. Multiple AUVs have been the subject of several
studies on cooperative navigation [20], [21], [22]. Both het-
erogeneous and homogeneous structures have been investi-
gated for the cooperative navigation of multiple AUVs [23].
Furthermore, research has been conducted on the cooperation
between ASVs and AUVs [24], [25], [26], [27]. Cooperative
navigation and localization approaches are implemented by
sharing data between vehicles, allowing low-accuracy vehi-
cles to be localized using high-accuracy vehicle information.

Furthermore, the cooperative navigation and control
framework must comprise key technologies, including for-
mation control to build or transform various specific geo-
metric shapes and collision avoidance between ASVs [28],
[29]. To achieve formation maintenance and transforma-
tion, various approaches have been proposed, including
leader–follower [30], [31], [32], virtual structure (or vir-
tual leader) [33], [34], [35], and behavior-based [36], [37]
approaches. Oh et al. [38] proposed the categorization of
formation control schemes into position-, displacement-, and
distance-based controls according to the types of sensing
capabilities and interaction topology. During the mainte-
nance and transformation of specific geometric shapes, the
framework design must consider a formation path plan-
ning approach, including a collision avoidance strategy
between vehicles as well as static or dynamic objects or
both [39], [40], [41].

In this study, three ASVs with a cooperative navigation
and control framework were developed to implement the
fundamental autonomous navigation functionalities required
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for advanced marine missions. An autonomy framework with
cooperative navigation and control is proposed to estimate the
motion information of a vehicle based on an extendedKalman
filter (EKF). Relative geometric information between vehi-
cles was used to manage GNSS failures or operate in a
GNSS-denied environment. In addition, the autonomy frame-
work was designed to build or transform specific geometric
shapes between vehicles based on the hybrid formation con-
trol approach, whichwas fused based on the virtual leader and
leader–follower concepts. The three ASVs were divided into
one leader and two follower vehicles, and the leader vehicle
provided virtual goal waypoints that were followed by each
vehicle with formation maintenance by exchanging motion
information between vehicles. Further, to implement these
autonomous functionalities, each vehicle was built using var-
ious hardware modules and software algorithms. Moreover,
their feasibility was demonstrated through field tests in an
inland water environment.

The remainder of this paper is organized as follows:
Section II presents an overall description of the hard-
ware and software architectures of the developed system.
Section III presents the autonomy algorithms designed for
autonomous cooperative navigation and control. Field exper-
imental results with multiple ASVs in an inland water envi-
ronment are presented and discussed in Section IV. Finally,
Section V summarizes the findings of this study and pro-
vides a brief discussion on future research prospects and key
aspects to be considered when implementing multiple ASVs
in real time and for maritime missions.

II. SYSTEM DEVELOPMENT
A. DESIGN REQUIREMENTS
The reliability and robustness of the developed system should
be a fundamental capability for performing allocated mis-
sion tasks using multiple ASVs. Each ASV was designed
as a catamaran-type hull platform to ensure maneuvering
stability and ease of installation. Furthermore, each ASV was
equipped with validated commercial-off-the-shelf (COTS)
sensors and devices to secure reliability and durability and
reduce maintenance costs. To achieve autonomous capa-
bilities, a GNSS-based navigation system and an inertial
measurement unit (IMU), as well as a sensor system for sit-
uational awareness using a radar, stereo camera, and LiDAR,
were installed on each vehicle. In addition, wireless network
systems and communication data structures were designed
to facilitate simultaneous operation and data transmission
between vehicles without network latency in real time.
A ROS-based middleware framework enables high compati-
bility and scalability with systems and autonomy algorithms;
this was adopted to implement vehicle autonomy function-
alities, including an autonomous cooperative navigation and
control framework. Furthermore, it was integrated into each
ASV system. Moreover, each ASV was designed to maneu-
ver as an independent vehicle, implying that each vehicle
was equipped with autonomous solutions and could handle

TABLE 1. Specifications of the developed MAIVs.

undesirable situations such as network or system failures of
other vehicles within multiple ASVs.

B. HARDWARE ARCHITECTURE
Fig. 1 shows the developed ASVs and the hardware architec-
ture for each vehicle. The ASVs are referred to as mid-scale
autonomous and intelligent vehicles (MAIVs) and consist
of two types of vehicles; MAIV-1 (Fig. 1(a)) is desig-
nated as the leader vehicle, and it is slightly larger than
MAIV-2 and MAIV-3 (Fig. 1(b)), which are designated as
follower vehicles. The key specifications of the MAIVs
equipped with various integrated sensors and devices are
summarized in Table 1. To consider the system mainte-
nance efficiency in terms of hardware and software sys-
tems, identical key component sensors and devices were
integrated into each vehicle. Each vehicle comprised several
component units: a battery management system (BMS) with
three batteries and a control unit of twin outboard thrusters,
a wireless fidelity (WiFi) and emergency (EMC) commu-
nication network unit for reciprocal sharing of information,
a navigation and situational awareness sensor device unit,
and an autonomous navigation and control unit, as shown
in Fig. 2.

The onboard computer was integrated with an Intel CPU
running Ubuntu and a ROS as the middleware, which imple-
mented data processing related to navigation sensors and
control systems. Another onboard computer was used for
processing the situational awareness sensor data (e.g., the
stereo camera, radar, and LiDAR). In addition, a microcon-
troller unit (MCU) with an STM32F7 core was integrated
to transmit and receive the control command and status data
between the onboard computer and BMS/thruster unit. Data
were exchanged based on the UART interface. Furthermore,
the motion information estimated from the navigation unit of
each vehicle was reciprocally shared using a WiFi communi-
cation system.
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FIGURE 1. Overview of the mid-scaled autonomous and intelligent vehicles (MAIVs) and hardware architecture developed in KRISO: (a) MAIV-1 is
used as the leader ASV; (b) MAIV-2 and MAIV-3 are used as the follower ASVs.

FIGURE 2. Schematic of the hardware architecture of the BMS and propulsion system of the MAIVs, communication system, navigation and
situational awareness sensors, and onboard navigation and control system for autonomy. BMS: battery management system; EMC: emergency;
GNSS: global navigation satellite system; MCU: micro control unit; RC: remote control; GNC: guidance, navigation, and control; FOG: fiber optic
gyroscope; AHRS: attitude and heading reference system.

C. NETWORK ARCHITECTURE
To achieve complementary cooperative capabilities between
vehicles, the entire fleet, including the three MAIVs, simul-
taneously used their mounted situational awareness sensors.
In summary, the fleet used three LiDARs, three radars, and
three stereo camera systems. Therefore, a large computa-
tional and network load was expected on the entire system.
Specifically, the network bandwidth required for transmitting
point cloud data from a LiDAR as a ROS message is typi-
cally 65MB/s, whereas the image data from radar and stereo
camera systems may require up to 3.0 MB/s. Given that we
have three MAIVs, this amount of bandwidth could poten-
tially cause data loss or significant network delays. To ensure
reliable MAIV maneuvers without unstable network latency,
the following network design aspects were considered: First,

each vehicle must operate independently as a complete sys-
tem such that it can handle occasional or potential network
failures. From a ROS application perspective, this implies
that the developed system must operate as its own ROS
master environment. Second, each vehicle must have the
ability to interact with other vehicles based on a broadcast
communication network solution to obtain complementary
perception capabilities and perform cooperative missions.
Third, a systematic data-sharing structure between vehicles
must be established. In particular, because the bandwidth of
the wireless network was limited to 1 Gbps, determining the
data to share was an important factor in terms of network load.

Hence, to fulfill these design considerations, a data
integration structure comprising two sensor fusion stages
was applied. The first sensor fusion stage, which merged

36206 VOLUME 11, 2023



J. Park et al.: Multiple ASVs for Autonomous Cooperative Navigation Tasks in a Marine Environment

FIGURE 3. Network architecture based on a ROS multi-master
configuration with the developed MAIVs: (a) Network structure with
respect to low/high-bandwidth sensor interface; (b) Network structure
among the processing and GNC modules between the MAIVs.

the perception results of the LiDAR, stereo camera, and
radar, was performed in each vehicle system. Subsequently,
MAIV-wise sensor fusion was performed based on swarm

operation. This structure offered advantages in terms of com-
putational load distribution and network load minimization.
Our object detection system for LiDAR, radar, and stereo
camera systems was designed to have a capacity of 56 bytes
per detected object. During PC-to-PC or MAIV-to-MAIV
communication, we did not transfer raw data from detec-
tion sensors. Instead, the sensor-wise object detection results
were fused with the MAIV-wise object results, which had
a capacity of 80 bytes per detected object. The final result
of the MAIV-wise object detection was then transmitted to
the leader MAIV through wireless communication and fused
into the fleet-wise object detection results. Fig. 3 shows the
network structure of theMAIVs. Amore detailed explanation
with the formulation is addressed in Section III.B.

In terms of software implementation, we used ROS as a
main development framework. ROS is a powerful middle-
ware platform for improving the development efficiency of
various autonomous systems. It is designed to have a graph
architecture composed of a set of nodes, and each node refers
to a unit process that covers from low-level device control
to the implementation of high-level algorithms. In the devel-
oped system, those sensor device units, BMS and thruster
control unit, the EMC and WLAN unit, and autonomous
cooperative navigation unit operated as individual nodes.
Software integration was accomplished by publishing and
subscribing messages between nodes, and communication
between nodes was governed by the ROS master operating
on each MAIV. Connection and data transfer between nodes
were implemented using the ROS API to ensure user con-
venience. In the developed system, the ROS multi-master
was adopted to address the aforementioned considerations.
A multi-master enabled multiple ROS systems to manage
and communicate with each other without affecting the ROS
network of each system [7]. Consequently, each vehicle
remained an independent system while being fully compat-
ible with the other vehicles. In addition, all data, includ-
ing navigation, control, and perception information, were
shared throughout the network system configured for each
vehicle.

D. SOFTWARE ARCHITECTURE
The primary design requirement of the software architecture
was reliable and robust algorithms in all operating situa-
tions. The developed software involved hardware interface
modules, and autonomous algorithms were implemented in
C/C++ for real-time maneuvering and operation.

The software components comprised two modules: an
intelligent situational awareness (iSA) module and a GNC
module. The iSAmodule for intelligent situational awareness
was implemented for sensor data processes, including data
logging, unit conversion, object detection and tracking, and
the delivery of processed information to the GNC module.
Because two high-resolution cameras, LiDAR, and radar data
processing exert a large computational load on a single com-
puter, data processing latency can occur. Thus, preprocessing
techniques that reprocessed the raw data received from each
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situational awareness sensor were used to consider an effi-
cient computational processing load.

A GNC module includes the guidance, navigation, and
control algorithms for implementing autonomy capabilities
associated with cooperative navigation and control tasks.
The module carries data through various device interface
components to the propulsion and emergency systems as
well as control commands received from a ground control
station (GCS). Here, in the cooperative navigation and control
unit, a localization approach corresponding to GNSS-denied
situations was incorporated based on the relative geometric
information between vehicles, as described in Section III-B.
The cooperative control unit included two maneuvering
capabilities: waypoint guidance and tracking and forma-
tion control approaches, which are described in detail in
Sections III-A and III-C, respectively.

III. AUTONOMOUS COOPERATIVE NAVIGATION AND
CONTROL FRAMEWORK
The GNC module framework for cooperating with
autonomous navigation and control betweenMAIVs is shown
in Fig. 4. In the navigation unit, a cooperative naviga-
tion approach based on relative geometric information was
designed to prevent navigation problems derived from GNSS
failure and degradation and GNSS-denied situations. Further,
a cooperative guidance and control approach in the guidance
and control unit facilitated the adoption of a desired geometric
pattern between multiple vehicles by sharing estimated infor-
mation from the navigation unit. The proposed approaches for
the designed cooperative framework are described in detail
next.

A. WAYPOINT GUIDANCE APPROACH
The autonomous navigation framework for cooperative
navigation between MAIVs was designed based on the for-
mation control scheme through the fusion of the virtual leader
and leader–follower approaches. The leader MAIV-1 gener-
ated and provided virtual waypoints to build the predefined
formation of the MAIV fleet using the motion information
of the follower MAIVs. Subsequently, the generated way-
points were assigned as the goal waypoint of each MAIV,
and a guidance and control approach for rapidly following
the goal waypoint and concurrently minimizing the errors
corresponding to line-of-sight (LOS) and cross-track (CT) is
preferentially required. Thus, a waypoint tracking guidance
and control scheme was individually implemented for each
vehicle.

Because the platform type of each vehicle was developed
as a nonholonomic system, it was assumed that the motion
model of each vehicle could be simplified as a three-degree-
of-freedom (3-DOF) system, as shown in Fig. 5. Moreover,
the proposed LOS guidance approach was modified and
applied to minimize the LOS error corresponding to the
angle of the direction from which the vehicle was head-
ing toward the goal waypoint. A general LOS guidance
approach involves creating a virtual circle around the vehicle

to guide its direction. The performance of this approach is
highly dependent on the size of the virtual circle chosen.
In our implementation, the size of the virtual circle was
determined based on the goal waypoint, ensuring that the
LOS of the vehicle always pointed toward it. The LOS error
between the ith vehicle and its goal waypoint was calculated
as ψi,e = ψi − ψi,los, where ψi,los = tan−1((yi,los −

yi)/(xi,los − xi)). In contrast, the CT guidance approach
was employed to minimize the CT error corresponding to
the perpendicular distance from the straight line between
the previous and current goal waypoints to the current
position of the vehicle. The CT error was calculated as
di,cte =

(√
(xi,los − xi)2 + (yi,los − yi)2

)
sinα, where α =

tan−1((yi,los − ypi,wp)/(xi,los − xpi,wp)) − ψi,e. The guidance
approach was designed such that wherever the position of the
vehicle was, xi,los and yi,los were set to xci,wp and y

c
i,wp as the

current goal waypoints.

B. COOPERATIVE LOCALIZATION
1) LOCALIZATION OF A SINGLE VEHICLE UNDER
NORMAL CONDITIONS
MAIVs that move on the water surface can utilize GNSS
to acquire current positions. The developed vehicle was
equipped with an onboard GNSS and IMU to estimate the
position and attitude of the vehicle. Further, a localization
system for each vehicle performed fusion processing with the
GNSS and IMU to estimate its 3D location and attitude under
normal conditions. The localization process through GNSS
and IMU fusionwas designed and implemented using an EKF
framework. The state vector of the EKF for pose estimation
is defined in (1).

x =
[
x, y, z, φ, θ, ψ, u, v,w

]
⊤ (1)

here x, y, and z represent the 3D positions, φ, θ , and ψ
represent the 3D attitude of the vehicle, and u, v, and w repre-
sent the body-fixed frame velocities of the vehicle. Although
MAIVs move on the water surface, they can also experience
heave, roll, and pitchmotions. Hence, the localization process
should estimate 3D position and attitude, as defined in (1).

As a traditional EKF-based tracking filter scheme, the pro-
posed localization filter comprised prediction and correction
steps. In the prediction step, the IMU was used to predict the
motion information, which is defined as a kinematic model
of the vehicle (2).

x̂(t) = f (x(t − 1), ut ) (2)

here f (·) is the kinematic model of the vehicle and ut is the
control input for time t . In the proposed method, ut represents
the sensor data measured from the IMU, which includes the
three accelerations (ax , ay, az) along with the three angular
velocities (ωx , ωy, ωz) at time t (3).

ut =
[
ax , ay, az, ωx , ωy, ωz

]
⊤ (3)

The uncertainty in the current vehicle state is represented by
the covariancematrix in the EKF localization framework. The
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FIGURE 4. Data flow description for the cooperative navigation and control framework. To control the overall operating situation as a
leader vehicle, MAIV-1 comprises a tracking and estimation unit for merging motion information from MAIV-2 to N-vehicle.

FIGURE 5. Description of guidance laws for waypoint tracking: (xi , yi , ψi )
is the i th vehicle’s current motion, and (xp

i,wp, yp
i,wp) and (xc

i,wp, yc
i,wp)

denote the previous and current goal waypoints in the reference
coordinate system, respectively.

covariance P̂(t) corresponding to the predicted state (2) can
be obtained as (4).

P̂(t) = FtP(t − 1)Ft
T

+ BtQ(t)Bt
T (4)

here Ft and Bt represent the Jacobian matrices of the kine-
matic motion model f (·) with respect to the state x̂ and the
control input ut , respectively, and Q(t) represents the covari-
ance matrix of the control input.

In the correction step of the tracking filter, GNSS was
used to correct the predicted motion information using a 3D
location (5).

zGNSS =
[
zx , zy, zz

]
⊤ (5)

Using the measurement of GNSS, the Jacobian matrix corre-
sponding to themeasurementmodel can be represented as (6).

Ht =
[
I3×3, 03×6

]
(6)

Using the measurement model, the corrected state can be
computed using conventional EKF correction equations.

x(t) = x̂(t) + Kt (zGNSS (t) − ẑGNSS (t)) (7)

where ẑGNSS represents predicted measurement, andK repre-
sents Kalman gain acquired as

Kt = P̂(t) + Ht (Ht P̂(t)HT
t + R(t))−1 (8)

where R(t) represents the covariance matrix of the mea-
surement noise. The corresponding covariance matrix of the
corrected state is obtained as

P(t) = (I − KtHt )P̂(t) (9)

By following the steps outlined previously, each vehicle can
determine its own position and attitude by fusing data from
the GNSS and IMU. Fig. 6 illustrates the EKF localization
process, which involves fusing the IMU and GNSS for a
single vehicle.
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FIGURE 6. EKF localization for a single vehicle by fusing its IMU
and GNSS.

2) COOPERATIVE LOCALIZATION USING RELATIVE
GEOMETRIC INFORMATION
Because information measured by a single vehicle, as well as
relative information between vehicles, can be used, a multi-
vehicle system offers advantages in terms of performance
efficiency. In particular, a multi-vehicle system can perform
given tasks even when the navigation system of a unit vehicle
fails. In addition, the proposed approach provided a cooper-
ative localization method using the relative geometric infor-
mation of vehicles. Each vehicle is assumed equipped with
exteroceptive sensors such as radar, LiDAR, and cameras.
Vehicles can acquire relative geometric information, such as
the range and bearing of other vehicles, using these external
sensors. Thus, these sensors can be used to detect other
surface objects around the vehicles to identify them and avoid
collisions. This study focused on the acquisition of relative
geometric information of the developed MAIVs. Further-
more, the frameworkwas designed considering the scalability
of the number of vehicles in a multi-vehicle system.

The proposed cooperative localization method was imple-
mented by tracking the motion information of the other vehi-
cles. Each vehicle estimated and tracked the locations of other
vehicles using the relative geometric information acquired by
external sensors. Moreover, the vehicles in the multi-vehicle
system shared the estimated motion information of each
vehicle with other vehicles. Through the adoption of the
leader–follower concept, each follower vehicle published its
estimated motion information, including its own position and
attitude toward the leader vehicle. Subsequently, the leader
vehicle merged the estimation results of all vehicles in the
operating system.

Fig. 4 depicts the data flow for the tracking and estimation
processes by merging the motion information of the vehicles.
The tracking and estimation processes involved the estima-
tion of motion information and detected objects. In Fig. 4,
MAIV-1was considered the leader vehicle, and other vehicles
from 2 to N were used as follower vehicles. The leader

and follower vehicles performed localization processes using
GNSS and IMU fusion, and the motion information of other
vehicles was estimated using external sensors. For simplic-
ity, each vehicle estimated the complete motion information
in (1) for itself, whereas only the two-dimensional location
(x and y) was estimated for other vehicles. When the ith
vehicle detected all other vehicles using its own sensors, the
state vector of the estimation was represented as (10)

xi =
[
xv,i, x1, · · · , xi−1, xi+1, · · · , xN

]
⊤ (10)

where xv,i represents the 3D full-state vector of the ith vehi-
cle, and xj represents the two-dimensional location of the
jth vehicle. As previously mentioned, all follower vehicles
published the estimated states with covariances to the leader
vehicle. The leader vehicle then merged all data, including
its own estimated data and that received from the follower
vehicles. Thus, it could obtain an accurate estimation for all
vehicles. Moreover, if required, the merged data could be
published from the leader vehicle in a broadcasting manner
to ensure that all maneuvering vehicles had the entire merged
data.

Fig. 4 demonstrates an example of the operation of the
cooperative navigation framework. In this scenario, MAIV-1
is designated as the leader vehicle and MAIV-2 and MAIV-3
function as follower vehicles. The merged state vector for the
leader vehicle (MAIV-1) can be represented as follows:

x1 =
[
xv,1, x2, x3

]
⊤ (11)

where xv,1 represents the 3D full-state of MAIV-1, and x2
and x3 represent the 2D positions of MAIV-2 and MAIV-3,
respectively. This enables the leader vehicle (MAIV-1) to
estimate the positions and attitudes of the follower vehicles
(MAIV-2 and MAIV-3) in addition to its own. As mentioned,
the merged data can then be shared with the member vehicles,
allowing all vehicles to have access to the same information.

The proposed cooperative localization was achieved using
the aforementioned data merging and sharing processes.
However, when a follower vehicle of a multi-vehicle system
fails to determine its own location, the vehicle must perform
localization using the location of other vehicles. The onboard
localization system may fail owing to various reasons such
as GNSS fault and temporary onboard network failure. This
may result in unreliable and inaccurate estimation. In such
situations, the vehicle can estimate its own location using
the relative geometric information of other vehicles. Thus,
a vehicle with onboard localization system failure can per-
form localization using other vehicles as moving landmarks.

By assuming that all vehicles can merge data via wireless
inter-vehicle communication, the cooperative localization
problem can be converted to a simple localization problem
with a known landmark map. In other words, each vehicle
is able to accurately estimate the 2D positions of other vehi-
cles using the data merging process. This means that in the
event of an onboard localization failure, a vehicle can still
estimate its own location relative to the other vehicles using
their accurately estimated positions. The relative geometric
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FIGURE 7. Relative geometric information acquisition (range and bearing)
between two vehicles.

information, which comprises the range and bearing between
two vehicles, acquired by the external sensor was used to
correct the uncertain location of the vehicle with localization
failure. The measurement of the jth vehicle with respect to the
ith vehicle is represented by (12).

zij =

[
r ji θ

j
i

]
⊤

(12)

here r ji and θ
j
i are the relative range and bearing of the jth

vehicle with respect to the ith vehicle, respectively. As previ-
ously mentioned, these were acquired from external sensors
equipped in the ith vehicle. Fig. 7 shows the relative geomet-
ric information of the two vehicles. Range r ji is defined as
the distance between the center points of the two vehicles.
Bearing θ ji is the relative bearing angle of the jth vehicle with
respect to the ith vehicle.

The measurement model using the measurement in (12) is
obtained as follows:

ẑij = h(x̂i) (13)

=

[ √
(xj − xi)2 + (yj − yi)2

atan2(yj − yi, xj − xi) − ψi

]
(14)

Using the aforementioned measurement model, the ith
vehicle can determine its own location evenwhen the onboard
localization sensors fail. Consequently, the multi-vehicle sys-
tem can continue to perform a particular task using the pro-
posed cooperative localization processes.

Fig. 8 illustrates the proposed cooperative localization
approach. Under normal conditions, all three vehicles can
accurately estimate their positions by fusing GNSS and IMU
data. However, if MAIV-1 suffers from GNSS fault, it cannot
perform accurate self-localization using its onboard system,
producing inaccurate and highly uncertain results. In such a
case, MAIV-1 can leverage LiDAR sensors to detect MAIV-2
or MAIV-3 and use the relative geometric information to

FIGURE 8. Conceptual explanation on cooperative localization. Black
ellipses represent the estimates obtained from the onboard localization
system, while blue ellipses represent position estimates obtained from
cooperative localization when the onboard localization system fails:
(a) Three MAIVs perform accurate localization under normal conditions;
(b) MAIV-1 experiences an onboard localization system failure but
corrects its uncertain position estimation using cooperative localization.

correct its own position estimation by incorporating the loca-
tion of other MAIVs.

C. COOPERATIVE FORMATION CONTROL
1) FORMATION CONTROL BASED ON THE ARTIFICIAL
POTENTIAL FIELD APPROACH
While each vehicle maneuvers toward each aiming waypoint,
a conflict between vehicles may occur. To prevent and resolve
this conflict, the potential field approach based on two types
of relative distances, that is, the distance between vehicles and
the distance from a vehicle to the predefined goal waypoint
was used, as shown in Fig. 9. By defining an appropriate
potential field function [42], [43], the potential field force
was derived and employed as a control input in the designed
control framework of each vehicle. Herein, the predefined
potential field function was assumed differentiable over a
specific interval. The potential field function related to the
potential force could then be expressed as F(qv, qwp) =

−∇U (qv, qwp). Furthermore,∇U (qv, qwp) was defined as the
gradient vector of the potential field function (U ), which
could be defined as the sum of attractive and repulsive field
functions, as follows:

U (qv, qwp) = Uatt (qv, qwp) + Urep(r(qv)) (15)

where qwp denotes the goal waypoint (xcwp, y
c
wp) of the

assigned vehicle, qv denotes the vehicle position (x, y), and
r(qv) denotes the Euclidean distance between the vehicle and
its neighboring vehicle. For example, the distance between
the ith and jth vehicles is defined as r ji (qi,v) ≡ r ij (qj,v).
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FIGURE 9. Proposed formation control scheme.

The potential field force can be divided into attractive and
repulsive forces as follows:

F(qv, qwp) = Fatt (qv, qwp) + Frep(qv)

= −∇Uatt (qv, qwp) − ∇Urep(r(qv)) (16)

The attractive potential function is expressed as

Uatt (qv, qwp) =
1
2
kα(d2wp(qv, qwp)) (17)

where kα is a positive scalar control factor and dwp(qv, qwp)
denotes the Euclidean distance between the vehicle and its
goal waypoint. For example, the distance between the ith
vehicle and its goal waypoint is d i,wp(qi,v, qi,wp).

The repulsive potential function is defined as

Urep(r(qv)) =


kβ (ln(r(qv)) +

rmin

r(qv)
) rmin<r(qv)<rmax

kβ (ln(rmax) +
rmin

rmax
) r(qv)≥rmax

(18)

where kβ denotes the scalar control factor. In addition, rmax
and rmin denote the maximum and minimum distances influ-
enced by the other vehicle, respectively.

2) VEHICLE CONTROL TO FOLLOW THE PROPOSED
GUIDANCE LAWS AND FORMATION CONTROL SCHEME
To control the heading angle and speed of each vehicle along
the desired waypoints, a conventional proportional-derivative
(PD) controller was designed and implemented using the
LOS and CT guidance approaches. The control input for the
vehicle autopilot is defined as u = u0 + ugc + ufc. u0
denotes the control input for the nominal cruising speed of the
vehicle. Considering the LOS and CT guidance approaches,
the control input is designed as

ugc = ρ(kplosψe + kdlosψ̇e)

+ (1 − ρ)(kpctedcte + kdcteḋcte) (19)

here, kp
{�} and k

d
{�} are the proportional and differential gain

coefficients, respectively, which determine the weight of the

transfer factors and consider the units of errors. The ratio of
the relative distance, denoted by ρ, represents the distance
between (xpi,wp, y

p
i,wp) and (x

c
i,wp, y

c
i,wp) relative to the distance

from (xi, yi) to (xci,wp, y
c
i,wp). ρ is adaptively used as the weight

factor, and if it larger than 1, it is set to 1. Further, the control
input for formation control ufc on the ith vehicle is expressed
as

ui,fc = Fatt (qi,v, qi,wp) + Frep(qi,v)

= −∇Uatt (qi,v, qi,wp) −

n∑
i̸=j

∇Urep(r
j
i (qi,v)) (20)

When another vehicle was within a certain radius of each
vehicle, the control input generated by the resultant force was
reflected to prevent and release conflicts between vehicles in
the designed control framework.

IV. FIELD EXPERIMENTS
This section describes the experimental results of the pre-
liminary field tests conducted in an inland water environ-
ment. The aim was to demonstrate the feasibility of the
developed system and designed autonomous cooperative
navigation and control framework. Various field tests were
conducted in the waters near Jangseong Lake, and the GCS
was located to simultaneously operate, control, and moni-
tor the developed MAIVs, as shown in Fig. 10. Moreover,
the proposed GNC algorithms were implemented to con-
firm the operational stability and reliability of the developed
system. To validate the feasibility of the proposed relative
geometric information-based navigation approach, a test was
performed to estimate the motion information using only
the LiDAR-estimated information by considering a situation
where GNSS was not received. In addition, several field tests
for validating the proposed cooperative formation control
scheme were conducted considering two types of formations:
longitudinal and triangular.

A. WAYPOINT GUIDANCE AND TRACKING CONTROL
The field test results corresponding to each vehicle imple-
mented with the proposed GNC approach are shown in
Fig. 11. The nominal cruising speed of each MAIV was
set to approximately 3–5 knots and the circle of acceptance
radius for each waypoint was set to 2.5L. Under nominal
cruising operation conditions, the root mean square error
(RMSE) of the cross-track was approximately within 1.5L
on average for each MAIV, except for the turning sections
when altering the goal waypoint. In addition, the turning
radius with respect to the port and starboard directions of each
vehicle was approximately within 3L. These maneuvering
performance test results prove the feasibility of the proposed
GNC approach.

B. MAIV COOPERATIVE NAVIGATION AND LOCALIZATION
Inland field tests were performed to verify the performance of
the proposed cooperative localization method. The MAIVs
were controlled to follow a particular path by maintaining
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FIGURE 10. Test site images of Jangseong Lake, Jangseong-gun, Republic of Korea, overlaid with an area wherein the field tests were conducted
and the ground control station (GCS) for operating and controlling the MAIVs. The field test area was set considering the wireless communication
range (approximately up to 750–800 m).

their relative formation.MAIV-1 was considered as the leader
vehicle, and the other two vehicles followed it up to a certain
distance. The network systems of all MAIVs were connected
via wireless communication to facilitate sharing the estima-
tion results between vehicles. Fig. 12 shows the location
of the GCS and true trajectories of the three MAIVs. The
MAIVs maneuvered from south to north. The three MAIVs
exhibited complexmotions around the starting points because
they were initially located at arbitrary positions and head-
ing directions. After passing the first waypoints defined as
starting locations, the MAIVs maneuvered forward by fol-
lowing the given goal waypoints while maintaining a relative
formation.

1) RELATIVE GEOMETRIC INFORMATION ACQUISITION
As a preliminary test, a field test without objects other
than the three MAIVs was conducted. The onboard LiDAR
(Ouster, OS1-64) was used to acquire the relative geometric
information between the two vehicles because they were
operated within the LiDAR detection range. Further, to esti-
mate the relative range and bearing between the two vehicles
using a LiDAR sensor, the procedure was divided into three
phases. The first was the filtering process phase, wherein
a voxel grid filtering technique was employed to enhance
the computing efficiency and minimize inherent noises (e.g.,
a reflection of water and wake) induced in the marine envi-
ronment and outliers over the point cloud data. Subsequently,
the density-based spatial clustering of applications with noise
(DBSCAN) method [44] was applied to identify objects
with an arbitrary shape, such as vessels and buoys, in the
marine environment. This method is a highly efficient clus-
tering approach for large spatial point cloud data. Finally,
in the closing phase, using the clustered objects, the relative

distance and bearing information were calculated from the
center point of the clustered point clouds.

2) RESULTS OF THE PROPOSED APPROACH
To test the performance of the cooperative navigation and
localization method, the GNSS failure situation was simu-
lated in MAIV-1 without using GNSS data. The simulated
GNSS failure ranged from 200 to 290 s. During the GNSS
failure, MAIV-1 performed cooperative navigation and local-
ization processes. It acquired relative geometric information
for both MAIV-2 and MAIV-3 using its onboard LiDAR
sensor. The cameras and radar could also be used to detect
other vehicles. However, three MAIVs were closely located
during the test; thus, the LiDAR could be more effective in
acquiring relative geometric information.

Fig. 13 presents the estimated results for the three MAIVs.
Because MAIV-2 and MAIV-3 could reliably localize using
GNSS and IMU, their estimated locations showed accurate
results. The experimental results, as shown in Fig. 13, indicate
that MAIV-1 estimates its own location even when GNSS
was not available, as mentioned previously. The cooperative
navigation and localization performance was evaluated using
the localization error. Fig. 14 shows the estimation errors
for MAIV-1. When an onboard GNSS was available, the
estimated error was less than 0.2 m for most of the exper-
imental period. The estimation error was larger than 0.5 m
for two main periods: 50–120 and 200–290 s. The first was
not induced by GNSS failure. At 50–120 s, the monitoring
boat maneuvered closer to MAIV-2. Further, LiDAR detec-
tion confused the monitored boat with MAIV-2; therefore,
incorrect detection resulted in an estimation error. During the
GNSS failure, which ranged from 200 to 290 s, the error
increased to approximately 1.0 m. Although the estimation
error was larger than the normal condition of GNSS-based

VOLUME 11, 2023 36213



J. Park et al.: Multiple ASVs for Autonomous Cooperative Navigation Tasks in a Marine Environment

FIGURE 11. Results for the proposed GNC approach: (a) Field test of
MAIV-1; (b) Field tests with respect to MAIV-2 and MAIV-3.

localization, it did not diverge and was bounded by less than
1.2 m. Thus, the experimental results show that the proposed
method can provide a reliable estimation of the cooperative
navigation and localization system, despite detection errors
and GNSS failure.

FIGURE 12. Cooperative navigation and localization scenario:
(a) Snapshots of the MAIV maneuvering trajectories; (b) Trajectories of
the MAIVs that maneuvered while maintaining an arbitrary longitudinal
formation.

FIGURE 13. Trajectory estimated by the proposed cooperative localization
method compared with the true trajectory of MAIV-1.

FIGURE 14. Estimated error for MAIV-1 that was simulated with GNSS
failure.

C. COOPERATIVE GUIDANCE AND FORMATION CONTROL
Two types of field tests were conducted to demonstrate
the proposed cooperative formation control scheme. Fig. 15
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FIGURE 15. Snapshots for autonomous cooperative formation tasks
for MAIVs.

FIGURE 16. Result for maintaining a longitudinal geometric formation of
the proposed formation control scheme: (a) Trajectories of the MAIVs that
maneuvered while maintaining an arbitrary longitudinal formation;
(b) Time history of the relative distance between MAIV-1 and MAIV-2 (red
dot line) and between MAIV-2 and MAIV-3 (green star line).

shows the field test results for maintaining the relative dis-
tance between the vehicles in a row. In these tests, the
leader vehicle (i.e., MAIV-1) maneuvered at a constant speed
toward the predefined waypoint, and the follower vehicles

FIGURE 17. Result for maintaining a triangular geometric formation of
the proposed formation control scheme: (a) Trajectories of the MAIVs that
maneuvered while maintaining an arbitrary triangular formation; (b) Time
history of the relative distance between MAIV-1 and MAIV-2 (red dot line,
RMSE for the relative distance: 3.52 m), between MAIV-1 and MAIV-3
(green star line, RMSE for the relative distance: 2.89 m), and between
MAIV-2 and MAIV-3 (blue upward-pointing triangle line, RMSE for the
relative distance: 5.53 m).

(i.e., MAIV-2 and MAIV-3) were controlled to follow the
generated waypoints considering the variation in maneuver-
ing speed depending on the relative distance. As shown in
Fig. 16, based on MAIV-1, a test was performed to maneuver
at a specific interval in the longitudinal geometric formation.
Herein, the interval between the vehicles was set to 10 m.
In Fig. 16(b), the RMSEs of the relative distances between
MAIV-1 and MAIV-2 and between MAIV-2 and MAIV-3
were evaluated as 0.81 and 1.72 m, respectively. The RMSE
ofMAIV-3, located at the rear of the formation, was relatively
large. This may be because MAIV-3 was affected by the
disturbance caused by a wake generated behind MAIV-1
and MAIV-2.

Furthermore, a test for maintaining a triangular geometric
formation was performed, as shown in Fig. 17. An arbitrary
triangular formation was built to maintain the relative dis-
tance, which was set to 20 m. As mentioned previously,
MAIV-2 and MAIV-3 may be affected by the wake generated
by MAIV-1. In addition, it appeared that because the vehicles
were close together in the triangular geometric formation,
mutual repulsive forces occurred, resulting in relative chat-
tering in the proposed potential field force. Nevertheless, the
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MAIVs were controlled to maintain a particular geometric
formation over time at their initial location.

V. CONCLUSION
The development and field testing of multiple MAIVs, devel-
oped by KRISO, for autonomous cooperative navigation
tasks are presented. For reliable operation and control of the
MAIVs without unstable network latency, the network archi-
tecture and configuration were fundamentally designed, and
they enabled the sharing of motion information. In addition,
a framework for cooperative navigation that considered a for-
mation control scheme is proposed. In particular, to deal with
GNSS failure in the MAIVs, a cooperative navigation and
localization approach is proposed using the relative geometric
information between other vehicles. Moreover, preliminary
field tests were conducted in an inland water environment to
demonstrate the reliability and feasibility of the developed
MAIVs and proposed framework. The test results success-
fully verified the reliability and feasibility of the developed
system and the operational algorithms implemented in the
proposed cooperative navigation and control framework.

The proposed control and localization framework has
demonstrated successful performance using the kinematic
model of MAIVs. However, to achieve an even more precise
control in the presence of ocean waves and currents, future
studies will extend the proposed framework to include not
only the kinematic model but also the dynamic model of the
vehicles. Future research may also focus on simultaneously
fusing and merging all motion and situational awareness
information obtained from follower MAIVs in the leader
MAIV. Furthermore, fault- and detection-related research
will be conducted to implement fault diagnosis functions,
including whether any vehicle is in abnormal operation and
maneuvering condition. These could help provide optimal
and robust mission performance using a group of vehi-
cles under unfavorable environmental conditions for various
mission tasks.
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