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ABSTRACT Increasing renewable energy generation is leading to reduced inertia in electric power systems.
This challenges conventional frequency control methods, as frequency deviations become faster and more
pronounced. One possible approach to maintaining system frequency within acceptable bounds is using
demand-side response complementing current generation-side control strategies. However, evaluating the
impact of different control strategies on frequency behavior is needed to compare their performance. This
paper presents a set of conventional metrics and proposes a new metric for evaluating frequency behavior
in electric power systems, based on a case study in an island power system in San Cristobal, Galapagos.
Furthermore, it presents the impact on frequency of different demand-side response strategies that contribute
to frequency control and their impact on the used batteries.

INDEX TERMS Ancillary services, decentralized control, demand response, primary frequency control,

smart loads.

I. INTRODUCTION

Electrical power grid operation requires both frequency and
voltage to remain within a tight range around their rated val-
ues. Conventional control strategies rely upon synchronous
generators (SGs) to adjust either the excitation circuit or
the mechanical power to compensate any deviation. While
voltage is a local magnitude which is highly dependent on
location, frequency is a global magnitude which can be mea-
sured at any point in the grid. This paper focuses on the
issue of frequency deviations, which can be traced back to a
real-time unbalance between power generation and demand.
Renewable generation in electric power systems is usually
interfaced with power converters [1] and does not offer inher-
ent inertial response to frequency deviations. This leads to
greater frequency deviations [2] and larger Rate of Change
of Frequency (RoCoF) values, pushing existing frequency
response services to their limits [3]. The frequency evolution
over time is determined, for a given disturbance, by two
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distinct factors: the system’s inertia, and the response of the
control loops. The inertia is related to the kinetic energy
of the rotating masses in turbines and synchronous genera-
tors of power plants, and directly influences the frequency
behavior of the system right after the disturbance, before the
control acts. Then, the response is determined by the con-
trol mechanisms of the power plant (typically vapor intake,
water valve, or similar), and their dynamics. Their role is to
restore the system into a generation-demand equilibrium and
maintain the frequency at its rated value. The first instants
after a disturbance, as stated above, are influenced by the
systemB4s inertia. Therefore, the extreme RoCoF value that
will be reached is given by the inertia present in the system
(for a given disturbance) [4]. Limiting the RoCoF reduces,
indirectly, the maximum frequency deviation, as it provides
valuable time for the control mechanisms to act upon the
generators. Furthermore, the increased frequency deviation
and RoCoF values may compromise the stability of the sys-
tem, as some protection devices depend on these magnitudes
to keep the system in a safe operation range. Specifically,
according to [5], the main issues can be sorted into:
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« Unintentional tripping of protections.
o Over extensive Load shedding.
« Frequency collapse before the tripping occurs.

Although this is out of the scope of this paper, in addition
to frequency support, the protection concept might need
to be revised. As the share of renewable generation grows
in electrical power systems around the world, their abil-
ity to perform frequency control using conventional syn-
chronous generators will decrease. Therefore, the ultimate
goal of this study is to evaluate the ability of decentralized
demand side response to contribute to frequency control in
a future scenario where synchronous generators have been
partially replaced by power electronics interfaced generation
units. The limitations imposed on decentralized strategies,
specifically the lack of knowledge about the system as a
whole, poses new challenges: What is the appropriate rate of
response? Can it be too high? Is it possible to set it automati-
cally? How can it adapt to the changing circumstances of the
system? These are some of the current open questions in this
field, and this paper is a step towards an answer.

A. NON-CONVENTIONAL FREQUENCY REGULATION
To compensate this loss of inertia and allow the successful

integration of renewable generation, several approaches can
be used [6]:

1) Distributed generation: an adequate control of power
converters can provide some frequency regulation even
in small generation units, as in [7]. However, this
approach is limited by the small energy reserve inherent
to these units, the non-dispatchable nature of most
renewable energy sources, and the large number of
generation units due to their relatively small scale.

2) Demand side response: shifting the focus from gener-
ation to demand allows the provision of frequency reg-
ulation by modifying the demanded power in response
to frequency deviations which, as stated above, can be
measured locally. This contributes in the same way as
conventional frequency control, but with the participa-
tion of many more units.

3) Micro-grids: a collection of controllable loads and dis-
tributed energy resources can cooperatively control the
operation of the network, working in island mode [8].
Micro-grids usually incorporate some sort of energy
storage capacity, which plays a key role in both energy
management and frequency regulation [9].

This paper focuses on load participation for frequency con-
trol purposes, which will be discussed briefly to summarize
the context in which this study has taken place.

B. DEMAND SIDE PARTICIPATION

In principle, any load could potentially take part in fre-
quency control, as long as its power consumption can be
regulated and its response time is sufficiently small. The
loads more commonly found in literature are either of thermal
nature [10], [11], [12], [13] or electric vehicles [14]. Thermal
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loads have large time constants compared to electromechan-
ical transients, and therefore brief power fluctuations do not
have a significant impact in their intended use. Furthermore,
thermal loads constitute a sizable portion of energy demand
in most power systems. Electric vehicles, on the other hand,
allow precise power control, have inherent energy storage
capabilities, and are always interfaced by a power converter.
Although not yet as prevalent, their presence in electric power
systems is expected to grow in the close future [15].

Regarding the control of the loads taking part in frequency
regulation, three categories can be established according to
the decision-making process: centralized, decentralized and
distributed control.

1) Centralized control: a single unit measures the sys-
tem frequency, calculates the appropriate response and
sends individual control signals to each load, which
adjust the power demand accordingly. As this allows
to take into consideration information about the whole
system and implement a global optimization algo-
rithm, accurate frequency response and control can be
achieved by this control scheme. The main drawback,
on the other hand, is the need of robust and reliable
communication channels capable of transmitting large
quantities of information in real time. This comes at
a significant cost, is exposed to various cyber-threats
and can suffer from time-delays [16] or communication
interruptions. Research with this approach includes [9],
where a micro-grid is regulated using an external
energy reserve.

2) Decentralized control: each load decides what response
is adequate for the current situation based only on
locally available measurements. Reference [14] stud-
ies a small islanded power system (as we do in this
paper) under sharp load variations and analyzes the
contribution to frequency regulation of plug-in hybrid
electric vehicles. This control strategy does not require
any communication and is therefore not exposed to the
centralized control drawbacks. However, for the same
reason, the overall state of the system is unknown to
any single actor and no global optimization is possible.

3) Distributed control: sort of a combination of the pre-
vious two, can be implemented in different ways. For
example, load aggregators controlling multiple loads in
a centralized way or a single control center which fixes
the set-points and lets the individual loads adjust their
responses based on local measurements. This approach
reduces the communication needs of the control center
while still retaining some potential for optimization,
although not on a global scale. Moreover, it remains
vulnerable to communication problems. A good exam-
ple of this is [17], as it splits the response into low and
high frequency components, allocating them to appro-
priate elements in the grid. Other examples are [10],
[18], where the set-points of thermal loads are fixed
centrally and each unit responds on its own, or [19],
which proposes a Fuzzy Synthetic Inertia Control to
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optimize the Fast Frequency Response in low-inertia
microgrids.

This paper addresses decentralized demand side partici-
pation in primary frequency control, where only local mea-
surements are available to adapt the demand side response
to frequency deviations. Particularly, this work presents a
selection of conventional metrics and proposes a new one to
quantitatively compare the performance of frequency control
strategies. Assessing the frequency behavior is crucial for the
demand response to adequately contribute to frequency con-
trol. The proposed metric consists of a single numerical value,
so that two different scenarios can be directly compared and
evaluated.

Expanding on previous work, focused on identifying ways
of providing frequency response with load aggregation [20]
and from the generation side [21], this work analyzes the
impact load response has on system frequency. Further work
includes [22], which proposes the use of controlled domestic
heat pumps to provide frequency support, or [23], where a
combination of refrigerators and Flywheel Energy Storage
Systems is used and includes an estimation of the economic
benefit. It has to be noted that, unlike synchronous generators,
which inherently respond to frequency deviations, demand
side response requires the frequency to be actively measured
and, therefore, current knowledge about the system behavior,
modeling and control strategies have to be revised [24].

Further classification of Demand Response is summarized
in [25], which divides the possible programs into “‘Incentive
based” and ‘“Time-based”. It also states that, while some
time-based programs can admit user intervention, ancillary
services, such as the frequency control support proposed in
this paper, must happen automatically because of the need
for a fast response. Reference [26] classifies according to the
business model, but the management of the economical aspect
of these programs is yet to be settled and it is out of the scope
of this paper.

The rest of this paper is structured as follows: section II
presents the model of a power system in an island, as a
case study; section IIT describes the scenarios that have been
considered; section IV describes the metrics used and devel-
ops the new proposed metric; section V presents the results
and provides a brief discussion on the limits for this type
of control; section VI presents the impact of the developed
strategies on the used batteries; and section VII concludes the

paper.

Il. SYSTEM AND MODEL

The electric power system of the island of San Cristobal,
in Galapagos, Ecuador, has been chosen as a benchmark for
this study, as it is a small system which incorporates high
levels of wind power generation. It consists of synchronous
generation and a wind farm, connected to the main consump-
tion bus by a 12 km long line. Figure 1 presents the diagram
of the main components of the electric power system, as it
has been implemented in the model. It represents the main
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FIGURE 1. Diagram of the simulated power system.

components: the synchronous generator and the wind tur-
bines as generators, connected by transformers to the main
bus. The considered load combines impedance load, asyn-
chronous motor load and dynamic power load. The Special-
ized Power Systems library in Matlab/Simulink [27] has been
chosen as the platform for the implementation of the model,
performing discrete electromechanical simulations with a
step time of 50 ws. The model used for each element is
detailed at the end of each description in the following sub-
sections. A more detailed description of this electrical power
system, including relevant parameters, is available in [28].

A. SYNCHRONOUS GENERATORS

Three 813 kVA synchronous generators, coupled to diesel
engines, are available for power generation. In its current
form, the power system operation is carried out by the syn-
chronous generators for both frequency and voltage con-
trol. This paper proposes a way of supporting the frequency
control carried out by the synchronous generators. While it
cannot be a replacement, it does allow more renewable energy
to be integrated into the generation mix, therefore reducing
the use of fossil fuels. Parameters for the engine, the generator
and the governor are taken from [28].

The synchronous generator has been implemented using
the “Synchronous Machine, pu Standard” and ‘‘Excitation
System” blocks provided by the Specialized Power Systems
library.

B. WIND FARM

The wind farm in San Cristobal consists of three 800 kW wind
turbines, which can be independently turned off if necessary,
and are assumed to operate at unity power factor. These wind
turbines are located close to each other, roughly aligned on an
east-west axis without any major obstacles that could cause
wind disturbances. The wind profile incident to each of them
is assumed to be the same, but delayed with respect to the
previous wind turbine by

125(m)

= m x sin(¢) (D
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where U is the average wind speed for that wind profile and
¢ is the angle of incidence. Trying to obtain a realistic power
output from the wind farm, where the wind does not reach all
turbines at the exact same time, this angle is kept constant at
¢ = Z for this study.

The power fluctuations due to the varying wind speed in
the wind profile are the cause of the frequency fluctuations
that are addressed in this paper.

The wind turbine generators have been implemented using
the “DFIG Wind Turbine”” block, provided by the Specialized
Power Systems library.

C. LOADS

The load in any electric power system is diverse, and may
have diverse responses to both frequency and voltage devi-
ations. For modeling purposes, two categories have been
established:

1) CONVENTIONAL LOAD

Conventional loads do not actively take part in frequency
control, but may have a natural response to frequency or
voltage deviations. Conventional load has been modeled as
a combination of three types:

o Constant power loads. They demand a constant active
power and operate at unity power factor. These loads are
undisturbed by frequency or voltage deviations.

« Constant impedance loads. They naturally respond
to voltage deviations, but are almost insensible to fre-
quency deviations.

« Inertial loads. They have a certain amount of energy
stored in the form of kinetic energy and respond to both
frequency and voltage deviations. They have been mod-
eled as a half loaded equivalent asynchronous motor,
with an inertia constant of 0.5 s over a given rated
power Sap -

Each of these categories absorb about a third of the total
demanded power. These loads have been implemented using
the blocks “Three-Phase Dynamic Load” with constant
power demand, ‘“Three-Phase Series RLC Load” with con-
stant parameters and ‘“Asynchronous Machine pu Units”
with constant torque, respectively.

2) FREQUENCY RESPONSIVE LOAD
Frequency responsive loads take part in frequency control by
actively adapting its power demand to frequency deviations.
This kind of load is assumed to consist of electric vehicles
connected to the grid in idle mode (not actively charging),
capable of responding to the control signal both absorbing
and providing active power. This type of load has been imple-
mented in the model by a “Three-Phase Dynamic Load”
block, where the power is dynamically adjusted.
Incorporating demand side response into frequency regu-
lation requires adapting the equipment to the newly required
behavior. A decentralized approach requires no further infras-
tructure, avoiding significant investment: the control signal
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FIGURE 2. Example of theoretical Af — AP curves for different values of
Afmax and APmax.

has to be set based on locally available measurements. The
frequency signal is obtained by a Phase-Locked-Loop (PLL)
and filtered with a time constant of 0.1 s in order to avoid fast
frequency oscillations due to excessive response, as presented
in [29]. This signal is then incorporated into the frequency
sensitive response and sets the power demand to the desired
value. As the element taking part in power demand/injection
is a power electronics interfaced battery, it is safe to assume
that its response is fast and accurate to adjust to any value
within its power limits.

The load’s response to frequency deviations can be char-
acterized by the amount of power that can be involved, and
the rate at which it responds, measured in W/Hz. For a given
load, with a certain power rating, the response rate can be set
through the frequency deviation value (Afj,) for which it
will provide its maximum power (AP, ), as seen in figure 2
for three different cases. This value has to be tuned to obtain
the best possible performance and will be the main topic of
this paper.

However, different combinations of Af;,,x and AP,,qx can
result in the same slope. Figure 2 shows that case: having
50 kW with a Afjee = 0.50 Hz provides the same response
as having 25 kW with a Afjyqy = 0.25 Hz, as long as the
maximum power is not reached. On the other hand, if 25 kW
are available and Afj,.; is set to those same 0.50 Hz, the
response rate drops to half the slope. The frequency response
of this active load is therefore a combination of a tunable
parameter (Afqx) and the total amount of demand that is
available, which cannot be imposed.

The behavior of the frequency responsive loads differs
slightly from the graph shown in figure 2 because of the pres-
ence of the filter in the frequency measurement. That filter
will slightly delay the action of the controller, accounting for
any delays that may happen in a real unit, and leads to slight
deviations in the AP — Af responses, as shown in figure 3a.
While the ideal response would be the straight line shown in
red in figure 3a, the recorded response is a cloud of points
around that line, represented in blue. Figure 3b, is a close-
up view of figure 3a. It shows, for each instant, the recorded
AP — frequency pairs (blue points). These might differ from
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(a) General overview. (b) Zoom of figure 3a.

FIGURE 3. Example of the observed AP — Af behavior for the case with
APmax = 25 kW, Afmax = 0.25 Hz and wind profile wg.

the set-points imposed by the control (red line) because of the
response’s dynamics.

As the average frequency deviation must be kept close
to zero, and power deviations in opposite directions com-
pensate the energy exchange, the net impact on users is not
significant, as discussed in section VI. Nevertheless, a proper
incentive and retribution scheme should be developed to
compensate the use of the equipment, its devaluation and the
service provided to the power grid. However, the economic
implications deserve a more detailed study, which exceeds
the scope of this paper.

Ill. SCENARIOS

The simulations carried out in this study focus on the fre-
quency deviations caused by wind speed variability in a small
power system, and the ability of frequency responsive loads to
partially compensate the power unbalance and reduce the fre-
quency deviations. The conceptual map is shown in figure 4:
the wind profile, with its wind speed variability, injects some
(variable) power into the electric power system. This causes
frequency deviations, that are detected by part of the load,
which adjusts its power demand accordingly.

To analyze the impact of demand side participation in fre-
quency regulation and the effect of different rates of response
to frequency deviations, two scenarios have been considered
with different wind profiles (w4 and wg). The goal is to
evaluate the frequency behavior of the electric power system
under two kinds of wind profiles: one where the wind is quite
constant (w4), and another one with significant variability
(wp). Therefore, both wind profiles have similar average
wind speeds (U) of about 5 m/s, so that the average power
output is similar, but they differ in variability, measured as
the Turbulent Index (TI) according to the definition of [30],
source of this data. Table 1 summarizes the main values for
the wind profile used.

In order to consider the worst case, all three wind turbines
are assumed to be online, and a single synchronous generator
provides the remaining power generation (roughly half of the
demand) and, in the base case, all the frequency regulation.
The total demand is about 400 kW, divided into 150 kW of
asynchronous motor, 150 kW of constant impedance load and
100 kW of constant power load.

Along with the wind profiles, two more parameters are
modified to establish all the scenarios to be simulated: the
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FIGURE 4. Simulation set-up.

TABLE 1. Wind data parameters.

Magnitude Symbol (units) wA wpB
Mean U (m/s) 5.25 4.61
Standard deviation SD (m/s) 0.1181  0.4973
Turbulent index TI (%) 2.25 10.80
Min. value Unmin (Mm/s) 4.84 2.77
Max. value Unmaz (Mm/3) 5.68 6.23

TABLE 2. Parameters for the studied scenarios.

Parameter Values
A frmaz (Hz) 0.125, 0.25, 0.375, 0.50
APpar kW) | 6.25,12.525, 50,75, 100

amount of demand that takes part in frequency regulation and
the rate at which it does so, characterized by its Afjqx. A wide
range of power values has been chosen, from 6.25 kW up
to 100 kW, with Af,,,, ranging from 0.125 Hz to 0.50 Hz
in all cases, summarized in table 2. Therefore, 50 cases
have been considered: 2 base cases (without demand side
participation in frequency regulation) and 48 different combi-
nations of two wind profiles, six power values and four Afy;.x
values.

IV. METRICS

This section presents the metrics used to evaluate the fre-
quency behavior based on the base case, with no demand side
participation in frequency control. Afterward, the results for
the cases with increasing demand side participation will be
presented in section V, using the previous metrics to evaluate
the performance of the proposed method and detect possible
excess of response.
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FIGURE 5. Frequency evolution for the base cases.

In the base cases, as presented in section III, no demand
side response takes active part in frequency regulation, and
only the synchronous generator provides frequency control.
Conventional loads may respond naturally to frequency devi-
ations, as in the case of the asynchronous motor.

The frequency behavior in these cases is presented in
figure 5. It shows that, as expected, the frequency behavior
for the steadier wind profile w4 presents less frequency devi-
ations than wg, with more wind speed variability. In this sec-
tion, a series of metrics are presented which allow to evaluate
the severity of the frequency deviations and therefore help
compare the different scenarios quantitatively. The numerical
results for all the metrics used are summarized later in table 4,
according to the definitions given below.

A. EXTREME VALUES

The first metric that can be used is the extreme values
reached in the period under study. That is, the maximum
and minimum frequency values (fiqx, fmin), along with the
maximum amplitude of the frequency deviations, defined as
the difference between these extreme values, as expressed in
equation 2:

Afam[) = fmax - fmin )

Under ideal circumstances, where the frequency stays at its
rated value, this metric would be zero, and it can obviously be
only non-negative, so greater values mean a worse behavior
of the system frequency and a worse performance of the
frequency control.

B. VARIABILITY

The second metric that is evaluated is the variability of the
frequency, measured as the standard deviation of the fre-
quency, fsp, and the mean absolute deviation, f;,,44, as defined
in equation 3.

Jmaa = mean([f (t) — ful) 3)

where f(¢) is the frequency and f;, its mean value, usually
close to the rated value, in this case 60 Hz. Under ideal
circumstances, both these metrics would be zero, and can
only be non-negative, so greater values indicate a worse
performance.
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TABLE 3. Values of the different metrics for the two synthetic scenarios.

Case | Afamp fspD fmad  RoCoFrp;,s  Proposed
1 2 Hz 0.7Hz 0.6Hz 0.04 Hz/s 0.63
2 20mHz 7mHz 6mHz 4 Hz/s 0.99

1) RATE OF CHANGE OF FREQUENCY (RoCoF)

The third metric that is considered is the rate at which
the frequency changes over time, also known as Rate of
Change of Frequency. Obviously, a RoCoF value exists for
each instant in time. These values have to be summarized in
some way to evaluate the performance. The extreme values
(RoCoF pin, RoCoF ) and its quadratic mean (or root mean
square, rms) have been chosen and are included in table 4.

C. PROPOSED METRIC

The aim of this metric is to easily compare the performance of
different frequency control algorithms. This cannot be done
by the other analyzed metrics, as the following examples
show. Two synthetic frequencies will be presented, to support
our case, both of them unacceptable in any electric power
system for different reasons:

1) The first case is a slow (1/100 Hz) but significant (1 Hz
amplitude) variation around the rated value of 60 Hz.

2) The second case is a rapid (100 Hz) but small (0.01 Hz
amplitude) oscillation around 61 Hz, so 1 Hz above the
rated value.

Figure 6 shows the graphs of both cases over a time period
of 600 s. The first case would be labeled unacceptable by
the extreme values metric, as well as by the variance metrics
(Afamp, fsp and finqq), while acceptable by any of the RoCoF
metrics. The opposite is true for the second case. The values
for these metrics are shown in table 3.

Therefore, none of the previous metrics alone is able to
provide an acceptable evaluation on the performance of the
frequency behavior. In contrast, the new proposed metric
rates both cases as badly behaved, assigning a value of the
same order of magnitude. The aim is to condense the informa-
tion about the performance into one single numerical value,
so that it can be used to evaluate the performance of the
frequency control system and take further action if needed.
The calculation method for this new metric is exposed below.
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This new metric, the fourth and last metric used, is related
to the relative distribution of the frequency values. In an ideal
scenario, the only measurement would be the rated frequency,
60 Hz in this system. If the frequency values are represented
in a histogram, such as figures 7 and 8, it is clear that the
frequency samples are gathered around the rated frequency.
The sum of the bins around the rated frequency is a measure
of the performance of the frequency control, assuming all
other factors are kept constant. In figure 8, a slight bimodal
behavior is observed, as explained in [31]. The values have
been normalized in such a way that the total area of all the
bins is equal to one.

To quantify this, the bins inside windows of increasing
width and centered at 60 Hz are summed, generating the
cumulative sum curves represented in figure 9. An example
of the calculation of a single point in one of these curves
is shown in figure 10. To make sure all data points are
considered, the width of the windows ranges up to 2 Hz.
The minimum considered width is set equal to the dead band
of the demand response, 20 mHz. Increments of 10 mHz in
each direction have been taken to generate figure 9. These
curves are very illustrative but they do not allow a direct
comparison between cases because they do not consist of a
single numerical value.

To overcome this limitation, the area between the curve
and the value y = 1 is calculated, as presented in figure 11.
Once again, if the frequency did not have any deviations,
this value would be zero, and greater values represent a
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worse performance of the frequency regulation systems. For
a given situation, the performance of different frequency con-
trol strategies can be evaluated by comparing their respective
values.

V. RESULTS
In this section, the results obtained for the enhanced response

scenarios will be analyzed, as presented in section III.
It evaluates the impact demand side participation can have
on frequency behavior. To do so, the system is exposed to the
same two wind profiles, with different amounts of demand
(AP;4y) taking part in frequency control, as well as different
response rates to frequency deviation (Afiqy). Only the cases
with the same amount of AP,,,, can be compared, as we are
trying to evaluate the impact different response rates have on
system frequency.

A. LOW VARIABILITY WIND PROFILE
The low variance wind speed scenario (w4) gives a worse
insight into the effect of demand side participation in fre-
quency control, because the frequency is relatively well
behaved in the base case. Figure 12 shows how the frequency
deviation amplitude decreases in all cases with low wind
speed variability with increasing APy, and Afiqy.

As shown in figures 13, 14 and 15, the standard deviation,
the mean absolute value, and the proposed metric improve
with decreasing Afq under these circumstances. It is also
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used as a metric of frequency behavior.

TABLE 4. Frequency results for the base cases in both wind scenarios.

Low variability (w4) | High variability (wg)
AFamp(HZ) 0.3973 1.6257
Fsp(mHz) 72.0328 252.1493
Frnad(mH?Z) 57.9125 191.6640
RoCoF i (mHz/s) —182.8337 —473.4838
RoC0Fmaq(mHz/s) 150.0302 479.9909
RoC0Fyms(mHz/s) 47.3647 152.1125
Proposed metric 0.052995 0.18664

Af  (Hz)

max

FIGURE 12. Maximum frequency deviation amplitude (Afamp) for all
cases with low wind speed variability (wy).
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—S 625 kW

125 kW

25 kW

clear that all cases improve over the base case. These results
also indicate that, with lower AP,,,, available, a reduction
in Afiuax leads to greater improvement than with high levels
of available AP,,,,. For example, in figure 15, going from
Afmax = 0.25 Hz to Afipax = 0.125 Hz has very little
effect on the metric when 100 kW are available for frequency
control, but a more significant effect when only 6.25 kW are
available. Finally, figure 16 summarizes the extreme RoCoF
values for these cases and, according to this metric, the
improvement obtained by decreasing Afqx i also greater
when less AP, is available.

B. HIGH VARIABILITY WIND PROFILE

On the other hand, the high variance wind speed scenario (wg)
gives a good insight into the effect of demand side participa-
tion in frequency control, as the wind speed variations induce
significant frequency deviations that can be mitigated from
the demand side.

These results show that, in general, having more demand
side participation in frequency control yields a better over-
all performance, regardless of the metric used to evaluate
frequency behavior. However, for a given available power
in demand side participation, setting the appropriate value
for its response rate is not straightforward, as it depends on
the power deviations (in the analyzed cases induced by wind
speed fluctuations), the amount of available power to provide
frequency control, and the metric used for frequency behavior
evaluation. For example, if fsp or f,4q are used as the evalua-
tion metrics, the behavior improves with increasing response
rate (and therefore decreasing Af;,qx), regardless of wind pro-
file and available power, as seen in figures 17 and 18. On the
other hand, if the evaluation metric is Afyyp, an interesting
behavior emerges: under some circumstances, increasing the
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FIGURE 13. Frequency standard deviation (fsp) for all scenarios with low
wind speed variability (w,).
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FIGURE 14. Mean absolute deviation (f;,,4) for all scenarios with low
variability wind profile wy,.

response rate can lead to worse performance. This can be
seen in figure 19, which shows Afy,,;, in the cases with high
variability wind profile: with insufficient APy, Afamp does
not decrease as Af;,qyx decreases, but rather stays the same or
even increases again for some cases. For scenarios with less
available power, if Af,.x is set to a low value, AP, can
be easily reached, leaving the system without further demand
side response capabilities for frequency regulation. If under
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FIGURE 17. Frequency standard deviation (fsp) for all scenarios with high
wind speed variability (wpg).

these circumstances a severe wind gust appears, it can lead to
high frequency deviations.

Figure 20 shows that, in these cases, if the performance is
measured with the proposed metric, the frequency behavior
improves in all cases with lower values of Af;,,x. An example
of the curves that give rise to this metric is shown in figure 21.
This figure shows that the cumulative sum grows faster for
smaller values of Af},qx, leaving them to the left of the base
case. Furthermore, the smaller the value of Af;,.x, the faster
the cumulative sum grows. In figure 20 it is noteworthy that,
for high and low values of APy, the influence of Afjux
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FIGURE 18. Mean absolute deviation (f;,,4) for all scenarios with high
variability wind profile wg.

is less than for intermediate values of AP,,.. In addition
to that, the RoCoF values summarized in figure 22 show
a behavior similar to the extreme values of frequency in
figure 19: with enough available AP,,,,, the performance
improves with decreasing Afyqx, but an excessive response
rate can be counterproductive. This can be clearly seen in
figure 19: for this metric (Afump), the frequency behavior
for the case with AP, = 25 kW improves when Afy,qx
is reduced from 0.5 Hz to 0.375 Hz, but gets worse when
further decreased to 0.125 Hz. A similar behavior can be
seen in figure 22, for the cases with AP, = 25 kW and
APpax = 12.5 kW.

C. COMPARISON

Finally, a brief comparison of the cases studied for the two
different wind profiles is presented. The first aspect to notice
is that the same system is analyzed under two distinct sce-
narios: one where the wind speed presents small variance
(wa) and another one where the wind profile presents a
high variance (wg). With no demand side participation in
frequency control (base case), the frequency behavior of the
system in both scenarios is shown in figure 5. It shows larger
frequency deviations under wind profile wp than under wind
profile w4. This is clearly reflected in the histograms of both
cases, shown in figures 7 and 8, where the frequency under
scenario wp is much wider spread than the frequency under
scenario wy.

The dispersion can be measured as the amplitude of the
frequency deviations (Afymp), shown in figures 12 and 19.
They show that any presence of frequency responsive loads
improves the frequency behavior of the system. Under highly
variable wind conditions (wp), a proper load response can
reduce the Afyyp, values to those seen in better wind condi-
tions without load response (w4 base case).

The wy4 scenario, with low wind variability, presents the
expected behavior: more available power with more aggres-
sive response leads to less frequency deviations. However,
the wp scenario presents a somewhat different behavior: the
intermediate power cases (12.5 kW and 25 kW) present a
minimum of Afyy, for intermediate values of Afju,y. It is
not clear what causes this behavior, but it is suspected that,
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FIGURE 19. Maximum frequency deviation amplitude (Afamp) for all
cases with high wind speed variability (wg).
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FIGURE 20. Proposed metric for the cases with high wind speed
variability (wg).

at specific points in time, a sudden change in wind speed
occurs while the load response capacity is already saturated.
At higher Af,,, values the response is not yet saturated.

When evaluating the frequency behavior with a variability
metric (fsp or fiuaq), the situation changes because these
metrics are not as susceptible as Afyyp to extreme but
singular values. All these cases show a similar behavior,
a reduction of Af,.x decreases the value of the metric.
Figures 13, 14, 17 and 18, show that achieving values similar
to the wy base case is possible with sufficient power and an
adequate response rate.

If the evaluation is carried out by using the new developed
metric, as shown in figures 15 and 20, the conclusions are
similar to those based on the variance metrics: any pres-
ence of frequency response improves the frequency behavior,
increasing response rates is beneficial (in general) and the
values of the base case with w, are achievable with sufficient
AP,qx and appropriate response rates.

Finally, the extreme RoCoF metric shown in
figures 16 and 22 presents a similar behavior as observed
with the Afy,, metric, as both are sensible to singular extreme
values.

Therefore, it can be concluded that the proposed metric
properly captures the frequency behavior of the power sys-
tem, with the potential of detecting steady-state frequency
deviations which would not be captured by the other pre-
sented metrics.
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VI. DISCUSSION

From the results presented in section V, it seems that higher
available demand side participation alongside the lowest pos-
sible Af;ax yields the best performance. However, as previ-
ously shown, an excessive response rate may lead to greater
Afamp than a moderate response under some circumstances.
Concerning the available power, it cannot be fixed by the
designer, as it depends on the amount of consumers that are
willing to participate. Regarding this matter, more seems to be
better, not only because it improves the overall performance,
but because it also allows the burden to be shared among more
actors and, therefore, decreases the stress that each of them
support.

To evaluate the impact on the consumer side, a second
series of metrics have been considered regarding the power
profile participating in frequency control.

It is possible to provide frequency support in various
ways [32]: from dedicated energy storage devices (such as
batteries, flywheels or similar) to frequency sensitive con-
sumers. The latter case depends on some sort of energy stor-
age to reduce the impact that the final consumer suffers due to
the power deviations required to support frequency control. In
the case of thermal-electric loads (heat-pumps, water heaters,
air-conditioning units, refrigerators and similar appliances),
the thermal inertia of the system (relatively slow compared to
the frequency dynamics) is enough to absorb these fluctua-
tions, such as proposed in [33]. In the case of connected EVs,
as the electronic-interface allows a fine controlfor whatever
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FIGURE 24. Mean absolute value of the power provided by the batteries
in the scenarios with low wind variability (w,).

regime is desired, it is possible to adjust their power to the
system’s requirements, providing a frequency sensitive load
and using the internal battery as provisional energy storage.
For this study, this energy storage is assumed to consist of
batteries that are not active (nor charging or discharging) but
are plugged-in, for example, connected electric vehicles in
idle mode.

To assess the impact on the load, the maximum (Pyqy),
minimum (P,,;,) and mean (Peq,) power demand are con-
sidered, as well as the mean absolute value (P,,,,), Which is
a measure of the total energy exchanged by the battery.

The first noticeable detail that should be pointed out is the
fact that, depending on the scenario, the demand response can
be saturated, which leaves the system without demand side
support for further disturbances, with consequences already
presented in section V of this paper. Another important read-
ing is that the mean power exchange is small, which means
the impact on the final battery state of charge is also small.
As can be seen in figure 23, the amount of energy exchanged,
stays close to zero during the whole simulation, especially
when compared to the involved power rating.

The last metric used involves the power provided by these
batteries and its integral over time. If the power is integrated,
the results represent the energetic impact frequency control
has had on the battery, how much it has been charged or dis-
charged. However, this does not represent the whole impact.
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TABLE 5. Results for Pmay (kW) in wy, scenarios for all combinations of

APmax and Afmayx.

0.125Hz 025Hz 0.375Hz 0.50 Hz

6.25 kW 1.2612 0.81115 0.6005 0.4779
12.5 kW 1.7531 1.2612 0.9865 0.81115
25 kW 2.2439 1.7906 1.5030 1.2971

50 kW 2.6627 2.2439 1.9873 1.7906

75 kW 2.9209 2.4857 2.2439 2.0644

100 kW 3.1007 2.6627 2.4159 2.2439

TABLE 6. Results for Pmagy (kW) in wg scenarios for all combinations of

APmax and Afmay.

0.125Hz 0.25Hz 0.375Hz 0.50 Hz
6.25 kW 3.6294 2.7694 2.1883 1.7848
12.5 kW 6.1036 4.6789 3.7307 3.0740
25 kW 8.9414 7.0560 5.7519 4.8768
50 kW 12.354 9.5882 8.1132 7.1105
75 kW 14.498 11.195 9.5881 8.5314
100 kW 16.168 12.433 10.719 9.5881

According to [34], battery degradation is closely related,
among other factors, to the total amount of energy that passes
through the battery, regardless of its direction (charging or
discharging). Therefore, the mean absolute value (P,) for
each scenario is directly related to the degradation the battery
suffers from participating in frequency control under these
specific circumstances. Tables 5 and 6 summarize the numer-
ical values for all studied scenarios.

Figures 24 and 25 present the values of P,,, for each
scenario, and it can be seen that, in all cases, decreasing
Afmax leads to a higher value of P,,,, and therefore greater
battery degradation. This behavior is expected: as the value of
Afmayx increases, the response to a certain frequency deviation
decreases in power (see Fig. 2).

Comparing battery degradation in scenarios with different
amounts of AP,y is not the goal of this paper. However,
one must say that this comparison is to be done carefully.
It is safe to assume that, with more power available, the total
battery capacity would also increase. Therefore, the energy
exchanged by the batteries would represent a smaller portion
of their total capacity and would have less impact on their life
cycle.

For example, the case with 100 kW has double the AP«
available than the case with 50 kW. For the same value of
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Afmax, the value of Py, does not scale by the same amount.
If the total capacity of the batteries is assumed to be propor-
tional to the available power, the impact on battery degrada-
tion would be different. On the other side, all scenarios with
the same AP,,,, can be directly compared, as the assumption
that the total capacity of the batteries is the same is fairly
reasonable.

VIi. CONCLUSION
In this paper, demand side contribution to frequency control

in a weak electric power system with significant renewable
generation has been evaluated using different metrics.

To be able to quantitatively compare the performance
of different frequency control strategies, the authors have
selected a set of conventional metrics and proposed a new one
based on the density function of frequency. The new proposed
metric allows a direct evaluation of the frequency behavior
in the system, because it consists of a single numerical value
that shows greater values as the frequency regulation presents
a worse performance. This way, the comparison between
different control strategies can be quantified and, in future
developments, demand side response strategies can adapt to
the changing conditions in a real electrical power system.

This new metric detects different types of frequency devia-
tions, such as slow but significant variations around the rated
value, or fast but small oscillations around a value other than
the rated frequency, as shown in the example in section IV.
The other presented metrics do not detect at least one of
these cases, and would have to be used together to ensure the
detection of frequency deviations of different types.

A total of 48 cases with different amounts of available
power and response rates have been analyzed. The results
indicate that, depending on the metric used, frequency behav-
ior improves with more demand taking part in frequency
control and higher response rates. However, no direct evi-
dence for a hard limit on demand side participation has been
detected. In a second phase, the impact on battery degradation
caused by this frequency control strategy is compared, and it
is shown that it is greater with higher response rates.

Regarding battery participation in frequency control, the
main conclusion from this study is that there needs to be a
trade-off between the contribution to frequency stability and
battery degradation. This can be achieved by a combination of
technical considerations, such as setting an appropriate value
for Afmnax, and economical incentives, such as appropriate
compensation for this participation.
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